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Abstract: Image watermarking focuses on hiding secret data into the cover image imperceptibly to 
protect the copyright of the original image. In this paper, we propose a new framework of robust 
digital watermarking for color images using combined embedding techniques of Discrete Fourier 
Transform (DFT) and Dual Tree Complex Wavelet Transform (DTCWT). The cover image is first 
divided into Y, U and V channels. The Y channel is then transformed by DFT and partitioned into the 
ring shapes. With an embedding key, we generate pseudo-random patterns to represent the 
watermark. These patterns are also transformed and partitioned. The watermark represented by the 
selection of patterns is then embedded into the rings of the DFT coefficients. We further embed a 
rectification watermark into the U channel, in which DTCWT is applied to achieve a capability of 
geometric distortion resilience. On the recipient’s side, the detection and extraction of watermark can 
be successfully done. Compared with previous schemes, the proposed method is better on preserving 
the image quality. Meanwhile, the robustness against typical attacks is also stronger. 
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1. Introduction 

Digital watermarking is becoming more and more popular with the rapid advances of data 
science. Internet gives the clients an open access to an explosively rising amount of data. However, 
these advantages have also brought the problems of unauthorized usage of the original images, such 
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as duplication, redistribution and tampering. It is essential to protect the legal ownership of the 
original data. Digital watermarking has been used in copyright protection and content authentication 
of images in multimedia. The technique embeds data into the host images using an imperceptible 
way. It can be used in various kinds of applications including copyright protection, content 
authentication and content description. 

Robustness and fidelity are the two basic requirements for digital watermarking. On one hand, 
the embedded watermark must be robust enough against a variety of possible intentional and 
unintentional attacks. Intentional attacks, such as geometric distortion, rotating and cropping, are 
often used to destroy the watermark existence so as to distribute the copies without copyright. 
Unintentional attacks include image compression, addition of channel noise, filtering, etc. Generally, 
the unintentional attacks appear more often than intentional attacks. Common attacks that result in 
geometrical distortion usually cause synchronization error, which can dramatically deteriorate the 
performance of watermark detection. On the other hand, the watermarked image should be close 
enough to the cover image so that human eyes cannot distinguish the differences between them. 
Generally, there is a trade-off between robustness and fidelity, i.e., stronger robustness usually causes 
lower fidelity, and vice versa.  

Existing watermarking schemes can roughly be divided into two categories: embedding in the 
spatial domain and embedding in transfer domains. Traditional digital watermarking schemes in the 
spatial domain [1–3] utilize contextual area or the high correlation between neighboring pixels in a 
host image to hide the watermark. However, watermarks embedded in the spatial domain have worse 
robustness than those embedded in transfer domains. In [4], the theory of Fourier-Mellin Transform 
(FMT) invariants is exploited to produce watermarks that are resistant to rotation, scaling and 
translation. Thereafter, Discrete Wavelet Transform (DWT) domain [4,5], Discrete Cosine Transform 
(DCT) domain [6,7] and Discrete Fourier Transform (DFT) domain [8,9] are widely referred to 
embed watermark. Log-polar mapping (LPM) methods [10] are also applied in image watermarking, 
which shows strong robustness to traditional image attacks while the computational complexities are 
much lower than [4]. The difficulty of extraction cause by geographical distortion is mainly 
alleviated in two ways. One is to resynchronize the received image before conducting watermark 
extraction. Another is to embed and extract watermark in a rotation and translation invariant or 
semi-invariant domain. For example, Niu et al. [11] extracts the stable feature points of the cover 
image by multi-scale SIFT detector, and the Bandelet transform is performed on the local feature 
regions (LFRs) to embed the digital watermark. Therefore, the detection of watermark can be 
conducted without synchronization error.  

On the other hand, in many recent works, the contourlet coefficients of an image are widely used 
for watermarking, where the statistics of the contourlet coefficients have been investigated [12–14]. 
These methods give better embedding performance compared to the traditional methods like [11], 
and they require an accurate statistical characterization of images. Besides, there also appear some 
hybrid methods for image watermarking using the techniques in the combined domains [15–16]. 

While many of the above-mentioned schemes have strong resilience to rotating, scaling or 
compressing, the robustness against cropping is generally not good enough. However, cropping is 
one of the most popular attacks by the unauthorized users. Besides, blind detection of watermark can 
merely be promised in these schemes. So it is of great importance to develop a new framework of 
robust digital watermarking schemes to help addressing these issues. 
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In this paper, we propose a new framework of digital watermarking scheme in DFT-DTCWT 
domain for colored images. The framework is designed to be invariant to common attacks such as 
cropping, rotating, image processing, etc. The cover image is first divided into the Y, U, V channels. 
We embed a watermark into the DFT coefficients of the Y channel and some rectification 
information into the DTCWT coefficients of the U channel. Compared with previous state-of-the-art 
works, our scheme excels in a stronger robustness to common attacks and the transparency of 
the watermark. 

The rest of this paper is organized as follows. Section II introduces the related words of digital 
watermarking. The proposed framework is depicted in Section 2. Section 3 provides the 
experimental results and Section 4 concludes the paper. 

2. Proposed watermarking scheme 

Suppose the colored cover image 𝐈 is of the size mr × mc, and the to-be-embedded watermark 
is denoted as W We first separate 𝐈 into the Y, U, V channels. The independent channels are 
transformed from the typical R, G, B channels of the image. The embedding procedure includes two 
stages: watermark embedding in the Y channel and embedding some rectification information into 
the U channel. The V channel of the cover image remains unchanged. In the following, watermark 
embedding and extraction are respectively presented. The overview of the embedding procedure is 
depicted in Figure 1. 

 

Figure 1. Overview of the embedding procedure of the proposed framework. 
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2.1. Watermark embedding 

We first select k different pseudo-random seeds as private keys of the watermark embedding. 
The seed collection is denoted as ሼ𝑆, 𝑆ଵ, … , 𝑆ିଵሽ. Next, a pseudo-random sequence generator is 
applied to generate random sequence by using different seeds respectively. We get k pseudo-random 
sequences ሼ𝑆𝑒𝑞, 𝑆𝑒𝑞ଵ, … , 𝑆𝑒𝑞ିଵሽ, where 𝑆𝑒𝑞 is generated using 𝑆 as its generating seed. 

Given two pseudo-random seed, the sequences which are of the same length and generated by 
the same seed are the same, which can also be represented as high correlation, and the correlation is 
close to 0 for two sequence generated by different seeds. 

ห𝐶𝑜𝑟൫𝑆𝑒𝑞, 𝑆𝑒𝑞൯ห ൎ ൜
 0, 𝑖 ് 𝑗
 1, 𝑖 ൌ 𝑗                           (2) 

Here, 𝑐𝑜𝑟ሺ𝑥, 𝑦ሻ represents the function of correlation calculation between x and y. We let the 
length of every pseudo-random sequence is at least 3 × mr × mc, and the values of the elements in the 
sequences are integers within the range of [0,255]. Afterwards, we respectively generate an image 
pattern 𝐈ீ, by filling the R, G, B values of every pixel in the image with the pseudo-random values 
in 𝑆𝑒𝑞 in a row-by-row order. Therefore, k different patterns, namely, 𝐊 ൌ ሼ𝐈ீ,, 𝐈ீ,ଵ, … , 𝐈ீ,ିଵሽ 
can be constructed. 

Afterwards, Y channel of the cover image, denoted as 𝐘, is extracted and transformed into 
frequency domain using Discrete Fourier Transform (DFT). Denote the Fourier coefficients of 𝐘 
as 𝐃𝐅𝐓. Obviously, the size of 𝐃𝐅𝐓 is also mr × mc. Also, the Y channel of every 𝐈ீ, ∈ 𝐊 is 
extracted and denoted as 𝐘ீ,. 𝐘ீ, is transformed into frequency domain using DFT to construct its 
Fourier coefficients 𝐃𝐅𝐓ீ,. The collection of the transformed Fourier coefficients of 𝐊 is denoted 
as 𝐂ீ ൌ ሼ𝐃𝐅𝐓ீ,ଵ, … , 𝐃𝐅𝐓ீ,ିଵሽ. The experiments show that the correlation of 𝐃𝐅𝐓ீ,  between 
different patterns follows the same rule of (2). 

ห𝐶𝑜𝑟൫𝐃𝐅𝐓ீ,, 𝐃𝐅𝐓ீ,൯ห ൎ ൜
 0, 𝑖 ് 𝑗
 1, 𝑖 ൌ 𝑗                          (3) 

Next, 𝐃𝐅𝐓, together with 𝐃𝐅𝐓ீ, ∈ 𝐂ீ, is divided into n rings. Let 𝐑
௫ , 𝐑ீ,

௫   respectively 
be a set of the coefficients in the 𝑥௧ ring of 𝐃𝐅𝐓 and 𝐃𝐅𝐓ீ,. The ring partition of the image is 
done by calculating the distance between each coefficient and the geographical center. Denote the 
radius of the n circles as 𝐫 ൌ ሼ𝑟, 𝑟ଵ, … , 𝑟ିଵሽ, where 𝑟 and 𝑟ିଵ are respectively the radius of the 
innermost and outmost circles, and 𝑟ିଵ ൌ ⌊min ሺ𝑚, 𝑚ሻ⌋. Here ⌊𝑎⌋ stands for taking the floor 
integer of a, and min ሺ𝑎, 𝑏ሻ is the operation of taking the minimum. We denote the area of the 𝑥௧ 
circle and the 𝑥௧ ring as 𝑆௫, 𝜇௫, respectively. The numbers of coefficients in every ring are 
expected to be roughly the same. Therefore, we let 𝑆௫ ൌ 𝜋𝑟௫

ଶ, and 𝜇௫ ൌ ⌊𝑆௫/𝑥⌋. And thus, 𝑟௫ is 
computed by 

𝑟௫ ൌ

⎩
⎨

⎧ ට
ఓೣ

గ
        , 𝑥 ൌ 0

ටఓೣାగೣ షభ
మ

గ
,     𝑥 ് 0

                                                                (5) 

Let 𝑝ሺ𝑎, 𝑏ሻ  be the coefficient of 𝐃𝐅𝐓  in the 𝑎௧  row and 𝑏௧  column. The distance 
between 𝑝ሺ𝑎, 𝑏ሻ and the image center can be calculated by the Euclidean distance. 
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Figure 2. Illustration of DFT coefficients and Ring Partitioning. 

𝑑, ൌ ඥሺ𝑎 െ 𝑚/2ሻଶ  ሺ𝑏 െ 𝑚/2ሻଶ                       (6) 

According to the calculated radius of the rings and the distances, we classify the coefficients 
into n rings, where 𝐑

௫  is a collection of coefficients defined as (7) 

𝐑
௫ ൌ ሼ𝑝ሺ𝑎, 𝑏ሻ|𝑟௫ିଵ  𝑑,  𝑟௫ሽ                            (7) 
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௫  for watermark embedding. If b bits of additional data are to be embedded in each ring, we 

should select 2 different pseudo-random seeds. That means the relationship between b and k is also 
𝑏 ൌ 𝑙𝑜𝑔ଶ𝑘. Also, since the coefficients inside the innermost ring represent the low frequency of the 
images, data embedding in this ring will cause great modification. Thus, we do not hide bits into this 
ring. Therefore, a total of b × (n-1) bits can be embedded in the Y component of the cover image. 
Denote the code word sequence as ൌ ሼ𝑚ଵ, 𝑚ଶ, … , 𝑚ିଵሽ . Then the 𝑥௧ ring of the Y channel in 
the watermarked image 𝐘ை, denoted as 𝐑ை

௫  can be calculated by (8). 

𝐑ை
௫ ൌ

⎩
⎨

⎧
𝐑

௫  𝛂௫ 𝐑ீ,
௫ ,    embed 𝑚

𝐑
௫  𝛂௫ 𝐑ீ,ଵ

௫ ,    embed 𝑚ଵ
… …

𝐑
௫  𝛂௫ 𝐑ீ,ିଵ

௫ ,   embed 𝑚ିଵ

                       (8) 

In (8), the parameter 𝛂௫ is a sequence of parameters that controls the embedding weights. A 
larger 𝛂௫  means a larger embedding strength in the ring, which generally leads to a heavier 
distortion in the relevant coefficients in the frequency domain. In this paper, we set  

𝛂௫ ൌ 𝑘  ாሺ|𝐑
ೣ|ሻ

ாሺห 𝐑ಸ,
ೣ หሻ

                                (9) 

where 𝐸ሺ|. |ሻ is used to calculate the energy of the signal, and 𝑘 is empirically set as 1/3 to 
decrease the impact caused by watermarking. Thus, the energy of watermark is always 𝑘 times 

(a) 

𝑟 

(b) (c) 



4793 

Mathematical Biosciences and Engineering  Volume 16, Issue 5, 4788–4801. 

lower than that of 𝐘. Afterwards, the invert DFT is applied on 𝐃𝐅𝐓ை and we get the Y component 
of marked image as 𝐘ெ. In order to detect the watermark, the private keys ሼ𝑆, 𝑆ଵ, … , 𝑆ିଵሽ should 
be known by the recipient or transmitted under a covert communicating channel. 

Figure 2(a) provides the cover image “Sculpture”. Figure 2(b) shows the amplitude spectrum of 
the DFT coefficients of Figure 2(a). The larger values are shown by lighter colors and zeros are 
shown by extreme black. The center represents the low frequency of the cover image. The illustration of 
ring partition is shown in Figure 2(c). 

The embedding rate of the proposed framework is flexible. Generally, the payload increases 
when more rings and seeds are used. However, the robustness against common attacks might be weaker. 

2.2. Embedding Rectification Information 

For geometric distortion attacks might cause the problem of de-synchronization, we further 
propose to embed image rectification information in the U channel using DTCWT, which can be 
used to identify geometric distortions and invert the detected attacks ahead of watermark extraction 
in Y channel. 

DTCWT is composed of two discrete wavelet transforms. The real tree applies the low-pass 
filters and imaginary tree applies the high-pass filters. DTCWT has the advantages of approximate 
shift invariance, good directional selectivity. A 3-level DT-CWT decomposes an image sized mr × mc 
into 3 scales, where each scale is of size mr/2௦ିଵ* mc/2௦ିଵ. Here, s=1, 2, 3. Six complex coefficients 
can be calculated from each decimated subband, which is denoted as {𝑃ு

,ଵ, 𝑃ு
,ଶ, 𝑃ு

,ଷ, 𝑃ு
,ସ, 𝑃ு

,ହ, 𝑃ு
,}, 

where l represents the level and for each j, 𝑃ு
 ൌ 𝜌1𝑒𝑖𝜃𝑗. Here, the six coefficients are correspondent 

with the 6 subbands’ orientations, and 𝜌 and 𝜃 respectively represent the amplitude and the angle 
of every coefficient. In the proposed scheme, we conduct 3-level DTCWT decomposition, which 
produces 2 low frequency and 18 high frequent subbands. Detailed implementation of DTCWT is 
omitted in this paper and can be found in relevant papers. 

Denote the U component of the cover image as 𝐔. First, we conduct the 3-level DTCWT to 
𝐔 , and we obtain the 6 high-frequent subband in the 3-level denoted as 
P={𝑃

ଷ,ଵ, 𝑃
ଷ,ଶ, 𝑃

ଷ,ଷ, 𝑃
ଷ,ସ, 𝑃

ଷ,ହ, 𝑃
ଷ,}. We further select a private key 𝑆 and generate a random sequence 

using the specified seed. Next, an image pattern 𝐈ீ,  is generated using the same method as 
described in Section 2.1. The size of 𝐈ீ,  is the same as the cover image. We obtain the U 
component of 𝐈ீ, as 𝐔ீ, and conduct on it the 3-level DTCWT. The 6 high-frequent subband of 
the pattern are {𝑃ଷ,ଵ, 𝑃ଷ,ଶ, 𝑃ଷ,ଷ, 𝑃ଷ,ସ, 𝑃ଷ,ହ, 𝑃ଷ,}. The detecting watermark is embedded by linearly adding 
the corresponding 3-level subbands of 𝐔ீ,  onto those of 𝐔 . Denote the new subbands as 
{𝑃ெ

ଷ,ଵ, 𝑃ெ
ଷ,ଶ, 𝑃ெ

ଷ,ଷ, 𝑃ெ
ଷ,ସ, 𝑃ெ

ଷ,ହ, 𝑃ெ
ଷ,}. Then, 𝑃ெ

ଷ, ൌ 𝑃
ଷ,  𝛂𝑥𝑃ଷ,, where k=1, …, 6. The definition of 𝛂௫ here is 

similar to that in (9) that lets the average amplitude of the side information 𝑘 times lower than that 
of the original signal. 

Afterwards, we get the watermarked U component of 𝐈ெ by conducting the invert DTCWT. 
For accurate watermark detection, 𝑆 should also be acquired by the recipient. 

2.3. Watermark Extraction 

When the recipient gets the doubted image 𝐈, the hidden watermark can be detected and 
extracted. The overall flowchart of the extracting procedure is depicted in Figure 3. Note that the 
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recipient is convinced to know the private keys used in watermark embedding for the generation of 
random sequences, otherwise he cannot perform the watermark extraction. The extracting process 
contains two parts: watermark detection & image rectification in U channel, and watermark 
extraction in Y channel. The image is first decomposed into the three components {𝐘, 𝐔, 𝐕}. 

 

Figure 3. Flowchart of the extracting procedure. 
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with several different rotating angle. He determines the actual rotating angle as the angle with which 
the correlation coefficient between the model and 𝐈 is the largest. 

ሺ𝑥′ௗ, 𝑦′ௗሻ ൌ argmax
௫,௬

ሺcor൫𝐈, 𝑤൯ሻ, 𝜃ଵ ൌ max ሺcor൫𝐈, 𝑤൯ሻ         (10) 

Here, maxሺ𝑥ሻ represents taking the maximum among x, and 𝜃ଵ is the maximized correlation 
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correlation between the template and each portion of the received image using the sliding window 
technique. However, the computational complexity of this method is much higher. 

The recipient can also conduct the rotation detection by a similar method. The recipient finds 
the rotating angle α by iteratively finding the maximized correlation 𝜃ଶ for each rotating angle. 

Afterwards, watermark in 𝑰 can be determined by checking maxሺ𝜃ଵ, 𝜃ଶሻ  𝑇ℎ, in which 𝑇ℎ 
is a pre-defined threshold which is normally set as 0.5. If 𝑇ℎ  0.5, the recipient rectifies 𝑰 
according to the detected position and rotating angel and moves on to extract the watermark hidden 
in Y channel. Otherwise he does not consider the image contains secret watermark.  

Figure 4 provides a sketch of image rectification procedures for cropping and rotating detection. 
The order of these two kinds of detection is flexible. The recipient should try the cropping detection 
ahead of rotating detection, if the reversed order does not show that there is a watermark. 

 

Figure 4. A sketch of image rectification procedure. 

To extract the watermark hidden in the Y component, the recipient conducts DFT on 𝐘 to get 
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3. Experimental results 

To verify the proposed method, we have conducted many experiments on thousands of colored 
images in some popular databases and typical testing images such as “Lenna”. We use binary random 
sequences as digital watermark, i.e., the possibilities for 0 and 1 are close. We compare the proposed 
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watermarking scheme with some state-of-the-art methods proposed in [9] and [12–14] that also 
simultaneously have the robustness against common attacks mentioned above. Note that the method 
in [9] is compared by extending it in the application of colored image by conducting the 
watermarking scheme on the U component while leaving Y and V components unchanged. The term 
“QF” in Table 1 refers to the quality factor in JPEG compression. We test the watermark robustness 
to several attacks, including JPEG compression, Gaussian filtering, contrast enhancement (using the 
histogram equalization function in MATLAB), cropping, scaling, and rotating. 

 

Figure 5. Embedding test for typical images. 

Table 1. Number of error bits under different attacks. 

Type of attack Error bits (Figure 5(a)) Error bits (Figure 5(b))
No Attack 0 0 
JPEG Compression  QF: 60 0 0 

QF: 20 5 4 
Adding Gaussian Noise (σ = 20) 1 0 
Median Filtering 3 2 
Image Contrast Enhancement 5 3 
Cropping 70% Area Left 2 2 

90% Area Left 0 0 
Scaling 70% 2 2 

150% 2 2 
Rotating 30 degrees 3 2 

10 degrees 0 0 

3.1. Settings and evaluations 

The main parameters in the proposed framework are the number of rings in the ring partition 
and the number of seeds used in generating pseudo-random images. The experiments are mainly 
conducted by partitioning the cover image into 25 rings, and we choose totally 17 different 
pseudo-random seeds, 16 of which is used for watermark embedding in the Y component. And thus, 
the embedding rate in our experiments is fixed as 25 × 4 = 100 bits. In practice, other settings that 
provide different bit rate can also ensure a satisfying embedding performance. The data hider can 

(a)Lenna (b)Baboon 
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also hide 64 bits into the cover image in [9], 128 bits in [12–14].  
Averagely, the watermark embedding and extraction can be done within several seconds by a 

personal laptop with 2.60 GHz CPU and 8.00 GB RAM. The computational complexity is mainly on 
the receiver’s side, since the receiver needs to conduct the image rectification ahead of watermark 
extraction. Figure 5 offers the embedding test of the proposed watermarking scheme, and Table 1 
shows the error bits after extracting the watermark from the received images that have gone through 
different kinds of attacks. In the two sets of images in Figure 5, the left represents the original cover 
images and the right represents the watermarked images. No obvious visual distortion between the 
two sets of images can be detected. In the table, we can easily find that no more than 5 out of 100 
error bits occurs during the watermark extraction of the two images. It proves that the proposed 
method has high robustness to common attacks. 

Table 2. Comparisons of SSIM and PSNR for different methods. 

Method Proposed [9] [12] [13] [14] 

SSIM 0.9623 0.9654 0.9458 0.9501 0.9566 

PSNR 40.2317 42.2316 37.6767 38.4975 40.0746 

For an objective image quality assessment of the proposed framework, we employ the Structural 
Similarity (SSIM) [17] and the peak signal-to-noise ratio (PSNR) to measure the consistent and 
subjective image visual quality of the marked images. While PSNR is a well-known index that 
measures the distortion between two images, SSIM is proposed generally based on the degradation 
of structural information. The value of SSIM ranges from 0 to 1, and a higher structure similarity 
between the cover image and the marked image is indicated by a high SSIM closer to 1. Table 2 
shows the average SSIM and PSNR value of the watermarked images produced by different 
algorithms. The proposed framework generally ranks high in the two indices, which indicate a high 
visual quality and fidelity to the original images. 

3.2. Embedding performances 

In Table 3, we have added some kinds of non-geographical attacks onto the marked images and 
conduct similar comparisons. From the table it is obvious that the average amount of error bits of the 
proposed scheme is lower than those of the rest methods. The reason behind a better performance is 
that we can successfully rectify the image at the early stage using DTCWT. Such advantage is not 
reachable by the rest comparing methods. 

Table 3. Extracted watermark images under other non-geographical attacks. 

Type of attack Amount of error bits 

Proposed [9] [12] [13] [14] 

AWGN (σ = 20) 0.277/100 1.21/64 0.9980/128 0.449/128 0.513/128 

S&P (p = 0.05) 0.139/100 1.45/64 0.5516/128 0.768/128 0.640/128 
Median filter 4 × 4 0.123/100 2.46/64 1.1427/128 7.16/128 0.569/128 
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Figure 6. Comparison of ROC curves under different attacks. 

In Figure 6, we compare with [9] and [12–14] the receiver operating characteristic (ROC) 
curves prior to rotation, JPEG compression, cropping and scaling. The curves are plotted by doing 
the watermark embedding and extraction test on randomly-selected 500 colored images from the 
typical image databases UCID [18] and OSU [19]. From the curves, we find that the true positive 
rate of the proposed method is generally the closest to 1, even if the attacks are strong. The high 
robustness against rotation attack is that rotating operations generally take the geographical center of 
the image as origin. Thus, the pixels of the original image and those of rotated image are usually 
counted in a same ring, letting the amplitude of the DFT coefficients mostly unchanged. The 
robustness against JPEG compression and scaling lies in a similar reason. The proposed method in [12–14] 
generally gives a close result to our method. However, the proposed framework can reach ROC = 1 

(d)Scaling (70% Area Left) 

(a)Rotating (Angle=30 degree) (b)JPEG Compression(Quality=20) 

(c)Cropping (70% Area Left) 
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much earlier judging from the four figures. It can also be observed that the proposed method excels a 
lot in anti-JPEG compressing and anti-rotating watermarking. While the performance of 
anti-cropping watermarking is not as good as that, it still succeeds in having a close or slightly higher 
value of ROC. Thus, the proposed method succeeds in out-performing these state-of-the-art methods. 

For a brief evaluation of the security of our data hiding framework, we also include the popular 
SPAM feature set proposed by Penvy et al. [20]. The proposed steganalysis algorithm uses first-order 
and second-order Markov chains to model the value differences between neighboring pixels. Same as 
other typical steganalysis algorithms, SPAM first extracts the local features of the cover images and 
the marked images. Then the features are submitted to the ensemble classifier proposed in [21] for a 
classified detection. For space limit, we refer readers to acquire the detailed implementation of 
SPAM feature in [20]. 

We use the second-order SPAM features that contains 686 features. The error rate of SPAM 
detection is calculated to evaluate the security of the proposed framework. The error rate 𝑃ா is 
defined in (11). 

𝑃ா ൌ ଵ

ଶ
ሺ𝑃ி  𝑃ிேሻ                                                            (11) 

Here, 𝑃ி and 𝑃ிே respectively mean the false alarm rate and false denying rate. A higher 𝑃ா 
of a data hiding method usually indicates a better capability in data secrecy. 𝑃ா is always positive 
and cannot exceed 0.5. Generally, the security will be weaker against the SPAM detection if the 
watermark embedding strength is stronger. 

Table 4 shows the classification error of the steganalyzers of the proposed framework. As can be 
easily observed, the proposed method generally provides high information security. The error 
detecting rate is close to 50% for the proposed framework. It indicates the proposed framework can 
evade the steganalysis detection easily, ensuring the data secrecy. For comparison, the abilities of 
anti-SPAM for the proposed framework, [9] and [12] are much close. It is worth notice that, although 
the algorithm proposed in [13] and [14] offers a close embedding performance compared to ours, the 
anti-SPAM capabilities of the two scheme are much lower. Thus, the proposed framework also 
succeeds in outperforming these methods in data secrecy. 

To give a concise conclusion, our method succeeds in providing strong robustness against 
common attacks, even if the attacks might be strong. Also, the framework is much comparable in 
terms of security analysis.   

Table 4. Comparison of the Error Rate Obtained By SPAM. 

Method Proposed [9] [12] [13] [14] Database

Classification 
Error (𝑷𝑬) 

48.97% 49.63% 49.01% 45.52% 44.87% UCID 

49.12% 49.57% 48.79% 46.63% 41.58% OSU 

4. Conclusion 

In this paper, we propose a new framework of robust digital watermarking for colored images. 
The framework is resilient to common attacks such as scaling, JPEG compression, cropping, etc. Y 
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and U channels of the cover image are utilized for watermark embedding and image rectification. 
Using private keys as seeds, the data hider generates image patterns, and conducts the ring partition 
and DFT on the patterns and the original image. The watermark sequence is represented as the 
selection of the private keys, and for each ring, the DFT coefficients the selected pattern are added of 
onto those of the cover image. To make the watermark resilient to geographic distortion, another 
image pattern is generated and embedded into U channel of the cover image using DTCWT. On the 
recipient’s side, the received image is firstly rectified according to the side information in U channel, 
and the watermark can be extracted thereafter. We conduct the embedding test under 100-bit payload 
capacity, and the experimental results prove that the proposed method is better in preserving image 
quality as well as providing strong resilience to common attacks. 
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