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Abstract: The research on the big data in the security and protection industry has been increasingly 

recognized as the hotspot in case of the rapid development of the big data. This paper mainly focuses 

on addressing the problem that predicts the criminal tendency of the high-risk personnel based on the 

recorded behavior data of the high-risk personnel. Therefore, we propose a novel predictive model 

that is the crime tendency of high-risk personnel using C5.0 based on particle swarm optimization. In 

this model, the C5.0 decision tree algorithm is first used as a classifier, in which repeated tenfold 

cross-validation is used and then continuously tuned according to the custom fitness function based 

on particle swarm optimization. In addition, the classification accuracy, the reduced number of 

feature subset, specificity and sensitivity under different algorithms are compared. Finally, the 

proposed model has higher accuracy through the optimal value of the particle position, the error rate 

of the cost under different iterations and the trend and the concavity and convexity of ROC curve. 

The experimental results show that the proposed model has a good effect on the predictive 

classification, which may provide guidance for predicting crime tendency of high-risk personnel. 
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1. Introduction  

With the fast development of networking, data storage, and the data collection capacity, big data 

are now rapidly expanding in all science and engineering domains, including physical, biological and 

biomedical sciences. In any case, the era of big data has arrived. Every day, 2.5 quintillion bytes of 
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data was created and 90 percent of the data in the world today was produced within the past two 

years. Meanwhile, big data could be structured, semi-structured, or unstructured, which encounters 

more challenges when performing data storage and processing tasks [1]. To extract useful 

information from the massive data, data mining is usually used in which the data mining could help 

to obtain hidden information and patterns in the data. The distributed mining for massive data usually 

depends on some technologies of cloud computing, such as the distributed processing, the distributed 

database and the cloud storage, as well as the virtualization technologies. However, how to hand 

these massive heterogeneous data in highly distributed environments becomes a huge challenge, 

especially in cloud platforms. Therefore, in [2] authors provided a cloud computing based functional 

framework that identifies the acquisition, management, processing and mining areas of IoT big data, 

and defined and described several associated technical modules in terms of their key characteristics 

and capabilities, as well as analyzed the current research in IoT application, identified the challenges 

and opportunities associated with IoT big data research. In recent years, with the rapid development 

of smart city, intelligent transportation and other industries, large-scale integration, large-scale 

networking, and cloud technologies have pushed the security and protection industry into the era of 

big data, i.e., the big data in the security and protection industry. A major challenge facing all 

law-enforcement and intelligence-gathering organizations is accurately and efficiently analyzing the 

growing volumes of crime data. Data mining is a powerful tool that enables criminal investigators 

who may lack extensive training as data analysts to explore large databases quickly and efficiently. 

Therefore, in [3] authors present a general framework for crime data mining that draws on 

experience gained with the Coplink project, which researchers at the University of Arizona have been 

conducting in collaboration with the Tucson and Phoenix police departments since 1997. 

In fact, since the high dimension and complex structure of the big data, both of them will have 

an effect on the accuracy of the big data prediction, thus, how to reduce the dimension becomes a 

huge challenge. Feature selection is widely used as the first phase of a classification task to reduce 

the dimensions of the problem, eliminate noise, increase speed, and mitigate memory constraints by 

eliminating uncorrelated or redundant features. To cope with it, many researchers proposed the 

method of reducing the data dimension, such as the rough sets in the filter method as often used. 

Authors in [4] propose a new feature selection strategy based on rough sets and particle swarm 

optimization. Rough sets have been used as a feature selection method with much success. However, 

the evaluation of a feature set still needs to learn the algorithm, so the optimal subset obtained by the 

filter method is weaker than the wrapper method in terms of classification accuracy. In the wrapper 

method, the learning algorithm directly participates in the evaluation of feature subsets. In [5], 

particle swarm optimization is employed to select feature subset for classification task and train RBF 

neural network simultaneously. This approach could select as small-sized feature subset as possible 

to satisfy high accuracy requirement with rational training time. Experimental results show that this 

method is attractive. Therefore, the accuracy of the classification can be improved by using the 

particle swarm optimization to reduce the data dimension, on the other hand, to select an appropriate 

classification theory is another important issue to guarantee the accuracy. C5.0 is widely used for the 

actual classification problem, and it also attracts more attentions because of its significantly lower 

error rate and less memory. In [6], four different classification techniques are used to build classifier 

models. Experimental results show that C5.0 classifier is the best with respect to accuracy, precision, 

and specificity. Based on the above analysis, we propose a predictive model, i.e., the criminal 

tendency of high-risk personnel using C5.0 based on particle swarm optimization. In this model, the 
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C5.0 decision tree algorithm is first used as a classifier, in which repeated tenfold cross-validation is 

used and then continuously tuned according to the custom fitness function based on particle swarm 

optimization. In addition, the classification accuracy, the reduced number of feature subset, 

specificity and sensitivity under different algorithms are compared. Finally, the proposed model has 

higher accuracy through the optimal value of the particle position, the error rate of the cost under 

different iterations and the trend and the concavity and convexity of ROC curve. The experimental 

results show that the proposed model has a good effect on the predictive classification, which may 

provide guidance for predicting crime tendency of high-risk personnel. 

The main contributions of this study can be considered as follows: 

(1) We propose a predictive model about crime tendency of high-risk personnel using C5.0 based 

on particle swarm optimization, and verify its performance under different algorithms. The 

experimental results show that the proposed model in this article has the best accuracy. 

(2) The proposed model can be applied to the field of the big data in the security and protection 

industry to predict the classification for the criminal tendency of high-risk personnel.  

The rest of the paper is organized as follows. Section 2 reviews the related work on crime 

analysis of high-risk personnel and classification prediction. Section 3 presents the methods that we 

used for our study. Then the proposed PSO-C5.0 method is described in the detailed description in 

Section 4. After that, the verification of the experiment is given and we analyze the results of the 

experiment in Section 5. Section 6 draws the conclusion and discusses the future work. 

2. Related works 

In recent years, predictive classification is one of the most essential and important tasks in data 

mining and machine learning. In recent years, with the rapid development of smart city, intelligent 

transportation and other industries, large-scale integration, large-scale networking, and cloud 

technologies have pushed the security and protection industry into the era of big data, i.e., the big 

data in the security and protection industry. Researchers have fully applied machine learning 

methods to practical crime problems to help case handlers quickly and efficiently solve crimes. In 

addition, many researchers have highlighted the potential of predictive classification to provide 

decision support for the public security agencies and law enforcement officers. Over the last few 

years, researchers have conducted extensive research on predictive classification problems. Many of 

them showed good classification accuracy. 

Machine learning, one of major branches of artificial intelligence and the most rapidly 

developing subfield of AI research, has been used for years in the criminal domain for the intelligent 

data analysis. Not only can the results of some future cases be predicted, but potential relationships 

in crime data can also be found. It holds a great potential for predictive classification in criminal 

datasets, as evident from recent literature survey [7–9]. Authors in [10] compare different approaches 

to the problem of forecasting the number of crimes in different areas of the city. The predictive 

factors used in these models have been selected using the feature selection techniques. This approach 

increases the accuracy of predictions and avoids the model’s overfitting. In [11], authors present a 

comparative study on correlation and information gain algorithms to evaluate and produce the subset 

of crime features. The results of the experiment demonstrated that, the correlation method 

outperformed information gain and human expert with a mean accuracy of 96.94% for entire 

classifier and FSs with 13 optimal features selection. In [12] authors presents a dynamic network 
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model for improving service resilience to data loss. The network model identifies statistically 

significant shared temporal trends across multivariate spatiotemporal data streams and utilizes these 

trends to improve data prediction performance in the case of data loss. The model also correctly 

identifies all the optimal network connections, according to prediction error minimization. 

Many classification methods have been used by researchers in a variety of fields, such as 

medical domain, financial field and so on [13–15]. Authors in [16] propose a new deep learning 

method, the greedy deep weighted dictionary learning for mobile multimedia for medical diseases 

analysis. The results show that the learning method has a good effect on the classification of mobile 

multimedia for medical diseases, and the accuracy, sensitivity, and specificity of the classification 

have good performance, which may provide guidance for the diagnosis of disease in wisdom medical. 

Authors in [17] proposed a novel model which is the improved K-means algorithm and the logistic 

regression algorithm based on data mining techniques for predicting type 2 diabetes mellitus (T2DM). 

The conclusion shows that the model attained a 3.04% higher accuracy of prediction than those of 

other researchers. In [18] authors propose the design of the BP neural network and select the smallest 

simulation error of the BP neural network as a forecasting model of petroleum projects. Experimental 

results show that the scheme about the BP neural network of petroleum project evaluation is effective 

and has over performance than traditional schemes in terms of convenience and accurate 

decision-making suggestions. Xuehui Meng developed three predictive models (logistic regression, 

artificial neural networks and decision tree) then compared the performance by using 12 risk factors. 

The study suggested that the decision tree algorithm (C5.0) had the best classification accuracy of 

76.13% [19]. A new classification method that combines fused lasso and elastic net as regularization 

for linear support vector machine (SVM), which uses huberized hinge loss as the loss function is 

proposed in [20], named oriented feature selection SVM (OFSSVM). In [21] authors propose an 

improved gene selection method based on binary particle swarm optimization (BPSO) and prior 

information. Constrained by the gene-to-class sensitivity information, the new method can select 

functional gene subsets which are significantly sensitive to the samples’ classes. Experimental results 

verify the efficiency and effectiveness of the proposed gene selection method. Authors in [22] 

propose an algorithm for feature selection based on two cooperative ant colonies, which minimizes 

two objectives: the number of features and the classification error. Two pheromone matrices and two 

different heuristics are used for these objectives. The performance of the method is compared with 

other features selection methods, achieving equal or better performance. In [23] a score-based criteria 

fusion feature selection method (SCF) is proposed for cancer prediction, and this method aims at 

improving the prediction performance of the classification model. Experiments verify that SCF is 

able to find more discriminative features than the competing methods and can be used as a 

preprocessing algorithm to combine with other methods effectively. 

3. Methods 

3.1. binary particle swarm optimization algorithm 

Binary PSO (BPSO) is an evolutionary computation technique proposed by Kennedy and 

Eberhart in 1997 and used for feature selection [24]. In BPSO, a swarm consists of N particles 

moving around in a D-dimensional search space. The whole swarm move in the search space to 

search for the best solution by updating the position of each particle based on the experience of its 
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own and its neighboring particles. During movement, the current position of particle i at t iteration is 

represented by a vector ( )

1 2( , ,..., )t

i i i iDX x x x , which is used to evaluate the quality of particle. The 

velocity of particle i in the tth iteration is represented as ( )

1 2( , ,..., )t

i i i iDV v v v , which is limited by a 

predefined maximum and minimum velocity. The best previous position of a particle (pbest) is 

recorded as 
1 2( , ,..., )i i i iDP p p p  and the best position (gbest) obtained by the population thus far is 

called 1 2( , ,..., )g g g gDP p p p . Based on pbest and gbest, BPSO searches for the optimal solution by 

updating the velocity and the position of each particle according to the following equations: 
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Where w is inertia weight, c1 is cognitive learning factor, c2 is social learning factor and ()rand  is 

random numbers between 0 and 1. In the binary particle swarm optimization algorithm, the 

positional component Xi
(t)

 of particle i takes a value of 0 or 1, and 0 and 1 just indicate whether an 

attribute is selected. The positional component of a particle can represent a subset of attributes, and 

then a suitable fitness function is designed to evaluate the subset of attributes represented by the 

particle to implement a feature selection method based on binary particle swarm optimization. The 

graph of the sigmoid function is as follow, and it is a monotonically increasing function. 

 

Figure 1. Sigmoid function. 

3.2. Decision tree 

In the last few years, a great number of algorithms have been developed for classification based 
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data mining. Decision tree is an important classification algorithm in data mining. The main 

advantage of decision tree algorithms is that it is easy to construct and the resulting trees are readily 

interpretable. It is commonly used in various areas. Researchers have developed a variety of decision 

tree algorithms over a period of time with enhancement in performance and ability to handle 

different types of data. Popular decision tree algorithms including CART, C5.0, J48 etc. [25]. 

3.2.1. Classification and regression trees 

Classification and regression trees (CART) is a kind of classification data mining algorithm. 

CART essentially divides the feature space into two parts and can split the scalar and continuous 

attributes. The two basic ideas of the classification tree: one is to recursively divide the training 

samples into trees, and the other is to use the verification data for pruning. The goal of the 

classification tree is to divide the data into smaller and more homogeneous groups. Homology here 

means that the split nodes are purer (That is, there is a large sample size of each class at each node). 

In classification, a simple way to define purity is to maximize accuracy or to minimize classification 

errors. However, accuracy as a measure of purity is a bit misleading because the focus of the method 

is to split the data by minimizing misclassification rather than splitting the data by classifying the 

samples primarily into a class. In view of the shortcomings of the above metrics, there are two 

alternative metrics, the Gini coefficient and the cross entropy, also known as information or 

divergence, which shift the focus from precision to purity [26]. Let 1 2, , , nx x x  be the n attributes of 

a single sample and y be the category. Select an independent variable ix , then select a value iw  of 
ix , and iw  divides the n-dimensional space into two parts, i ix w  and i ix w . For non-continuous 

variables, the value is equal to or not equal to the value. During the division, the Gini  indicator is 

used as the standard. Assuming that a sample has a C  class, the impurity of the node is defined as: 

2

1
( ) 1

C
i

i
Gini A p


                            (4) 

Where ip  is the probability of belonging to class i . When ( ) 0Gini A  , all samples belong to the 

same class. 

3.2.2. C5.0 

C5.0 is an improved algorithm of C4.5 algorithm [27], presented by Ross Quinlan. The 

attributes associated with any record in the training data set has some information gain associated 

with it. The C5.0 classifier works by extracting the attribute with the maximum information gain and 

uses this attribute field as the splitting factor. This function is performed recursively to generate 

multiple subsets. Eventually, a tree-like structure is generated, which follows structural hierarchy to 

implement the classification of the training set. 

Gain Ratio is the base for a C5.0 decision tree construction. It incorporates entropy, which is the 

measure of un-orderliness in the training set. Entropy is given by: 

 
1

H(X) log
n

i ii
p p


                           （5） 

Information gain, which is a measure of the orderliness in the data set. The information gain of 

feature A on training data set D is defined as the difference between the empirical entropy of set D 

and the empirical conditional entropy of D under the given condition A, is given by: 

 (D, ) ( ) ( | )g A H D H D A                         （6） 
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Finally, the Gain Ratio is calculated by: 

 
( , )

Gain
( )

g D A
Rain

H D
                           （7） 

C5.0 has additional features such as boost and different error types for different losses. Boosting 

refers to a general and effective method of producing a quite accurate classifier by combining rough 

and moderately inaccurate rules of thumb. It is based on the observation that finding many rough 

rules of thumb can be much easier than finding a single and highly accurate classifier. The boosting 

algorithm repeatedly calls weak learner, each time feeding it a different distribution over the training 

data. Each call generates a weak classifier, which must be combined into a single classifier expected 

to be more accurate than any one of the rules [28]. 

There are many kinds of boosting algorithms. This paper mainly uses AdaBoost [29]. The 

adaptive boost method generates a series of weak classifiers. The algorithm finds the best classifier 

based on the current sample weights at each iteration. Samples that are misclassified in the k-th 

iteration will be given a higher weight in the k + 1 iteration, and the correctly classified samples will 

have a lower weight in the next iteration. This means that the weight of the sample that is difficult to 

classify will continue to increase until the algorithm identifies the model that correctly classifies the 

samples. Therefore, the algorithm requires different aspects of the iterative learning data for each 

iteration, with a view to including sample regions that are difficult to classify. Each phase of the 

iteration calculates a phase weight based on the error rate. Calculate the classification error of basic 

classifier ( )mG x  on the training data set according to Eq 8. The nature of the phase weights 

described in Algorithm 1 indicates that models with higher accuracy have higher positive sample 

values, while models with lower accuracy have lower negative sample values. A series of weighted 

classifiers are combined into a single set that has a strong potential for classification, better than any 

individual classifier. 

1 1
( ( ) ) ( ( ) )

N N

m m i i mi m i ii i
e P G x y w I G x y

 
                   (8) 

Table 1. Algorithm process. 

Algorithm 1. Adaptive boosting algorithm for two-class problem 

1: One kind of sample value is marked as +1 and the other is sampled as -1 

2: Each sample has the same starting weight (1/N) 

3:  Execute for m = 1 to M 

4:  Fit a weak classifier with the weighted samples and calculate the false positive rate of the mth model 

(em) 

5:  Calculate the value of the kth iteration ln((1-em)/em) 

6:  Update sample weights, increase the weight of misjudged samples, and reduce the weight of 

correctly determined samples 

7: End 

8: Calculate the prediction of each sample by the booster classifier as follows: multiply the value 

obtained in step m by the model prediction result of step m and sum the product for all m. If the sum is 

a positive number, then the sample is judged to be a +1 class, and vice versa 
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4. C5.0 based on particle swarm optimization 

4.1. Framework of model 

In this paper, the data set is preprocessed first. The actual data is often filled with useless and 

redundant features, so performance degradation will occur. In this paper, the C5.0 decision tree 

algorithm is used as the classifier, and the particle swarm optimization algorithm is used for feature 

selection. In this process, repeated ten-fold cross-validation is used, and then the optimization is 

continuously adjusted according to the custom fitness function. The accuracy of the model is 

evaluated by the optimal position of the particle at different iterations, the error rate of the cost and 

the number of feature subsets, and finally the classification performance under different algorithms is 

compared. The specific implementation process is shown in Figure 2. 

Input Dataset

Dataset Preprocessing

Set Iteration Number=1

Calculate the Custom-

objective Function

Equation (9)

Update Pbest

Update Gbest

Update Velocity

Equation (1)

Update Position

Equation (2)

Iteration 

Number=Max 

Iteration

Iteration Number=Iteration 

Number+1

Print Accuracy as Output

Yes

No

 

Figure 2. The flow chart of the proposed model. 
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4.2. Particle coding 

The essence of feature selection is to select N features to form a subset among M features. 

Therefore, each feature can be defined as a one-dimensional discrete binary variable of the particle, 

and M features constitute the M-dimensional discrete binary space of the particle. For each particle, if 

the ith bit is 1 which means that the ith feature is selected, otherwise it means that the feature is not 

selected. Therefore, each particle represents a different subset of features, which is a candidate 

solution. 

4.3. Fitness function 

The purpose of feature selection is to find the combination of features with the strongest 

classification ability, and a quantitative criterion is needed to measure the classification ability of the 

feature combination. The algorithm aims at the joint optimization of feature subsets and C5.0 

parameters, and improves the classification accuracy of C5.0 decision tree and feature subset as the 

independent variables of the fitness function. The fitness function formula is: 

1 2

f

t

N
f w Accuracy w

N
                           (9) 

Where w1 is the weight of classification accuracy, Accuracy is classification accuracy, w2 is the 

weight of feature number, Nf is the number of feature subsets and Nt is total dimension of the data set. 

Accuracy is used to evaluate classifier performance. This measure is defined as the total number of 

correct classification over the total number of available examples. As usual most of the classification 

problems have two classes, including positive and negative cases. Thus, confusion matrix can be 

used to describe classification performance: true positives (TP), true negatives (TN), false positives 

(FP) and false negatives (FN). Based on the above, the accuracy is defined as: 

TP TN
Accuracy

TP FP TN FN




  
                      (10) 

This criterion is limited, especially if one of the classes is much larger than the other. With an 

unbalance classification problem, misclassification in the minority class will not have a large impact 

for the accuracy. Further, a good classification of a class might be more important than classifying 

other classes, and this cannot be assessed with accuracy. To account for these issues, additionally two 

other performance measures, commonly used in binary classification problems, were considered: 

TP
Sensitivity

TP FN



                            (11) 

TN
Specificity

FP TN



                            (12) 

Sensitivity is the ratio that is accurately determined to be “occurring” in all samples in which 

“occurring” is observed. Specificity refers to the ratio at which no observed samples are accurately 

determined as “not occurring”. 
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Table 2. Algorithm process. 

Algorithm 2. The predictive model about crime tendency of high-risk personnel using C5.0 based on 

particle swarm optimization 

Input: Dataset D, feature number N, the inertia weight w1 and w2 of fitness function, particle number n 

Output: The accuracy of model 

1：Preprocess dataset D and divide it into train and test 

2：while iteration condition is not satisfied do 

3：   for i = 1 to n do 

4：       update fitness value f according to equation (9) 

5：       update pbest  

6：   end for 

7：   update gbest 

8：   for i = 1 to n do 

9：      for j = 1 to N do 

10：          update Vi
(t)

 according to equation (1) 

11：          update Xi
(t)

 according to equation (2) 

12：       end for 

13：    end for 

14：end while 

5. Experiments and results 

5.1. Experimental environment and data 

The model is implemented in Python. The computer is configured with 4GB of memory, the 

CPU is AMD 1.90GHz, and the operating system is Win10. The rapid development of the IoT is 

bound to produce massive data which can be used to mine potential value. The data set used in this 

article is the data generated by the simulation based on the IoT. The data in the dataset has all been 

preprocessed into numeric variables. The number of instances of the entire data set is 25000, and the 

number of features is 34. The method proposed in this paper is used to deal with the two 

classification problem. The parameters of the particle swarm optimization algorithm are set as 

follows: w = 0.3, c1 = c2 = 2, Vmax = 4, the number of population particles n is 20, w1 = 0.8, w2 = 0.2, 

and the maximum number of iterations is 100. 

5.2. Experimental results 

This article uses common evaluation metrics to perform performance evaluations on all models 

used. As shown in Table 3, the accuracy, the reduced number of features, sensitivity and specificity 

under different models are shown. As can be seen from the table, the accuracy of the C5.0 model on 

the original 34-dimensional data set is not high due to the lack of dimensionality reduction. In terms 

of the efficiency, the C5.0 algorithm has the shortest running time because of the lack of feature 

selection and parameter optimization. The PSO-CART algorithm and the PSO-C5.0 algorithm have 

more running time because the learning algorithm participates in the evaluation of the feature subset. 

The number of feature subsets selected by the PSO-C5.0 algorithm is less than that selected by the 
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PSO-CART algorithm compared to the PSO-C5.0 algorithm. The superiority of the PSO-C5.0 

algorithm can also be seen from the sensitivity and specificity, and that of the C5.0 algorithm cannot 

achieve satisfactory results. Overall, the performance of the proposed algorithm model is superior 

regardless of accuracy, reduced number of features, sensitivity and specificity. 

Table 3. Comparison of different model. 

Model Accuracy NF Sensitivity Specificity 

C5.0 0.891 34 0.761 0.956 

PSO-CART 0.942 17 0.904 0.958 

PSO-C5.0 0.957 13 0.942 0.965 

 

Figure 3. The importance of features. 

The feature importance analysis refers to the importance relationship between the analysis 

feature and the target value. The relationship can be expressed by the importance coefficient to 

analyze the anomaly of the feature, so as to adjust and optimize the model feature. For dimensionally 

reduced data, the importance of its characteristics can be assessed. The way to calculate the overall 

importance is to record the reduction in each feature's optimization goal. If a feature is at the top of 

the tree, or appears multiple times in the tree, it will be more important than the feature variables that 

appear at the bottom of the tree or that do not appear at all. Figure 3 shows the importance of all 

features of the reduced dimensional data set. It can be seen from the figure that the more important 

features are whether there is a criminal record, whether there is work, economic status and education. 

It is worth noting that the main reason for whether a high-risk personnel has a criminal tendency 

depending on the criminal record. Therefore, a person who has the criminal record could cause 

higher criminal tendency than ordinary people. In addition, the job is also an important reason for the 

criminal tendency of high-risk people. Those who do not have jobs could have greater possibility to 

commit crime because of their livelihood. Among them, the economic situation and education status 

also have a great impact on the criminal tendency of high-risk personnel. Those with poor economic 

status and relatively low education level would have a greater chance of committing crimes. From 

the above analysis, it can be seen that high-risk personnel have a higher probability of committing 

crimes if they have criminal records, no jobs, poor economic conditions or low education levels. 

Therefore, high-risk personnel with the above characteristics should pay more attention to their 



4146 

Mathematical Biosciences and Engineering  Volume 16, Issue 5, 4135–4150. 

behaviors in order to prevent their crimes earlier and more effectively. 

Figure 4 shows the error rate that changes over different iterations. The lower the error rate, the 

accuracy of the model is higher. As the number of iterations increases, the error rate is 

correspondingly lower and lower. The solid line represents the cost. As the number of iterations 

increases, the error rate of the cost also decreases. The more iterations, the penalty cost assigned to 

the model is more accurate and the accuracy of model is higher. The dotted line represents the error 

rate of the current optimal value of the particle. It also decreases as the number of iterations increases, 

indicating that the current optimal value of the particle is also constantly approaching the global 

optimal value, and the accuracy of the model is higher. Figure 4(a) is a diagram of the error rate of 

the PSO-CART model, and Figure 4(b) is a diagram of the error rate of the PSO-C5.0 model. The 

comparison shows that the error rate of proposed model in this paper is lower, that is, the accuracy of 

model is higher regardless of the particle optimal value or the cost. 

 

(a) PSO-CART                       (b) PSO-C5.0 

Figure 4. Error rate in the different iteration. 

Figure 5 shows the accuracy of the model under different feature subsets. It can be seen from 

the figure that all features are not required to achieve high accuracy, and only half or less of them can 

be used to achieve satisfactory accuracy, which reduces the running time and reduces the required 

memory space. The size of the feature subset will affect the accuracy of the model to a certain extent. 

It can be seen from the figure that the accuracy is relatively high when the number of feature subsets 

is substantially half of the overall feature subset. That is to say, a complete feature set is not required 

to achieve satisfactory accuracy for a data set with a large dimension. It is only necessary to be able 

to take half or less of the feature set without reducing the accuracy of the model.  

Figure 5(a) shows the feature subset accuracy of the PSO-CART model, and Figure 5(b) shows 

the feature subset accuracy of the PSO-C5.0 model. It can be seen from the figure that the feature 

subset of the PSO-C5.0 model is more accurate, and the number of feature subsets used is also less, 

so that the model has less running time and memory. On the contrary, when the number of feature 

subsets reaches the maximum, the accuracy of the model is reduced, so that it is known that there is a 

higher accuracy without using more features, and some features may affect the accuracy of the model. 

The PSO-CART model is less accurate, and due to using more features, the runtime and memory of 
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the model will increase accordingly. Overall, the performance of the proposed model is better both in 

terms of accuracy and the number of feature subsets used. 

 

(a) PSO-CART                       (b) PSO-C5.0 

Figure 5. Accuracy of different subsetSize. 

The ROC curve is used to reflect the comprehensive evaluation of the sensitivity and specificity 

of the classification results. The false positive rate is plotted on the horizontal axis and the true 

positive rate is plotted on the vertical axis. When the positive and negative sample distributions in the 

test data are transformed, the ROC curve can have good performance and it will remain unchanged. 

AUC is the area under the ROC curve and has a value between 0.1 and 1. As a numerical value, the 

quality of the classifier can be evaluated visually. The larger the value, and the performance of the 

classifier is better. The classification performance is reflected in the position of the ROC curve near 

the upper left corner, and the value of AUC will be larger. Figure 6 shows the comparison of the 

ROC curve of PSO-CART and PSO-C5.0. The AUC value under the PSO-CART model is 0.865, 

while the AUC value under the PSO-C5.0 model is 0.964, so it can be seen that the PSO-C5.0 model 

performs better. As can be seen from the figure, no curve will always be better than other ones, and 

the curve crossover will generally occur. This means that when you are interested in a particular area 

of the curve, you can use this to calculate the AUC value at a certain sensitivity and specificity. 

We can see that the PSO-C5.0 algorithm proposed does improve the area of the ROC curve to a 

certain extent by observing the trend and the concavity and convexity of each curve, which is better 

than the other algorithm to verify the effectiveness of the algorithm. Moreover, the values of 

sensitivity and specificity will mutually restrict the trend of the ROC curve, which will affect the 

value of AUC in this respect. Overall, the ROC curve of the PSO-C5.0 model is higher than the 

PSO-CART model in many places, indicating that the PSO-C5.0 model is more efficient than other 

algorithms. 
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Figure 6. ROC curve. 

6. Conclusions and future works 

In this paper, a new predictive classification model based on particle swarm optimization 

algorithm and C5.0 decision tree is proposed, which is applied to prediction classification of big data 

in security and protection industry. In this model, the C5.0 decision tree algorithm is first used as a 

classifier, in which repeated tenfold cross-validation is used and then continuously tuned according 

to the custom fitness function based on particle swarm optimization. In addition, the classification 

accuracy, the reduced number of feature subset, specificity and sensitivity under different algorithms 

are compared. Finally, the proposed model has higher accuracy through the optimal value of the 

particle position, the error rate of the cost under different iterations and the trend and the concavity 

and convexity of ROC curve. The results show that the learning method has a good effect on the 

predictive classification, which may provide guidance for the prediction of crime tendency of 

high-risk personnel. 

Although the proposed algorithm is superior to other algorithms, this is only the result of 

experimental verification on data set which is generated by simulation. There are some shortcomings 

to be further study in the future. The focus of the latter research will be on real data set to verify its 

classification performance. At the same time, our training sample data is too small, it is necessary to 

increase more data sets to verify. In addition, the decision tree should be used to mine the 

characteristics of people that have a criminal tendency. The future work would build the high-risk 

personnel risk prediction model with higher accuracy, and the decision tree can be used to excavate 

the general characteristics of people that have a criminal tendency. 
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