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Abstract: Public Key Encryption with Keyword Search (PEKS) is a desirable technique to provide
searchable functionality over encrypted data in public key settings, which allows a user to delegate a
third party server to perform the search operation on encrypted data by means of keyword search trap-
door without learning about the data. However, the existing PEKS schemes cannot be directly applied
to practice due to keyword guessing attack or the absence of a mechanism to limit the lifetime of a trap-
door. By addressing these issues at the same time, this paper presents a Public Key Encryption Scheme
with Temporary and Fuzzy Keyword Search (PETFKS) by using a fuzzy function and an encryption
tree. The proposed PETFKS scheme is proven adaptively secure concerning keyword confidential-
ity and backward and forward secrecy in the random oracle model under the Bilinear Diffie-Hellman
assumption. Moreover, it is also proven selectively secure with regard to the resistance of keyword
guessing attack. Furthermore, the security and efficiency analyses of the proposed scheme are provided
by comparing to the related works. The analyses indicate that the proposed scheme makes a threefold
contribution to the practical application of public key encryption with keyword search, namely offering
secure search operation, limiting the lifetime of a trapdoor and enabling secure time-dependent data
retrieval.

Keywords: public key encryption with keyword search; searchable encryption; temporary and fuzzy
keyword search

1. Introduction

Public Key Encryption with Keyword Search (PEKS) is a desirable tool to provide searchable func-
tionality over encrypted data for public key cryptosystems, and the concept of PEKS was first put
forward by Boneh et al. [1]. PEKS allows a user to delegate a third party server to perform the search
operation on encrypted data without learning about the data. Consider, for example, secure data out-
sourcing system, where data outsourced to third party storage server should be protected from any
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unauthorized parties including the storage server since it may contain sensitive information [2, 3, 4, 5].
Suppose, Alice wants to send/share data to/with Bob through the secure data outsourcing system. To
do so, Alice should encrypt the data as well as the keyword extracted from the data and then store
them on the storage server. Later, to selectively retrieve the data from the storage server, Bob firstly
generates a trapdoor for a certain keyword which is included in one of the searchable ciphertexts stored
along with the data ciphertext Alice outsourced. Then he sends the trapdoor to the server to delegate it
to perform a search operation on behalf of him.

Although PEKS [1] was the first realization of searchable encryption in public key settings, it has
been proven to be insecure under Keyword Guessing Attack (KGA) [6, 7, 8] so that the keyword will
be compromised by a malicious server. Subsequently, Xu et al. [9] proposed Public Key Encryption
with Fuzzy Keyword Search (PEFKS) by enhancing the PEKS with fuzzy keyword search operation
in order to tackle the insecurity under KGA. However, this sacrifices the efficiency for the security so
that it doubles the overhead in a PEKS scheme in terms of communication cost of the search result
from server to user as well as computational cost of search operation on user side. Later on, Abdalla
et al. [10] introduced Public Key Encryption with Temporary Keyword Search (PETKS) scheme as a
generalization of PEKS by limiting the time period in which the trapdoor can be used. The temporary
property of the PETKS limits the period in which the trapdoor could be used such that the server is only
allowed to test whether ciphertexts generated in the period, for which the trapdoor is issued, contain the
keyword. That is to say that the server only can perform the search operation on a subset of ciphertexts
generated in the time period of the given trapdoor, not on all ciphertexts. Although the PETKS offers
more efficient performance on search operation by limiting the size of ciphertext set on which search
operation to be performed, it also remains vulnerable to KGA as the PEKS does. Therefore, it is
an open problem to propose a public key encryption scheme with keyword search that offers at least
the same security level with the PEFKS while limiting the lifetime of keyword trapdoor to be used.
Moreover, in some contexts, it might be a desire for users who want to securely retrieve data created
only in a limited period of time besides containing a particular keyword. To the best of our knowledge,
there is no solution which deals with the open problem and fulfills the desire at the same time.

1.1. Our contributions

By addressing the above-mentioned problem and desire simultaneously, we propose a Public Key
Encryption Scheme with Temporary and Fuzzy Keyword Search(PETFKS). To accomplish the goal
of this study, we encounter the following major challenges: (a) how to prevent the KGA while offer-
ing more efficient performance on search operation, (b) how to achieve a mechanism that limits the
lifetime of a trapdoor, (c) how to enable time-dependent data retrieval. In the proposed scheme, we
thus overcome these challenges by using a fuzzy function –which maps two or more keywords to the
same fuzzy value to prevent KGA by third party server from learning the exact keyword contained
in the data– and an encryption tree –which is represented by a keyword and time structure to limit
the lifetime of trapdoor. Intuitively, the proposed PETFKS scheme enriches the PEFKS scheme with
temporary property. Main contributions of this work are summarized as follows.

• First, we formalize an unambiguous concept of Public Key Encryption Scheme with Temporary
and Fuzzy Keyword Search. In PETFKS, the third party server filters out the most non-matched
exact keyword searchable ciphertexts by performing a search operation on temporary and fuzzy
keyword searchable ciphertexts of the searchable ciphertexts by means of temporary and fuzzy
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keyword trapdoor that contains a fuzzy keyword and a time interval, and it returns a small size
of a matched exact keyword searchable ciphertext set to the data receiver. After receiving the set
of the matched exact keyword searchable ciphertexts, the data receiver can locate a subset of the
matched exact keyword searchable ciphertexts by locally performing an exact search operation
on the matched set sent by the server by means of exact keyword trapdoor that contains an exact
keyword.
• Next, we define a rigorous notion of PETFKS-IND-CKA(Indistinguishability under Chosen Key-

word Attack) and PETFKS-IND-sCKA-KGA(Indistinguishability under selectively Chosen Key-
word Attack and Keyword Guessing Attack) securities for the proposed scheme by concerning
the security requirements of keyword confidentiality, forward and backward secrecy, and keyword
guessing resistance.
• Then, we provide a concrete construction of PETFKS using the bilinear pairing, an encryption

tree, and a fuzzy function.
• Furthermore, we prove that the proposed scheme is adaptively secure in the random oracle model

under the BDH assumption concerning the security requirements of keyword confidentiality and
backward and forward secrecy as well as it is selectively secure in the random oracle model under
the BDH assumption concerning the resistance of keyword guessing attack.
• Moreover, we conduct the experimental simulation of the proposed scheme and the related works.
• Finally, we provide security and efficiency analyses by comparing the proposed scheme to the re-

lated works. The analyses indicate that the proposed scheme makes a threefold contribution to the
practical application of public key encryption with keyword search, namely offering secure search
operation, limiting the lifetime of trapdoor and enabling secure time-dependent data retrieval.

1.2. Related work

There has been many works [11, 12, 13, 14] concerning the fact that data must be stored and trans-
mitted in encrypted form such that if the storage server is compromised or the communication channel
is intercepted the data disclosure will be limited. In recent years, PEKS draws the widespread atten-
tion of researchers. Since the first introduction of PEKS by Boneh et al. [1], many works have been
proposed to improve the functionality of PEKS. In order to overcome the limitation of PEKS that per-
forms a search operation for a certain keyword, some public key encryption with conjunctive keyword
search schemes have been proposed in [15, 16, 17], by enabling search operation for boolean combi-
nations of several keywords. By limiting the time period in which the trapdoor can be used, public
key encryption with temporary keyword search scheme is proposed as a generalization of PEKS. Shi
et al. [18] proposed public key encryption that focuses on multi-dimensional comparisons and range
queries. The concept of public key encryption with delegated keyword search [19] is proposed to en-
able users to delegate the server to check whether encrypted data is infected by malware by giving
the server a delegated master trapdoor that does not reveal users’ private key. Yu et al. [20] proposed
efficient public key encryption with revocable keyword search scheme to restrict the search power of
the server by means of trapdoor that performs a search operation for the keyword in a certain time.
Public key encryption with authorized keyword search scheme that allows the authority to authorize
users to search different keyword sets is proposed by Peng et al. [21].

By enhancing the security of PEKS, some works have been proposed. Baek et al. [22] extended
the PEKS scheme by removing a secure channel between users and a server. With concerning the
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offline keyword guessing attack in PEKS, Tang et al. [23] and Yang et al. [24] are proposed public key
encryption with registered keyword search and public key encryption with keyword scheme not using
pairing, respectively. Public key encryption with fuzzy keyword search scheme [9] is also proposed to
address the keyword guessing attack in PEKS by means of a novel fuzzy function. In this paper, we
proposed a Public Key Encryption Scheme with Temporary and Fuzzy Keyword Search. Our proposed
offers secure search operation on server side and more efficient search operation on user side at the
same time. Furthermore, it limits the lifetime of trapdoor as well as fulfills the desire for secure time-
dependent data retrieval. To the best of our knowledge, our scheme overcomes the drawbacks in public
key encryption with keyword search, which are not able to be tackled by the existing works.

1.3. Paper organization

We organize the rest of the paper as follows. In Section 2, we review preliminaries. In Section
3 and Section 4, we define the system model and the algorithm definitions of the proposed scheme,
separately. Security requirements and security models are described in Section 5. The proposed Public
Key Encryption Scheme with Temporary and Fuzzy Keyword Search (PETFKS) is presented in Section
6. The security and efficiency analyses of the proposed scheme are provided in Section 7. Finally, a
conclusion is given in Section 8.

2. Preliminaries

Now we review the bilinear map which plays important role in the construction of the proposed
PETFKS scheme and Bilinear Diffie-Hellman assumption on which the security of the proposed PET-
FKS scheme is based.

2.1. Bilinear map

Let G1 and G2 be two multiplicative groups of prime order p. Let g be a generator of G1 and e be a
bilinear map, e : G1 × G1 → G2 with the following properties [25, 26]:

1. Bilinearity: for all u, v ∈ G1 and a, b ∈ Zp, we have e(ua, vb) = e(u, v)ab.
2. Non-degeneracy: e(g, g) , 1.
3. Computability: There is an efficient algorithm to compute e(u, v) for ∀u, v ∈ G1.

2.2. Bilinear diffie-Hellman (BDH) assumption

The BDH problem[25] in 〈G1,G2, p, g〉 is as follows: Given g, gα, gβ, gγ ∈ G1 as input, compute
e(g, g)αβγ ∈ G2. We say that BDH is hard if all polynomial time algorithms have a negligible advantage
in solving the BDH problem.

3. System model

We consider a scenario illustrated in Figure 1 as an application of public key cryptosystem with
temporary and fuzzy keyword search (PETFKS), in which a data receiver(DR) retrieves data from
a cloud server(CS) storing ciphertexts published by data senders(DS). More precisely, the system is
described as the below.
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Figure 1. The Architecture of PETFKS System.

The DR sets up the system and publishes the public parameters publicly. Each DS who wants to
send/share data to/with the DR generates a data ciphertext by encrypting the data under the DR’s iden-
tity, as that in IBE does, and also generates a set of searchable ciphertexts from a set of keywords
extracted from the data as well as a time slot defined by the DS himself/herself. Each searchable
ciphertext consists of a temporary and fuzzy keyword searchable (TFKS) ciphertext and an exact key-
word searchable (EKS) ciphertext. That is to say that each TFKS ciphertext contains a fuzzy value
of a keyword and is created for the time slot, and each EKS ciphertext contains a keyword. Then the
DS sends the data ciphertext along with its searchable ciphertexts to the CS. The CS stores each data
ciphertext along with its searchable ciphertexts. To retrieve the data ciphertext that created in a time
period and also contains a keyword, the DR first generates a pair of trapdoors, one is a temporary and
fuzzy keyword (TFK) trapdoor and another is an exact keyword (EK) trapdoor. Then the DR sends
only the TFK trapdoor to the CS. Upon receiving the TFK trapdoor, the CS performs a fuzzy search
operation on TFKS ciphertexts of searchable ciphertexts and returns a set of EKS ciphertexts of which
corresponding TFKS ciphertexts are matched with the TFK trapdoor as the fuzzy search result to the
DR. After receiving the fuzzy search result, the DR performs an exact search operation on the fuzzy
search result by using the EK trapdoor in order to selectively find the ciphertext that contains the key-
word. With the result of the exact search, the DR is able to request the CS to retrieve the data ciphertext
he/she wants. After receiving the requested data ciphertext from the CS, the DR decrypts it with his/her
secret key to obtain the data, as that in IBE does.

4. Formal definition of PETFKS

LetW be a uniformly distributed keyword space and T be a time space, respectively. The PETFKS
system consists of the following algorithms:
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Setup(λ,W,T ) → (PP,mk). This algorithm takes as input a security parameter λ, a uniformly
distributed keyword spaceW and a time space T . It then outputs public parameters PP and the master
key mk. Here PP contains a fuzzy function Fuz(wi,W) that takes a keyword wi ∈ W and outputs a
fuzzy value.

Trapdoor(PP,mk,wi, s, e) → (T DF
wi
,T DE

wi
). This algorithm takes as input the public parameters

PP, the master key mk, a keyword wi ∈ W, a time period defined by two time slots s, e, where s, e ∈ T
and s ≤ e. This algorithm then outputs a pair of trapdoors: a temporary and fuzzy keyword (TFK)
trapdoor T DF

wi
and an exact keyword (EK) trapdoor T DE

wi
.

PETFKS(PP,wi, t) → CT . This algorithm takes as input the public parameters PP, a keyword
wi ∈ W and a time slot t ∈ T , and then it outputs a searchable ciphertext CT that consists of a
temporary and fuzzy keyword searchable (TFKS) ciphertext CTF and an exact keyword searchable
(EKS) ciphertext CTE.

FuzzTest(PP,CT,T DF
wi

) → 1|0. This algorithm takes as input the public parameters PP, a search-
able ciphertext CT and a TFK trapdoor T DF

wi
, and it returns 1 meaning “yes” or 0 meaning “no”.

ExactTest(PP,CTE,T DE
wi

)→ 1|0. This algorithm takes as input the public parameters PP, an EKS
ciphertext CTE and an EK trapdoor T DE

wi
, and it returns 1 meaning “yes” or 0 meaning “no”.

Correctness. A PETFKS system is correct if for all (PP,mk) generated by Setup(λ,W,T ),
CT computed by PETFKS(PP,wi, t) and (T DF

w′i
,T DE

w′i
) obtained Trapdoor(PP,mk,w′i , s, e), where

{s, t, e} ∈ T and {wi,w′i} ∈ W,

1. FuzzTest(CT,T DF
w′i

) returns 1 as long as Fuz(wi,W) = Fuz(w′i ,W) and t ∈ [s..e].
2. ExactTest(CTE,T DE

w′i
) returns 1 as long as wi = w′i .

5. Security requirements and models

In our system, we consider that the CS is semi-trusted to delegate it to perform fuzzy search opera-
tions on encrypted data on behalf of the DS. Although the CS performs the search operation honestly,
it may try to learn as much information as possible while performing fuzzy search operations on en-
crypted data. In addition, any other unauthorized entities are assumed to be dishonest and malicious
so that they might attempt to learn about data to which they are not authorized to access. Considering
the potential attacks from the adversaries to our system, as discussed above, we define the following
security requirements for our system:

• Keyword Confidentiality: Any searchable ciphertext must not reveal any information about the
corresponding keyword. In other words, given a searchable ciphertext, any adversary including
the CS cannot know that the searchable ciphertext is the encryption of which keyword among a
set of keywords in keyword space.
• Forward and Backward Secrecy: Any TFK trapdoor of a keyword and a time period should

not reveal the information about the searchable ciphertexts containing the same keyword but not
included in the time period. That is say, given a TFK trapdoor created for a keyword and a time
period, the CS should not test positively the searchable ciphertexts containing the same keyword
but not included in the time period of the given TFK trapdoor.
• Keyword Guessing Resistance: Given a TFK trapdoor of a keyword which is likely to be con-

cealed in any of the searchable ciphertexts, the CS cannot determine which searchable ciphertext
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is the encryption of which keyword among the keywords having the same fuzzy value.

Now we define formal notions of security for our system by considering the security requirements de-
fined above. Capturing the keyword confidentiality and backward and forward secrecy requirements
defined above, we first define PETFKS-IND-CKA (Indistinguishability under Chosen Keyword At-
tack) security model for a PETFKS system by using the following game between a challenger and the
adversaryA. PETFKS-IND-CKA security game:

Setup. The challenger takes a security parameter λ and runs Setup algorithm. Then it gives the
public parameters PP to the adversary and keeps the system master key to itself.

Phase 1. The adversary adaptively makes TFK trapdoor queries (w1, s1, e1), ..., (wm, sm, em) to Trap-
door oracle. The challenger responds by generating the TFK trapdoors T DF

wi
corresponding to the

keyword wi and the time period [si..ei].
Challenge. Once the adversary decides that Phase 1 is over, it sends the challenger two keywords

w∗0,w
∗
1 and a time slot t∗ on those it wishes to be challenged. The only constraint is that the adversary

did not query for the TFK trapdoors for either of the pair of a keyword w∗0 and a time period containing
t∗ or the pair of a keyword w∗1 and a time period containing t∗. The challenger picks a random bit
b ∈ {0, 1} and sets the challenge searchable ciphertext CT ∗ =PETFKS(PP,w∗b, t

∗). Then it sends CT ∗

as the challenge to the adversary.
Phase 2. The A can continue making TFK trapdoor queries (wm+1, sm+1, em+1), ..., (wn, sn, en) to

Trapdoor oracle as long as each of the queries does not violate the constraint on the challenge.
Guess. Finally, the adversary outputs b′ ∈ {0, 1} and it wins the game if b = b′.
We refer to such an adversaryA as a PETFKS-IND-CKA adversary, and we define theA’s advan-

tage in breaking PETFKS system as:

AdvAPETFKS-IND-CKA(λ) = |Pr[b = b′] − 1
2 |.

Definition 1. A PETFKS system is said to be secure against an adaptively chosen keyword attack if
any polynomial time PETFKS-IND-CKA adversary has a negligible advantage in the above security
game.

Note that, in the PETFKS-IND-CKA security model, we make use of sufficient condition for key-
privacy [27] to achieve keyword confidentiality in our scheme.

Now, we describe PETFKS-IND-sCKA-KGA (Indistinguishability under selectively Chosen Key-
word Attack and Keyword Guessing Attack) security model, by capturing the resistance to keyword
guessing requirement defined above, for a PETFKS system by the following game between a chal-
lenger and the adversaryA. PETFKS-IND-sCKA-KGA security game:

Init. The adversary A declares two keywords, w∗0 and w∗1, that have the same fuzzy value,
Fuz(w∗0,W) = Fuz(w∗1,W), on those it wishes to be challenged.

Setup. This phase is the same as Setup in the PETFKS-IND-CKA security game.
Phase 1. This phase is the same as Phase 1 in the PETFKS-IND-CKA security game.
Challenge. The adversaryA sends the challenger a time slot t∗. The challenger picks a random bit

b ∈ {0, 1} and sets the challenge searchable ciphertext CT ∗ =PETFKS(PP,w∗b, t
∗). Then it sends CT ∗

as the challenge to the adversaryA.
Phase 2. The A can continue making queries to the Trapdoor oracle for the TFK trapdoors T DF

wi

for any keywords wi (even the challenge keywords w∗0, w∗1) and any time periods [s..e] (even time
periods containing the challenge time slot t∗).
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Guess. The adversaryA outputs b′ ∈ {0, 1} and wins the game if b = b′.
We refer to such an adversary A as a PETFKS-IND-sCKA-KGA adversary, and we define A’s

advantage in attacking PETFKS system as:

AdvAPETFKS-IND-sCKA-KGA(λ) = |Pr[b = b′] − 1
2 |.

Definition 2. A PETFKS system is said to be secure against a selectively chosen keyword attack and
keyword guessing attack if any polynomial PETFKS-IND-sCKA-KGA adversary has a negligible ad-
vantage in the above PETFKS-IND-CKA-KGA security game.

6. Construction

Setup(λ,W,T ). This algorithm takes as input a security parameter λ, a uniformly distributed
keyword space W and a time space T . Let BGen(1λ) be the bilinear map generator, Fuz(wi,W) be
a fuzzy function which maps two or more keywords to the same fuzzy value, and N : N → N be a
polynomially bounded function. The size of T is polynomial in the security parameter and it is defined
by N(λ) = 2l(λ) for some l(λ) = O(log (λ)). For simplicity, let l denote l(λ). Our scheme represents time
slots with a full binary tree of height l + 1 as in Katz’s scheme [28]. That is to say, our construction
makes use of a full binary tree with the root node associated with a keyword and all the lower level
nodes represent the time structure. For simplicity, we call this full binary tree an encryption tree. In the
encryption tree, the root node is labeled with a keyword wi ∈ W and its left child and right child are
labeled with “0” and “1”, respectively, and other nodes are recursively labeled as follows: if a node is
labeled with x its children are labeled with “x0” and “x1”, corresponding to its left child and right child.
In such a way, for each time slot t ∈ [0..N(λ)−1] there is a leaf node labeled with binary representation
of t, which is l-bit string as t1...tl. Hence, from an encryption tree with the root node associated with
a keyword wi ∈ W and each leaf node associated with each time slot t ∈ [0..N(λ) − 1], keyword-time
tuples are constructed for TFK trapdoors as well as for TFKS ciphertexts. A keyword-time tuple is
a vector of strings (wi, t1, ..., tl), and t|k = (t1, ..., tk) denotes a vector containing the first k bits of the
binary representation of the time slot t, where 1 ≤ k ≤ l. The algorithm runs as follows:

1. runs BGen on the security parameter λ to generate a prime p, two groups G1,G2 of order p, and
an admissible bilinear map e : G1 × G1 → G2.

2. chooses an arbitrary generator g ∈ G1.

3. chooses a random a
R
←− Zp and sets P = ga.

4. defines a fuzzy function Fuz(wi,W) which takes a keyword wi ∈ W as input and outputs a fuzzy
value as follows by depending on whether the size of the uniformly distributed keyword space
|W| is even or not:

• if |W| is even, the output of Fuz(wi,W) is

wi−1||wi, if i is even,
wi||wi+1, if i is odd.

Mathematical Biosciences and Engineering Volume 16, Issue 5, 3914–3935.



3922

• otherwise, the output of Fuz(wi,W) is
w|W|−2||w|W|−1||w|W|, if i ≥ |W| − 2,
wi−1||wi, if i is even,
wi||wi+1, if i is odd,

where || denotes concatenation. Note that the description of the fuzzy function follows the work
[9].

5. chooses two cryptographic hash functions H1 : {0, 1}∗ → G1,H2 : G2 → {0, 1}n for some n ∈ N.
6. outputs the public parameters PP = (p, g, e,G1,G2, P,W,T ,H1,H2, Fuz) and the master key

mk = a.

Figure 2. A sample of an encryption tree.

Trapdoor(PP,mk,wi, s, e). This algorithm takes as input the public parameters PP, the master key mk,
a keyword wi ∈ W, and a time period defined by two time slots s, e, where 0 ≤ s ≤ e ≤ N(λ) − 1. This
algorithm then outputs a pair of trapdoors, a TFK trapdoor T DF

wi
, and an EK trapdoor T DE

wi
as follows:

1. computes S F = H1(Fuz(wi,W))a.
2. builds an encryption tree with a root node associated the keyword wi and each leaf node associated

with each time slot in the time space T .
3. constructs a set of keyword-time tuples T , from the encryption tree, for the keyword wi, and the

given time period represented by s and e as follows:

• if s , e, then let k be the smallest index representing the highest level in the encryption
tree so that k , 1 and sk , ek. Thus, the set T is constructed in a way that containing the
keyword-time tuples (wi, s1, ..., sl), (wi, e1, ..., el), and the keyword-time tuples in which time
bits are the right siblings of all nodes on the path from (wi, s1, ..., sk+1) to (wi, s1, ..., sl) and the
left siblings of all nodes on the path from (wi, e1, ..., ek+1) to (wi, e1, ..., el). Here, (s1, ..., sl) are
time bits representing s, (e1, ..., el) are time bits representing e, si and ei (1 ≤ i ≤ k+1) denote
the i-th bit of the binary representation of the time slot s and e, respectively. For example,
given T = 16, suppose s = 1 and e = 7, then we build an encryption tree with the root node
associated with a keyword wi as shown in Figure 2, and obtain the binary representations of
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s and e as “000” and “110”, respectively. Since the k = 2 as we can see from an encryption
tree in Figure 2, the set T is constructed as {(wi, 0, 0, 0), (wi, 1, 1, 0), (wi, 0, 1), (wi, 0, 0, 1),
(wi, 1, 0)}, containing 5 keyword-time tuples.
• if s = e, then let k be the smallest index representing the highest level in the encryption tree

so that k = 1 and sk = ek. Thus, the set T is constructed in a way that only containing a
keyword-time tuple (wi, e1, ..., el), where ei is the i-th bit of the binary representation of the
time slot e. For instance, suppose s = e = 7 when T = 16, then the binary representation of
s and e is “110”. From an encryption tree in Figure 2, we can see that the k = 1 such that the
set T is constructed as {(wi, 1, 1, 0)}, only containing a keyword-time tuple.

4. computes for each keyword-time tuple j ∈ T as follows:

• chooses s j,1, ..., s j,r
R
←− Zp, where r is the size of j and 1 ≤ r ≤ l

• computes T D j = (D̂ j = S F
∏r

k=1 H1(t j,|k)s j,k , {D
′

j,k = gs j,k}k=1,...,r). Here, we denote the k bits of
the binary representation of the time slot t j,1, ..., t j,k with ti,|k, where k=1,...r.

5. outputs T DF
wi

= {T D j}∀ j∈T and T DE
wi

= H1(wi)a.

PETFKS(PP,wi, t). This algorithm takes as input the public parameters PP, a keyword wi ∈ W and a
time slot t ∈ T , and then it outputs a searchable ciphertext CT . This algorithm runs as follows:

1. constructs a keyword-time tuple (wi, t1, ..., tl) for wi and t from the encryption tree.
2. chooses C̃ ∈ {0, 1}n.
3. computes QF = H1(Fuz(wi,W)) and QE = H1(wi).

4. chooses r1, r2
R
←− Zp, and computes ĈF = gr1 , ĈE = gr2 and {C

′

k = H1(t|k)r1}k=1,...,l

5. computes CF = C̃ ⊕ H2(e(QF , Pr1)) and CE = C̃ ⊕ H2(e(QE, Pr2)).
6. forms the TFKS ciphertext as CTF = (CF , ĈF , {C

′

k}k=1,...,l) and the EKS ciphertext as CTE =

(C̃,CE, ĈE).
7. outputs a searchable ciphertext as CT = (C̃,CTF ,CTE).

FuzzTest(PP,CT,T DF
wi

). This algorithm takes as input the public parameters PP, a searchbable ci-
phertext CT and a TFK trapdoor T DF

wi
and tests if C̃ = CF ⊕ H2(e(D̂ j, ĈF)/

∏r
k=1 e(D

′

j,k,C
′

k)) for any
T D j ∈ T DF

wi
. If so for any T D j ∈ T DF

wi
, it returns 1; If not, it returns 0. The test computes the following

:

1. ∀T D j ∈ T DF
wi

:
K = e(D̂ j, ĈF)/

∏r
k=1 e(D

′

j,k,C
′

k) = e(S F
∏r

k=1 H1(t j,|k)s j,k , gr1)/
∏r

k=1 e(gs j,k ,H1(t|k)r1)
= e(S F , gr1)e(

∏r
k=1 H1(t j,|k)s j,k , gr1)/

∏r
k=1 e(gs j,k ,H1(t|k)r1)

= e(S F , gr1)e(H1(t j,|k), g)r1
∑r

k=1 s j,k/e(g,H1(t|k))r1
∑r

k=1 s j,k = e(S F , gr1) = e(H1(Fuz(wi,W))a, gr1)
2. C̃ = CF ⊕ H2(K) = C̃ ⊕ H2(e(QF , Pr1)) ⊕ H2(e(H1(Fuz(wi,W))a, gr1))

= C̃ ⊕ H2(e(H1(Fuz(wi,W)), (ga)r1)) ⊕ H2(e(H1(Fuz(wi,W))a, gr1))
= C̃ ⊕ H2(e(H1(Fuz(wi,W)), g)ar1) ⊕ H2(e(H1(Fuz(wi,W)), g)ar1)

ExactTest(PP,CTE,T DE
wi

). This algorithm takes as input the public parameters PP, an EKS
ciphertext CTE and an EK trapdoor T DE

wi
, and tests if C̃ = CE ⊕ H2(e(ĈE,T DE

wi
)). If so, it re-

turns 1; If not, it returns 0. The test computes the following: C̃ = CE ⊕ H2(e(ĈE,T DE
wi

)) =

C̃ ⊕ H2(e(QE, Pr2)) ⊕ H2(e(gr2 ,H1(wi)a))
= C̃ ⊕ H2(e(H1(wi), (ga)r2)) ⊕ H2(e(gr2 ,H1(wi)a)) = C̃ ⊕ H2(e(H1(wi), g)ar2) ⊕ H2(e(g,H1(wi))ar2)
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7. Analysis

7.1. Security analysis

Before giving security proofs of the proposed PETFKS scheme, we give a comparison between
the proposed PETFKS scheme and the related works by considering security requirements defined in
Section 5, as shown in Table 1. As can be seen in Table 1, PEFKS [9] and our PETFKS schemes
overcome insecurity of PEKS [1] and PETKS [10] schemes.

Table 1. Comparison of security property.

Security Properties PEKS [1] PEFKS [9] PETKS [10] PETFKS
Keyword Confidentiality Yes Yes Yes Yes
Backward and Forward Secrecy NA NA Yes Yes
Keyword Guessing Resistance No Yes No Yes

We first show the PETFKS-IND-CKA security of our PETFKS scheme by the following theorem.

Theorem 1. Suppose the hash functions H1,H2 are random oracles. Then our PETFKS scheme is
PETFKS-IND-CKA-secure in the random oracle model assuming BDH is intractable in groups gener-
ated by BGen(1λ).

Proof. Assume there is an adversaryA that has advantage ε in breaking PETFKS-IND-CKA security
of the PETFKS scheme. SupposeAmakes at most qH2 hash function queries to H2 and at most qT TFK
trapdoor queries to Trapdoor oracle. We build a simulatorB that is able to solve the BDH problem with
advantage at least 2ε/e(1 + qT )qH2 , where e is the base of the natural logarithm. Before the game starts,
the challenger sets the BDH parameters 〈p,G1,G2, e〉 generating by BGen(1λ) and a random instance
〈g, gα, gβ, gγ〉 of the BDH problem for a random g ∈ G1 and α, β, γ ∈ Zp, where p is order of the G1,G2

and gives them to the simulator B. Let D = e(g, g)αβγ ∈ G2 be the solution to this BDH problem. The
simulator’s goal is to output D. The B acts as the adversaryA’s challenger in the PETFKS-IND-CKA
game and interacts with theA as follows:

Setup. The B sets P = gβ and gives the public parameters PP =

(p, g, e,G1,G2, P,W,T ,H1,H2, Fuz) to theA.
The simulator B will program the random oracles H1 and H2 as follows.

• H1-queries. The adversaryA can query the random oracle H1 at any time. In order to respond the
queries, the B maintains a list called L1. Each entry in the list is a tuple of form 〈Keyword-time-
tuple, Point-tuple, Scalar-tuple, Secret-tuple, Coin-tuple〉. For the j-th query, the tuple is formed
as 〈{v( j)

0 , ..., v
( j)
r }, {P

( j)
0 , ..., P

( j)
r }, {x

( j)
0 , ..., x

( j)
r }, {s

( j)
0 , ..., s

( j)
r }, {c

( j)
0 , ..., c

( j)
r }〉, where 0 ≤ r ≤ l. Initially,

this list is set as empty. Whenever theA queries the random oracle H1 for any keyword-time-tuple
(v( j)

0 , ..., v
( j)
r ), the B responds as follows:

1. let h be the largest integer 0 ≤ h ≤ r such that {v( j)
0 , ..., v

( j)
h } = {v(y)

0 , ..., v
(y)
h } for some tuple

〈{v(y)
0 , ...v

(y)
r }, {P

(y)
0 , ..., P

(y)
r }, {x

(y)
0 , ..., x

(y)
r }, {s

(y)
0 , ..., s

(y)
r }, {c

(y)
0 , ..., c

(y)
r }〉 already appears on the L1,

or let h = −1 if such a tuple doesn’t exist.
2. for 0 ≤ k ≤ h, the B sets P( j)

k = P(y)
k , x

( j)
k = x(y)

k , s
( j)
k = s(y)

k , c
( j)
k = c(y)

k .
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3. for h < k ≤ r,

(a) chooses a random x( j)
k

R
←− Zp;

(b) if k = 0, then generates a random coin c( j)
0 ∈ {0, 1} so that Pr[c( j)

0 = 0] = δ for some δ that
will be determined later. If c( j)

0 = 1, then sets P( j)
0 = gα; else sets P( j)

0 = gx( j)
0 . It also sets

s( j)
0 = ⊥;

(c) else if c( j)
k−1 = 1, then randomly chooses s( j)

k
R
←− Zp and generates a random coin c( j)

k ∈ {0, 1}
so that Pr[c( j)

k = 0] = δ for some δ that will be determined later. If c( j)
k = 1, sets

P( j)
k = gx( j)

k ; else sets P( j)
k = gx( j)

k − (gα +
∑k−1

z=1 gs( j)
z x( j)

z )1/s( j)
k ;

(d) else if c( j)
k−1 = 0, chooses a random s( j)

k
R
←− Zp and sets c( j)

k = 0 and P( j)
k = gx( j)

k .

4. adds 〈{v( j)
0 , ...v

( j)
r }, {P

( j)
0 , ..., P

( j)
r }, {x

( j)
0 , ..., x

( j)
r }, {s

( j)
0 , ..., s

( j)
r }, {c

( j)
i,0 , ..., c

( j)
i,r }〉 to L1 and returns

{P( j)
0 , ..., P

( j)
r )} to theA.

• H2-queries. TheA can make queries to the random oracle H2 at any time. In order to respond to
these queries, the B keeps track of all the queries by maintaining a list called L2. Each entry in
the list is a tuple of the form 〈K j,V j〉. The list H2 is initially empty. To respond to query H2(K j),
the B proceed as follows:

1. if the query K j already appears on the list L2 in a tuple 〈K j,V j〉 then respond with H2(K j) =

V j.
2. otherwise, the B picks a random value V j ∈ {0, 1}n for H2(K j) and adds the tuple 〈K j,V j〉 to

the L2. It responds toA with H2(K j) = V j.

Phase 1. w and [s..e] be a pair of keyword and time period. When the A issues a TFK trapdoor
query for w, s, e to Trapdoor oracle, the B responds as follows:

1. constructs a set T exactly as Trapdoor algorithm does. Let a set T be {(w, t1, ..., tr), ...}, where
1 ≤ r ≤ l.

2. for each keyword-time-tuple i ∈ T , does the following:

(a) runs the algorithm for responding to H1-queries to obtain a tuple 〈{vi,0, ..., vi,r}, {Pi,0, ..., Pi,r},

{xi,0, ..., xi,r}, {si,0, ..., si,r}, {ci,0, ..., ci,r}〉 in L1 such that vi,0 = Fuz(wi,W) and {vi,k = (ti,|k)}1≤k≤r.
(b) if ci,r = 1, then B aborts.
(c) for 0 ≤ k ≤ r, does the following:

• if k = 0 and ci,0 = 1, then sets D̂i =⊥.
• if k = 0 and ci,0 = 0, then computes D̂i = (gβ)xi,0 .
• if k > 0 and ci,k−1 = 0 and ci,k = 0, then computes D̂i = D̂i + Psi,k

i,k and D
′

i,k = gsi,k .
• if k > 0 and ci,k−1 = 1 and ci,k = 1, then computes D̂i = D̂i+ ⊥ and D

′

i,k = (gβ)si,k .
• if k > 0 and ci,k−1 = 1 and ci,k = 0, then computes D̂i = D̂i + (gβ)xi,k si,k and D

′

i,k = (gβ)si,k .
• constructs T Di = (D̂i,k, {D

′

i,k}k=1,...,r).
(d) constructs T DF

w = {T Di}∀i∈T .
(e) runs the algorithm for responding to H1-queries to obtain a tuple 〈v0, P0, x0, s0, c0〉 such that

v0 = w be the corresponding tuple on the L1.
(f) sets T DE

w = (gβ)x0 for w.

3. gives T DF
w to algorithmA
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Challenge. Once the adversaryA decides that Phase 1 is over, it outputs two keywords w∗0,w
∗
1 and

a time slot t∗, on those it wishes to be challenged. The B responds as follows:

1. constructs two keyword-time-tuples from w∗0,w
∗
1, and t∗ as (w∗0, t

∗
1, ..., t

∗
l ) and (w∗1, t

∗
1, ..., t

∗
l ), Note

that these two tuples differ on level 1, but are otherwise equal.
2. runs the algorithm for responding to H1-queries twice to obtain tuples for (w∗0, t

∗
1, ..., t

∗
l ) and

(w∗1, t
∗
1, ..., t

∗
l ). For i = 0, 1, let 〈{v∗i,0, ..., v

∗
i,l}, {P

∗
i,0, ..., P

∗
i,l}, {x

∗
i,0, ..., x

∗
i,l}, {s

∗
i,0, ..., s

∗
i,l}, {c

∗
i,0, ..., c

∗
i,l}〉

such that v∗i,0 = Fuz(w∗i ,W) and {v∗k = (t∗i,|k)}k=1,...,l and 〈v∗i,0, P
∗
i,0, x

∗
i,0, s

∗
i,0, c

∗
i,0〉 such that v∗i,0 = w∗i be

the corresponding tuples on the L1.
3. if both or either of c∗0,l = 0 and c∗1,l = 0, then B aborts;
4. otherwise, the B randomly picks b ∈ {0, 1} and C̃∗ ∈ {0, 1}n, and sets CT ∗F = (Ĉ∗F = gγ, {C

′∗
k =

(gγ)x∗k }k=1,...,l,C∗F ∈ {0, 1}
n). Note that C∗F is implicitly defined as C̃∗ ⊕ H2(e(H1(w∗b), Pγ)) = C̃∗ ⊕

H2(e(gα, (gβ)γ)). It also chooses a random r2
R
←− Zp CT ∗E = (C̃∗, Ĉ∗E = gr2 ,C∗E = C̃∗⊕H2(e(gx∗0 , Pr2)).

5. constructs the challenge searchable ciphertext CT ∗ = (C̃∗,CT ∗F ,CT ∗E)
6. returns CT ∗ to theA.

Phase 2. The A can continue issue TFK trapdoor queries for any keywords w( j) and any time
periods s( j), e( j), where only restriction is that t∗ < [s( j)..e( j)]. The B responds to these queries as before.

Guess. Eventually, theA outputs its guess b
′

∈ {0, 1} indicating the challenge CT ∗ is the result of
PETFKS(PP,w∗0, t

∗) or PETFKS(PP,w∗1, t
∗). At this point, the B picks a random tuple (K,V) from L2

and outputs K as its solution to the BDH problem.
To complete the proof of Theorem 1, we first analyze the probability that the B does not abort

during the simulation.

Claim 1.1. The probability that the B does not abort during Phase 1, Phase 2 and Challenge phases
is 1/e(1 + qT ).

Proof of Claim 1.1. Suppose theA issues a total of qT TFK trapdoor queries. Then the probability that
the B does not abort as a result of TFK trapdoor queries is δqT and the probability that the B does not
abort during the challenge phase is 1 − δ. Therefore, the probability that the B does not abort during
the simulation is δqT (1−δ). This value is maximized at δopt = 1−1/(qT −1). Using δopt, the probability
that B does not abort during simulation is at least 1/e(1 + qT ). �

Now we show that the B outputs the correct answer D with probability at least 2/qH2 by the fol-
lowing two claims. The proof is based on comparingA’s behavior in the simulated game and the real
PETFKS-IND-CKA attack game.

Let E be the event that the A queries for the oracle H2 for D. Let PrR[·] and PrB[·] denote the
probability that an event occurs in the real attack and the simulation, respectively.

Claim 1.2. PrB[E] = PrR[E] as long as the B does not abort.

Proof of Claim 1.2. Let Ei be the event that the A issues a query for H2(D) within its first i queries
to the H2 oracle. We prove by induction on i that PrR[Ei] =PrB[Ei] for all i ≥ 0. Clearly, PrR[E0] =

PrB[E] = 0. Now assume that, for some i > 0, we have that PrR[Ei−1] = PrB[Ei−1]. So, we show that
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PrR[Ei] = PrB[Ei]. We know that

PrR[Ei] = PrR[Ei|Ei−1]PrR[Ei−1]PrR[Ei|¬Ei−1]PrR[¬Ei−1]
= PrR[Ei−1]PrR[Ei|¬Ei−1]PrR[¬Ei−1]

(7.1)

We argue that PrR[Ei|¬Ei−1] = PrB[Ei|¬Ei−1] . To see this, observe that as long as theA does not make
a query for H2(D), its view during the simulation is identical to its view in the real attack. Moreover,
the public parameters and the challenge are distributed as in the real attack. Similarly, all responses
to H2-queries are uniform and independent in {0, 1}n. Therefore, PrB[Ei|¬Ei−1] = PrR[Ei|¬Ei−1]. It
follows by the (1) and the inductive hypothesis that PrR[Ei] = PrB[Ei]. By induction on i, we obtain
that PrR[E] = PrB[E]. �

We show that PrB[E] ≥ 2ε. This will prove that the B outputs D with probability at least 2ε/qH2 .

Claim 1.3. We have PrR[E] ≥ 2ε.

Proof of Claim 1.3. In the real attack, if the A never issues a query for H2(e(H1(w∗b, P
r1))), then the

last component C∗F of the ciphertext is independent of the A’s view (since H2(D) is independent of
A’s view). Therefore, in the real attack, Pr[b = b′|¬E] = 1/2. By definition of the A, we know that
|PrR[b = b′] − 1/2| ≥ ε. We show that these two facts imply that PrR[E] ≥ 2ε. To do so, we first derive
simple upper and lower bounds on PrR[b = b′]:

PrR[b = b′] = PrR[b = b′|¬E]PrR[¬E] + Pr[b = b′|E]Pr[RE]
≤ PrR[b = b′|¬E]PrR[¬E] + PrR[E]

=
1
2

PrR[¬E] + PrR[E] =
1
2

+
1
2

PrR[E],

PrR[b = b′] ≥ PrR[b = b′|¬E]PrR[¬E] =
1
2
−

1
2

PrR[E]

It follows that ε ≤ |PrR[b = b′] − 1/2| ≤ 1
2 PrR[E]. Therefore, PrR[E] ≥ 2ε. �

Since PrR[E] = PrB[E] by Claim 1.2 and PrR[E] ≥ 2ε by Claim 1.3, we know that PrB[E] ≥ 2ε.
Hence, at the end of the simulation, D appears in some tuple on the L2 with probability at least 2ε. It
follows that the B outputs the correct answer with probability at least 2ε/qH2 as required.

With combining Claims 1.1, 1.2, and 1.3, the B’s advantage in solving the BDH problem is at least
2ε/e(1 + qT )qH2 , from which the Theorem 1 follows. �

Now we show the PETFKS-IND-sCKA-KGA security of our PETFKS scheme by the following
theorem.

Theorem 2. Suppose the hash functions H1,H2 are random oracles. Then our PETFKS scheme
is PETFKS-IND-sCKA-KGA-secure in the random oracle model assuming BDH problem is hard in
groups generated by BGen(1λ).
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Proof. Suppose there is an adversary A that has advantage ε in attacking PETFKS-IND-sCKA-KGA
security of the PETFKS scheme. Suppose A makes at most qH2 hash function queries to H2. We
construct a simulator B that is able to solve the BDH problem with advantage at least 2ε/qH2 . Before
the game starts, the challenger sets the BDH parameters as them in previous security proof and gives
them to the simulator B. The B acts as the adversaryA’s challenger in the PETFKS-IND-sCKA-KGA
game and interacts with theA as follows:

Init. The B runs the A and receives w∗0 and w∗1, that have the same fuzzy value, Fuz(w∗0,W) =

Fuz(w∗1,W).
Setup. The B sets P = gβ and gives the public parameters PP =

(p, g, e,G1,G2, P,W,T ,H1,H2, Fuz) to theA.
The simulator B will program the random oracles H1 and H2 as follows.

• H1-queries. The A can query the random oracle H1 at any time. In order to respond the
queries, the B maintains a list called L1. Each entry in the list is a tuple of form 〈Keyword-
time-tuple, Point-tuple, Scalar-tuple, Secret-tuple〉. For j-th query, the tuple is formed as
〈{v( j)

0 , ..., v
( j)
r }, {P

( j)
0 , ..., P

( j)
t }, {x

( j)
0 , ..., x

( j)
r }, {s

( j)
0 , ..., s

( j)
r }, {c

( j)
0 , ..., c

( j)
r }〉, where 0 ≤ r ≤ l. Initially,

L1 is set as empty. Whenever the A queries the random oracle H1 for any value {v( j)
0 , ..., v

( j)
r }, the

B responds as follows:

1. let h be the largest integer 0 ≤ h ≤ r such that {v( j)
0 , ..., v

( j)
h } = {v(y)

0 , ..., v
(y)
h } for some tuple

〈{v(y)
0 , ...v

(y)
r }, {P

(y)
0 , ..., P

(y)
r }, {x

(y)
0 , ..., x

(y)
r }, {s

(y)
0 , ..., s

(y)
r }, {c

(y)
0 , ..., c

(y)
r }〉 already appears on the L1,

or let h = −1 if such a tuple doesn’t exist.
2. for 0 ≤ k ≤ h, B sets P( j)

k = P(y)
k , x

( j)
k = x(y)

k , s
( j)
k = s(y)

k , c
( j)
k = c(y)

k .
3. for h < k ≤ r,

(a) chooses a random x( j)
k

R
←− Zp;

(b) if k = 0 and v( j)
0 is equal to w∗0 or w∗1, then sets P( j)

0 = gα and x( j)
0 = ⊥; else sets P( j)

0 = gx( j)
0 .

It also sets s( j)
0 = ⊥;

(c) else chooses a random s( j)
k

R
←− Zp and sets P( j)

k = gx( j)
k ;

4. adds 〈{v( j)
0 , ...v

( j)
r }, {P

( j)
0 , ..., P

( j)
r }, {x

( j)
0 , ..., x

( j)
r }, {s

( j)
0 , ..., s

( j)
r }, {c

( j)
0 , ..., c

( j)
r }〉 to L1 and returns

{P( j)
0 , ..., P

( j)
r )} to theA.

• H2-queries. The B responds to H2 queries in the same way it does in the PETFKS-IND-CKA
security game.

Phase 1. Let w and [s..e] be a pair of keyword and time period. When theA issues a TFK trapdoor
query for w, s, e to Trapdoor oracle, the B responds as follows:

1. constructs a set T exactly as Trapdoor algorithm does. Let a set T be {(w, t1, ..., tr), ...}, where
1 ≤ r ≤ l.

2. for each keyword-time-tuple i ∈ T , does the following:

(a) runs the algorithm for responding to H1-queries to obtain a tuple 〈{vi,0, ..., vi,r}, {Pi,0, ..., Pi,r},

{xi,0, ..., xi,r}, {si,0, ..., si,r}〉 in L1 such that vi,0 = Fuz(wi,W) and {vi,k = (ti,|k)}1≤k≤r.
(b) computes D̂i = (gβ)xi,0 +

∑r
k=1 Psi,k

i,k and {D
′

i,k = gsi,k}k=1,...,r.
(c) constructs T Di = (D̂i,k, {D

′

i,k}k=1,...,r).
(d) constructs T DF

w = {T Di}∀i∈T .
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(e) runs the algorithm for responding to H1-queries to obtain a tuple 〈v0, P0, x0,⊥, c0〉 such that
v0 = w be the corresponding tuple on the L1.

(f) sets T DE
w = (gβ)x0 for w , w∗0 and w , w∗1.

3. gives T DF
w to theA

Challenge. Once the A decides that Phase 1 is over, it outputs a time slot t∗. The B responds as
follows:

1. constructs two keyword-time-tuples from w∗0,w
∗
1, and t∗ as (w∗0, t

∗
1, ..., t

∗
l ) and (w∗1, t

∗
1, ..., t

∗
l ), Note

that these two tuples differ on level 1, but are otherwise equal.
2. randomly picks b ∈ {0, 1}.
3. runs the algorithm for responding to H1-queries twice to obtain tuples for (w∗b, t

∗
1, ..., t

∗
l ) and w∗b. Let

〈{v∗0, ..., v
∗
l }, {P

∗
0, ..., P

∗
l }, {x

∗
0, ..., x

∗
l }, {s

∗
0, ..., s

∗
l }〉 such that v∗0 = Fuz(w∗b,W) and {v∗k = (t∗b,|k)}k=1,...,l

and 〈v∗0, P
∗
0,⊥,⊥〉 such that v∗0 = wb be the corresponding tuples on the L1.

4. chooses a random r1
R
←− Zp and C̃∗ ∈ {0, 1}n, and sets CT ∗F = (Ĉ∗F = gr1 , {C

′∗
k = (P∗k)r1}k=1,...,l,C∗F =

C̃∗ ⊕ H2(e(gx∗0 , Pr1)) and CT ∗E = (C̃∗, Ĉ∗E = gγ,C∗E ∈ {0, 1}
n. Note that C∗E is implicitly defined as

C̃∗ ⊕ H2(e(H1(w∗b), Pγ)) = C̃∗ ⊕ H2(e(gα, gβγ)).
5. constructs CT ∗ = (C̃,CT ∗F ,CT ∗E)
6. returns CT ∗ toA.

Phase 2. The A can continue issue TFK trapdoor queries for any keywords w( j) and any time
periods [s( j)..e( j)] to Trapdoor oracle. The B responds to these queries as before.

Guess. Eventually, theA outputs its guess b
′

∈ {0, 1} indicating the challenge CT ∗ is the result of
PETFKS(PP,w∗0, t

∗) or PETFKS(PP,w∗1, t
∗). At this point, the B picks a random tuple (K,V) from L2

and outputs K as its solution to the BDH problem.
This completes the description of the simulator B. Since the A is allowed to issue TFK trapdoor

queries to Trapdoor oracle for any pair of keyword and time period including the challenge ones, the
B does not abort during the simulation as a result of theA’s TFK trapdoor queries. It remains to show
that the B correctly outputs D with probability at least 2ε/qH2 .

Claim 2.1. Suppose that in the real attack the A is given the public parameters PP =

(p, g, e,G1,G2, P = gβ,W,T ,H1,H2, Fuz) and asks to be challenged on w∗0,w
∗
1 and a time slot t∗.

In response, the A is given a challenge CT ∗ = 〈C̃,CT ∗F = (Ĉ∗F = gr1 , {C
′∗
k = (P∗k)r1}k=1,...,l,C∗F =

C̃∗ ⊕ H2(e(gx∗0 , Pr1)), CT ∗E = (C̃∗, Ĉ∗E = gγ,C∗E ∈ {0, 1}
n)〉. Then in the real attack game the A issues

query for either for H2(e(H1(w∗0), Pr2) or H2(e(H1(w∗1), Pr2) with probability al least 2ε.

Proof of Claim 2.1. Let H be the event that in the real attack the A issues a query for either of
H2(e(H1(w∗0), Pr2) or H2(e(H1(w∗0), Pr2). Then, when H takes place we know that the bit b ∈ {0, 1}
indicating whether C∗E is an EKS ciphertext of w∗0 or w∗1 is independent of theA’s view. Therefore, the
A’s output b′ will satisfy b = b′ with probability at most 1/2. By definition of theA, we know that in
the real attack |Pr[b = b′] − 1/2| ≥ ε. We show that these two facts imply that Pr[H] ≥ 2ε. To do so,
we first derive simple upper and lower bounds on Pr[b = b′]:

Pr[b = b′] = Pr[b = b′|¬H]Pr[¬H] + Pr[b = b′|H]Pr[H]
≤ Pr[b = b′|¬H]Pr[¬H] + Pr[H]
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=
1
2

Pr[¬H] + Pr[H] =
1
2

+
1
2

Pr[H],

Pr[b = b′] ≥ Pr[b = b′|¬H]Pr[¬H] =
1
2
−

1
2

Pr[H]

It follows that ε ≤ |Pr[b = b′] − 1/2| ≤ 1
2 Pr[H]. Therefore, in the real attack, Pr[H] ≥ 2ε.

Now, assuming the B does not abort, we know that B simulates a real attack game perfectly up to
the moment when the A issues a query for either H2(e(H1(w∗0), Pγ) or H2(e(H1(w∗1), Pγ). Therefore, at
the end of the simulation, D appears in some tuple on the L2 with probability at least 2ε. It follows that
the B outputs the correct answer with probability at least 2ε/qH2 as required. �

By Claim 2.1, the B’s advantage in solving the BDH problem is at least 2ε/qH2 , from which the
Theorem 2 follows. �

7.2. Efficiency analysis

Now we give efficiency analysis of our scheme by comparing with the other related public key
encryption with keyword search schemes, PEFKS[9] and PETKS[10], as these schemes support the
properties, namely fuzzy keyword search and temporary property, as our scheme does. The compar-
isons are made in terms of storage overhead, communication cost, and computational efficiency. Now
we describe the notations used in the comparisons. Let |G1|, |G2|, and |Zp| denote the size of an element
in the source group, the target group, and the field Zp, respectively. In addition, let t denote the size of
the system time space and s be the number of time slots included in the time period of the trapdoor,
which is s < t. Moreover, let n denote the total number of searchable ciphertexts stored in the cloud
server and m be the total number of searchable ciphertexts including the keyword in the search query
for each time slot in the system time space.

Storage Overhead. From Table 2, we can see the storage overhead on each entity in the schemes,
namely data receiver (DR), data sender (DS) and cloud server (CS). The public parameters and master
key contribute the storage overhead on DS and DR, respectively. In our scheme, storage overhead
on DR and DS is equal to the ones in PEFKS [9] and PETKS [10]. The main storage overhead on
CS comes from searchable ciphertexts. Since our scheme supports both fuzzy keyword search and
temporary property, the storage overhead on CS in our scheme is quite more than that in PEFKS [9]
due to the components representing the temporary property, and it is slightly more than that in PETKS
[10] due to the EKS ciphertexts.

Table 2. Comparison of storage overhead.

Entity Our Scheme PEFKS [9] PETKS [10]
DR |Zp| |Zp| |Zp|

DS 2|G1| 2|G1| 2|G1|

CS n((2 + log(T ))|G1| + 2|G2|) n(2|G1| + 2|G2|) n((1 + log(T ))|G1| + |G2|)

Communication Cost. In Table 3, we discuss communication cost between the entities in the
schemes. In all the schemes, the communication cost from DR to DS comes from public parameters,
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and it is equal in all the schemes. The communication cost between DR and CS comes from the
transmission of a trapdoor, and smaller in PEFKS [9] and it is higher in PETKS [10] comparing to our
scheme. The size of a searchable ciphertext results in communication cost from DS to CS, and in our
scheme, it is much higher than that in PEFKS [9] owing to the components representing the temporary
property , and slightly higher than that in PETKS [10] because of the EKS ciphertexts. Due to the
resistance of KGA, both our scheme and PEFKS [9] bring communication cost from CS to DR before
transmitting the data ciphertexts, and it much less than in our scheme by means of temporary property.

Table 3. Comparison of communication cost.

Entity Our Scheme PEFKS [9] PETKS [10]
DR to DS 2|G1| 2|G1| 2|G1|

DS to CS (2 + log(T ))|G1| + 2|G2| 2|G1| + 2|G2| (1 + log(T ))|G1| + |G2|

DR to CS s((1 + log(T ))|G1|) |G1| s((1 + log(T ))|G1| + |Zp|)
CS to DR sm(|G1| + |G2|) tm(2|G1| + 2|G2|) NA

Computational Efficiency. To evaluate the computational efficiency of our scheme, we imple-
mented our scheme and other related schemes, PEFKS [9] and PETKS [10] . The implementations use
the PBC library [29] and 160-bit elliptic curve group based on the supersingular curve y2 = x3 + x over
a 512-bit finite field. All the experiments were carried out on 2.50GHz, Intel(R) Core(TM) i5, 8GB
memory and running Ubuntu 16.04. All the experiment results are the average of 20 trials.

We compare the computational efficiency of our scheme and PEFKS [9] regarding system setup and
test operation on DR, and the computational efficiency of our scheme and PETKS [10] with regard to
trapdoor generation, searchable ciphertext generation and test operation on CS decryption, as shown
in Figure 3. The computational efficiency of the system setup in PETKS [10] is equal to that of
our scheme, and the PETKS scheme [10] does not perform test operation on DR. Hence, we show
the system setup time and test operation time on DR in our scheme by comparing to the ones in
PEFKS [9] by excluding PETKS [10], and the computational costs in both the schemes are nearly close,
as shown in Figure 3(a). In order to test the computational cost of trapdoor generation, searchable
ciphertext generation and test operation on CS, we run our code for several choices of time spaces
T = {32, 64, 128, 256, 512}, and several choices of time intervals [s, e] and time slots t depending on
the chosen time space. As we can see from Figure 3(b), 3(c) and 3(d), the time space is divided into
4 equal parts as 1, 1

4T , 1
2T , 3

4T , T and use these time slots to test trapdoor generation time, searchable
ciphertext generation time and test operation time on CS. For example, when time space is T = 32, the
choices of time intervals [s, e] for trapdoor generation are [8, 8], [8, 24], and [1, 32] and time slots t for
searchable ciphertext generation and positive result of test operation on CS are 1, 8, 16, 24, 32. From
the choices of the time intervals and time slots, we can see the interval for trapdoor is growing from a
time slot [8, 8] to whole time space [1, 32]. Given a trapdoor generated on [1, 32], the time slot for the
positive search result of a test operation on CS is also growing by the same size. Figure 3(b), 3(c), and
3(d) show that even though the cost of each operation scales linearly with the size of the time space,
they remain similar in both schemes for the given time space. Overall, although our scheme is a little
less efficient than other schemes, it makes a great effort on decreasing the communication cost from
CS to DR such that computational cost of the test operation on DR is brought down. Therefore, we
conclude the performance of our scheme is practical since our scheme provides secure keyword search
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and temporary property at the same time.

8. Conclusion

In this paper, we proposed a Public Key Encryption Scheme with Temporary and Fuzzy Keyword
Search (PETFKS). It offers secure search operation on server side and more efficient search operation
on user side at the same time, limits the lifetime of trapdoor as well as fulfills the desire for secure
time-dependent data retrieval, which are not able to be tackled by the existing works. Furthermore, the
PETFKS-IND-CKA and PETFKS-IND-sCKA-KGA securities of the PETFKS scheme are formalized
concerning the security requirements of keyword confidentiality, forward and backward secrecy and
keyword guessing resistance. Moreover, the rigorous security proof is given to show that the proposed
scheme is PETFKS-IND-CKA and PETFKS-IND-sCKA-KGA secure in the random oracle model
under the BDH assumption. Based on the analyses conducted with regard to security and efficiency
of the proposed scheme and related works, we demonstrate that our proposed scheme is a practical
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solution to the open problem and an effective response to the gap in public key encryption with keyword
search.
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