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Abstract: With the development of the smart manufacturing, data-driven fault diagnosis has 

receiving more and more attentions from both academic and engineering fields. As one of the most 

important data-driven fault diagnosis method, deep learning (DL) has achieved remarkable 

applications. However, the DL based fault diagnosis methods still have the following two drawbacks: 

1) One of the most major branch of deep learning is to construct the deeper structures, however the 

deep learning models in fault diagnosis is very shadow. 2) As stated by the no-free-lunch theorem, no 

single model can perform best on every dataset, and the individual deep learning model still suffers 

from the generalization ability. In this research, a new negative correlation ensemble transfer 

learning method (NCTE) is proposed. Firstly, the transfer learning based ResNet-50 is proposed to 

construct a deep learning structure that has 50 layers. Secondly, several fully-connected layers and 

softmax classifiers are trained cooperatively using negative correlation learning (NCL). Thirdly, the 

hyper-parameters of the proposed NCTE are determined by cross validation. The proposed NCTE is 

conducted on the KAT Bearing Dataset, and the prediction accuracy of NCTE is as high as 98.73%. 

This results show that NCTE has achieved a good results compared with other machine learning and 

deep learning method. 
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1. Introduction  

Prognostic Health Management (PHM) system has become a vital part in modern industry. The 

goals of PHM are to reduce the risks to avoid the dangerous situations and improve the safety and 

reliability of the smart equipment and the systems [1]. Over the past decades, various attempts have 

been made to design effective methods to achieve the superior diagnosis performance. With the 

development of the smart manufacturing, the machines and equipment are more automatic and 

complicate, the intelligent fault diagnosis of these smart machines and equipment became necessary [2]. 

The data from the machine are boosting, and it can be collected much faster and more widely than 

ever before, the data-driven fault diagnosis has attracted more and more attentions from both 

academic and engineering fields [3]. 

Traditional learning-based approaches need to extract features of signals from time, frequency, 

and time-frequency domains [4]. The feature extraction is an essential step and the upper-bound 

performances of the leaning methods rely on the feature extraction process [5]. However, the 

traditional handcrafted feature extraction techniques need considerable domain knowledge, and the 

feature extraction process is very time-consuming and labor-intensive [6]. In recent years, deep 

learning (DL) has achieved huge success in image recognition and speech recognition [7]. It can 

learn the feature-representation from raw data automatically, and the key aspect is that this process is 

not depended on human engineers, which can eliminate the experts’ effect as more as possible. DL 

has been widely applied in the machine health-monitoring field [3].  

Even though the applications of deep learning have achieved remarkable results in fault 

diagnosis, there are still some problems for the further improvements. Firstly, the deep learning 

models implemented by many researchers only have less than five hidden layers [8], which limits 

their final prediction accuracies. However, the well-trained deep learning can reach hundreds of 

layers on ImageNet. How to bridge the gap between the deep models in fault diagnosis and those in 

ImageNet could promote the performance of deep models in fault diagnosis. Secondly, the individual 

deep learning models for fault diagnosis still suffers from the generalization ability [9]. As stated by 

the no-free-lunch theorem [10–12], no single model can perform best on every dataset. To improve 

the generalization ability of deep learning method is essential. 

To overcome these two drawbacks, a new ensemble version of deep learning method is 

proposed. Firstly, the transfer learning is applied to bridge the network gap between fault diagnosis 

and ImageNet. TL can learn a learning system from a dataset (source domain) and then applies this 

system to solve a new problem (target domain) more quickly and effectively. It should be noted that 

the new target domain can be irrelative with the source domain [13]. So the ResNet-50 which is 

pre-trained on the ImageNet can also perform well in fault diagnosis. The ResNet-50 has the depth of 

50 layers, which is much deeper than traditional DL model applied in fault diagnosis, and it could 

improve the predication accuracy on fault diagnosis field. Secondly, the ensemble learning is also 

investigated in this research. Ensemble learning is an effective way to improve the generalization 

ability. Several classifiers are trained cooperatively using negative correlation learning (NCL), and 

then these classifiers are combined to form a powerful fault classifier. In this research, the transfer 
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learning technique and the NCL technique are combined, and a new negative correlation transfer 

ensemble model (NCTE) is proposed for fault diagnosis. 

The rest of this paper is organized as follows. Section 2 discusses literature review. Section 3 

presents the methodologies of negative correlation learning. Section 4 presents the proposed NCTE. 

Section 5 presents the case studies. The conclusion and future researches are presented in Section 6. 

2. Literature review 

2.1. Data-driven fault diagnosis 

With the development of smart manufacturing, the data-driven fault diagnosis has received 

more and more attentions. It is very suitable for the complicated industrial systems, since the 

data-driven fault diagnosis applied the learning-based approaches to learn from the historic data 

without the models about the system [14–16]. The learning-based approaches can be classified into 

statistical analysis, machining learning methods and their joint paradigm. Principal component 

analysis (PCA), partial least squares (PLS), and independent Component Correlation (ICA) have 

received considerable attentions on the industrial process monitoring [17]. The machine learning 

methods also achieved good applications in fault diagnosis, such as support vector machine (SVM) [18,19], 

artificial neural network (ANN) [20], Bayesian network [21]. 

Since deep learning (DL) methods can obtain the feature-representations of raw data in an 

automatically way, it has shown a great potential in machine health monitoring field [3,22]. Wang et 

al. [23] investigated an adaptive deep CNN model, and the main parameters were determined by 

particle swarm optimization. Shao et al. [2] studied deep belief network based fault diagnosis on 

rolling bearing. Wang et al. [24] studied a new type of bilateral long short-term memory model 

(LSTM) for the cycle time prediction of re-entrant manufacturing system. Pan et al. [25] proposed a 

LiftingNet for mechanical data analysis and the results showed that LiftingNet has a good 

performance on different rotating speeds. Li [26] studied IDSCNN with D-S evidence for bearing 

fault diagnosis. This method is also an ensemble CNN, and it has a good adaptability on different 

load conditions. Lu et al. [27] applied Convolutional Neural Network (CNN) to fault diagnosis, and 

the comparison experiments showed that the accuracy of greater than 90% was achieved with fewer 

computational resource. Zhang et al. [28] studied the intelligent fault diagnosis under varying 

working conditions using domain adaptive CNN method. 

However, due to the fact that the volume of labeled samples in fault diagnosis is relatively small 

compared with ten million annotated images in ImageNet, the DL models for fault diagnosis are 

shallow compared with benchmark deep learning models in ImageNet. However, it is hard to train a 

deep model without the large amount of well-organized training dataset like ImageNet, so to train a 

very deep model on fault diagnosis field is almost impossible. To deal with this challenge, by 

applying transfer learning and taking the deep CNN model trained on ImageNet as the feature 

extractor, the deep learning model that trained on ImageNet can also perform well on small data in 

another domain. 

2.2. Transfer learning 

Transfer learning (TL) is a new paradigm in machine learning field. TL can learn a learning 
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system from a dataset (source domain) and then applies this system to solve a new problem (target 

domain) more quickly and effectively. It should be noted that the new target domain can be irrelative 

with the source domain [13].  

TL has been studied by many researchers. Donahue et al. [29] investigated the generic tasks, 

which may be suffered by insufficient labeled data for training a deep DL model, and they released 

DeCAF as generic image features across many visual recognition tasks. Based on DeCAF, Ren et al. [30] 

studied a feature transferring learning method using pre-trained DeCAF for Automated Surface 

Inspection, as shown in Figure 1. They tested the proposed methods on NEU surface defect database, 

weld defect database, wood defect database and micro-structure defect dataset, and the results 

showed that the proposed algorithm outperforms several best benchmarks in literature. 

 

Figure 1. Structure of DeCAF Based automatically surface inspection method. 

Many other famous CNN models that trained on ImageNet are also investigated for transfer 

learning, such as CifarNet, AlexNet, GoogleNet, ResNet and so on. Wehrmann et al. [31] studied a 

novel approach for adult content detection in videos and applied both pre-trained GoogleNet and 

ResNet architectures as the feature extractor. The results shown that the proposed method 

outperformed the current state-of-the-art methods for adult content detection. Shin et al. [32] applied 

CifarNet, AlexNet and GoogLeNet for the computer-aided detection in medical imaging tasks. They 

also investigated when and why transfer learning from pre-trained ImageNet (via fine-tuning) can be 

useful, and the results have achieved the state-of-the-art performance. Rezende et al. [33] 

investigated the transfer learning on ResNet-50 on the classification of malicious software, and the 

results showed that this approach can effectively classify the malware families with the accuracy of 

98.62%. 

Applying the pre-trained CNN models that trained on ImageNet to fault diagnosis has 

investigated by many researchers. Janssens et al. [34] selected the pre-trained VGG-16 as the feature 

extractor and fine-tuning all the weights of the network. The proposed transfer learning method has 

been applied to use the infrared thermal video to automatically determine the condition of the 

machine. Shao et al. [8] proposed a VGG-16 based deep transfer learning fault diagnosis and the 

structure of their method has been shown in Figure 2. The proposed method is applied on induction 

motors, gearboxes, and bearings dataset and the results showed that it has achieved a significant 

improvement by using the transfer learning technique. The application of transfer learning on fault 

diagnosis has great potential to improve the prediction accuracies. 

The advantage of TL on fault diagnosis can be summarized as two aspects. Firstly, the labeled 

data in fault diagnosis is also small, and it is hard to train deep models in fault diagnosis, which 

could limit the prediction of deep learning in fault diagnosis. With transfer learning, the deep models 

can extract better features on fault diagnosis and then improve the accuracy on fault diagnosis. 
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Secondly, the deeper models has much more parameters than shallow models. The training of a deep 

model requires considerable computational and time resources as well as a large amount of labelled 

data. However, by using transfer learning, only the fine-tuning process is necessary, which could 

reduce the requirements on hardware and training process. 

 

Figure 2. The deep transfer learning using VGG-16 on fault diagnosis [8]. 

Even the great improvement has been achieved by the transfer learning on fault diagnosis field, 

the application of transfer learning on fault diagnosis is only at the beginning. The further 

investigation and improvement on the transfer learning is necessary. In this research, a new ensemble 

transfer learning by using negative correlation ensemble is proposed. 

2.3. Ensemble method in fault diagnosis 

Ensemble method is a learning pattern in which a group of base learners is trained for the same 

task, and they worked together as the committee to give the final results. As stated by the 

no-free-lunch theorem [10,35,36], no single model can perform best on every dataset. The ensemble 

learning becomes an effective way to improve the performance. The ensemble learning was proposed 

by Hansen and Salamons [37], and their results provided the solid support that the generalization 

ability of a neural network can be significantly improved through combining a number of neural 

networks. 

Ensemble learning has been studied by many researchers, and these ensemble algorithms can be 

classified into three categories [38]. In the first category, each base learner is trained with a subset of 

training samples, and then these base learners are combined at advance. The typical ensemble 

algorithm is Bagging and its variants. In the second category, the weights are introduced on the 

training samples and the training samples that are misclassified by the former base learner would be 
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paid more attention in the next training stage. The algorithms in the second categories include 

adaboosting and its variants. In the third category, the interaction and cooperation among the base 

learners are necessary to generate a more diverse group of base learner. One of the typical algorithm 

in the third category is the negative correlation learning (NCL). NCL emphasizes the cooperation and 

specialization among different base learners during the base learner design. It provides an 

opportunity for different base learner to interact with each other to solve one single problem. The 

accuracy and the diversity of the group of base learner, and the results of NCL has shown a good 

potential [39]. 

The ensemble learning in fault diagnosis has also been investigated. Hu et al. [40] proposed a 

new ensemble approach for the data-driven remaining useful life estimation. Their ensemble method 

is the first category, and the member algorithms are weighted to form the final ensemble algorithm. 

The accuracy-based weighting, diversity-based weighting and optimization-based weighting are 

applied and the results showed that the ensemble approach with any weighting scheme gives more 

accurate RUL predictions compared to any sole member algorithm. Wang et al. [9] studied the 

selective ensemble neural networks (PSOSEN) for the fault diagnosis of bearings and pumps. In their 

method, the adaptive particle swarm optimization (APSO) is developed for not only determining the 

optimal weights but also selecting superior base learners. The results demonstrated that PSOSEN has 

achieved desirable accuracies and robustness under the environmental noise and working condition 

fluctuations. Wu et al. [41] proposed the Easy-SMT ensemble algorithm based on synthesizing 

SMOTE-based data augmentation policy. The method is tested on the PHM 2015 challenge datasets 

and the results showed that it could achieve good performance on multi-class imbalance learning 

task.  

However, even though the ensemble learning has achieved remarkable results in the fault 

diagnosis field, as far as I know, the NCL technique has not been applied on fault diagnosis. In this 

research, the NCL is combined with transfer learning to construct the high accuracy classifier for 

fault diagnosis. 

3. Negative correlation learning 

NCL introduces a correlation penalty term to the error function of each individual network in 

the ensemble so that all the networks can be trained interactively on the same training dataset. Given 

the training dataset 1{ , }N

n n nx y  , NCL combines M neural networks ( )if x  to constitute the ensemble. 

1

1
( ) ( )

M

ens n i n

i

f x f x
M 

          (1) 

To train network if , the cost function ie  for network i is defined by Eq 2. Where   is a 

weighting parameter on the penalty term ip  as shown in Eq 3. 
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From Eq 2, it can be seen that NCL uses a penalty term in the error function to produce base 

learners whose errors tend to be negatively correlated. So the NCL model can cooperate the training 

of base learner and the whole ensemble model simultaneously.   control the degree of the 

negatively correlated. If set 0  , then the error Eq 2 will become Eq 4, and each individual models 

would be trained separately. When set 1  , then error Eq 2 can be trained as a whole ensemble 

model. 
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In this research, the NCL technique is applied with transfer learning technique to obtain a new 

ensemble method for fault diagnosis. 

4. Proposed negative correlation transfer ensemble model for fault diagnosis 

In this section, a new negative correlation transfer ensemble model (NCTE) is proposed.  

4.1. The flowchart of the proposed NCTE 

The whole flowchart of the proposed NCTE consists of four parts, the data preprocessing part, 

the feature transferring part, the fine-tuning part and the hyper-parameter selection part.  

(1) Data preprocessing part: Since the input of ResNet-50 is the RGB images, it is essential to 

convert the time-domain signals to 3D matrix in order to use the pre-trained ResNet-50 

network. 

(2) Feature transferring part: Establish the structure of ResNet-50, and keep the layers weights in 

ResNet-50 unchanged. Since the output of ResNet-50 is 2048, the feature obtained by 

ResNet-50 is also a 2048 vector. 

(3) Training part: Adding the several separated fully-connected (FC) layers at the end of ResNet-50, 

and then training these FC layers using the NCL technique. 

(4) Hyper-parameter selection part: It is vital to select the key parameter,  , in the NCL technique. 

In this research, the cross validation is applied to test the most proper  . 
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Figure 3. The Flowchart of the proposed NCTE. 

The flowchart of the proposed NCTE is presented in Figure 3. The details of these four parts are 

given as following: 

4.2. Data preprocessing 

Data preprocessing is the essential part in the data-driven fault diagnosis. Since the input of 

ResNet-50 is the 3D natural image, so it is essential to transfer the time-domain signals to the 3D 

format. Chong [42] proposed the data preprocessing methods to convert the time-domain raw fault 

signals to 2D images. Wen et al [43] studied a new time domain signal to gray image method. 

Suppose the raw fault signals of all fault types are collected and then segmented to obtain the data 

samples. Let m m  denote the gray image size and Li(a), i=1…N, a=1…m
2
, denote the strength 

value of signal samples. N the number of samples. GP(j,k), j=1...m, k=1…m is matrix of 2D gray 

images. The time domain signals to gray images can be formulated by Eq 6. 

 
    

   

1
, 255

L j m k Min L
GP j k

Max L Min L

   
 


      (6) 

However, RGB image is 3D matrix format. Let RP(j,k,p), p=1,2,3 presents this 3D matrix. The 

third elements of the RGB image are the strength of red (p=1), green (p=2) and blue (p=3) channels. 

In this research, the data preprocessing method that transfers the time domain raw signals to 3D RGB 

images is presented as Eqs 7–10. 
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1 1
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L j M k Min L j M k
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 , ,1 ( , ) 255i ij k NM j kRP            (8) 
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 , ,2 ( , ) 255i iRP j k NM j k          (9) 

 , ,3 ( , ) 255i iRP j k NM j k          (10) 

The difference between Eq 6 and Eq 7 is that Eq 6 applies the maximum and minimum values 

of the data sample while Eq 7 selects the maximum and minimum values of the whole samples. Then 

scale the normalized matrix (NM(j,k)) to 0-255 and copy the scaled results to RP(j,k,p), as shown in 

Eq 8–10. 

 

Figure 4. The Structure of ResNet-50 Network. 

4.3. Feature transfer based on ResNet-50 

Residual Networks (ResNet) [44] is a very famous Convolutional Neural Network developed in 

recent years. Since the vanishing/exploding gradient problem is also found in deep learning 

algorithms using gradient-based learning methods and backpropagation [45], the ResNet applied the 

shortcut connections to construct the deep networks to avoid this problem, and it has shown a great 

performance in image recognition. 

ResNet-50 is a released version of ResNet, which has 50 layers. The input of ResNet-50 is 224 

× 224, and the detail structure of ResNet-50 is shown in Figure 4. The output of ResNet-50 is 1000. 

In this research, the transfer learning is combined with ResNet-50 and the NCL technique is applied 

to train several newly constructed FC layers and softmax classifiers. 

4.4. The training method of NCTE 

Based on the ResNet-50, a new structure of NCTE is proposed. For most transfer learning 

method, there are only one softmax classifier. However, in this research, total M and softmax 

classifier are conducted in order to form the inherit ensemble version of transfer learning. As shown 

in Figure 5, along with the sofmax classifiers, one FC layer is also constructed for each softmax 

classifier, and the hidden neurons are 128 for all FC layers. FC layers of each softmax are separate 

and they have no interaction to each other. 
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Since there are M classifiers in the structure, the final output of the NCTE is the ensemble 

version of all M classifiers, and the bagging ensemble is applied, as shown in Eq 1. The training of 

these M classifiers are based on the NCL training process. For the training of each softmax classifier, 

there are two parts in the error function. The first part is the error function between the output of 

softmax classifier and the labels. The second part is the diversity term, and it tries to make M 

classifiers to be as diversity as possible. The second part worked as the penalty term in the loss 

function. The training method of NCTE is presented in Algorithm (1). 

 

Figure 5. The structure of the proposed NCTE. 

Algorithm (1), Training method for NCLE 

Step 1: Let M be the final number of classifiers 

Step 2: Take a training dataset 1{ , }N

n n nx y   and the hyper-parameter  . 

Step 3: For the training dataset, repeat the following (a) to (d) steps until the maximal epochs is 

reached: 

(a) Calculate the ensemble output of M softmax classifiers. 

1

1
( ) ( )

M

ens n i n

i

f x f x
M 

   

(b) For each softmax classifiers, from i=1 to M, for each weight ijw  in FC layer and softmax 

classifiers i, perform the update of the i-th FC layer and softmax classifiers: 

   
2 2
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(c) Calculate the new output of the i-th softmax classifiers. 

(d) Repeat (a)-(c) until all M FC layer and softmax classifiers are updated. 

Step 4: Combine all softmax classifiers to formulate the final ensemble classifiers. 
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4.5. Hyper-parameter selection using cross validation 

As shown in Eq 2, hyper-parameter   control the degree of the negative correlate rate of the 

NCTE, so to select a proper hyper-parameter   is vital for NCTE. In this research, the   is 

selected according to its model performance. In many data-driven fault diagnosis methods, the 

performance is evaluated by the testing dataset, and the model that has the best performance on the 

testing dataset are selected. However, this model selection method has the following shortcomings: 

(1) It requires the testing dataset in addition to the training data. However, the testing dataset should 

be untouched during the training method and model selection period. (2) The selected standalone 

algorithm may not be robust, since no statistical analysis of the results are conducted. To overcome 

the above shortcoming, the cross validation technique is applied in these researches to obtain a 

reliable performance evaluation method for the model selection. 

Cross validation (CV) is a popular technique to obtain a reliable model [46]. The CV technique 

divides the training dataset into two parts, and they are the training part and the validation part. The 

typical CV techniques includes Leave-one-out CV, Generalized CV, K-Fold CV and so on [47]. 

K-fold CV is the most popular technique of CV techniques. It divides the whole data into K 

subsamples with approximately equal cardinality N/K samples. Each subsample successively plays 

the role of validation part, while the rest K-1 subsamples are used for train part. However, the 

selection of K has no theoretical analysis [48], and the popular value of K are set to be 3, 5 and 10. In 

this research, the five-fold cross validation is applied.  

Suppose vY  and µ
vY  denote the actual and prediction labels on the validate part, and vN  is the 

sample number of validate dataset. The accuracy of CV ( cvAcc ) is the mean of five-fold accuracy, 

and it can be shown by Eq 11. 

µ 
1 1

1
1

vNK

vcv v

k iv

Acc Y Y
N 

 
  

 
         (11) 

The cvAcc  is applied to the selection of the proper  . After finishing this selection, the 

obtained fault diagnosis classifier would be tested on a separated testing dataset, and the accuracy of 

testing dataset is the final results (Acc) of NCTE for comparison. 

5. Case studies: KAT bearing dataset 

5.1. Data description 

The KAT bearing damage dataset provided by KAT datacenter in Paderborn University [45]. 

The hardware of this experiment is shown in [45], and there are 15 datasets and they can be 

categorized as three healthy classifications as shown in Table 1. The K0-series (K001–K005) are the 

healthy condition, the KA-series (KA04, KA15, KA16, KA22, KA30) are the outer bearing ring with 

damage and the KI-series (KI04, KI14, KI16, KI18, KI21) are the inner bearing ring with damage. 

The experiments are conducted with four different operating parameters, and the operating 
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parameters are shown in Table 2. Each experiment is conducted 20 repeated and the vibrations 

signals are collected for analysis, and the sampling rate is 64 kHz. It should be noted that the damage 

of this dataset is real damages caused by accelerated lifetime test. 

Table 1. Categorization of datasets. 

Healthy (Class 1) Outer ring damage (Class 2) Inner ring damage (Class 3) 

K001 KA04 KI04 

K002 KA15 KI14 

K003 KA16 KI16 

K004 KA22 KI18 

K005 KA30 KI21 

Table 2. Four operation parameters. 

No. Rotational speed Load torque Radial force 

0 1500 0.7 1000 

1 900 0.7 1000 

2 1500 0.1 1000 

3 1500 0.7 400 

5.2. Hyper-parameter selection using CV technique 

During the experiments, the algorithm is written in python 3.5 using Tensorflow. The hidden 

neurons in the FC layers are set to be 128, the L2 regulations rate is 1e-5, m is set to be 64. The 

learning rate scheduler is the momentum optimizer and the initial learning rate is 0.005 and the 

momentum value is 0.9. The batch size is 200, and the total epoch is 40. In this research, the 

five-fold cross validation is applied for selection the proper  . The tested   are from 0 to 1 with 

the increment of 0.1. 

Table 3. The results of cross validation (Acccv) on the hyper-parameter  .  

  0 0.1 0.2 0.3 0.4 0.5 

max 98.67% 98.62% 98.71% 98.68% 98.68% 98.66% 

mean 98.52% 98.56% 98.49% 98.52% 98.62% 98.55% 

min 98.14% 98.46% 98.13% 98.21% 98.59% 98.44% 

std 0.0022 0.0006 0.0024 0.0018 0.0004 0.0009 

  0.6 0.7 0.8 0.9 1.0  

max 98.68% 98.63% 98.64% 98.64% 98.67%  

mean 98.60% 98.52% 98.47% 98.29% 98.56%  

min 98.50% 98.27% 97.98% 97.76% 98.48%  

std 0.0008 0.0016 0.0028 0.0039 0.0007  

During the cross validation process, the number of the softmax classifiers are set to be 2, and 

the effect of the   on the cross validation process is presented in Table 3 and Figure 6. From Table 
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3, it can be seen that the mean (mean), the minimum (min) and the stand deviation (std) of the Acccv 

is the best on all the values of  . Since the results of =0.4  have the best mean and std, the 

selection of   is 0.4 in this round. Figure 6 presents the mean value of Acccv along with the 

increase of  . It can be seen that the whole curve like an inverse ‘U’ type, and the peak of this curve 

is also at =0.4 . 

 

Figure 6. The effect of   on the cross validation process. 

 

Figure 7. The convergence of two classifiers and the final ensemble classifier (%). 

The convergence of two classifiers and the final ensemble classifier (NCTE) are plotted in 

Figure 7. From the results, it can be seen that both two classifiers have similar convergence speed, 

and the final ensemble classifier outperforms the two classifiers at most time. These results validate 

that the ensemble of these two classifiers can promote the performance than the individual single 

classifiers. 
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5.3. Sensibility analysis of classifier number 

The number of the classifiers is also an important hyper-parameter for NCTE. In this subsection, 

the effect of the number of classifiers on the final results is analyzed. The number of classifiers in the 

experiments are set to be 2, 3, 5, 7, 9, 11, 13, and 15. The NCTE with the large number of classifiers 

are discussed as well, and the number of classifiers are 20, 30 and 50. The baseline method is using 

the NCTE with only one number of the classifiers. 

The results in this experiment are presented in Table 4 and Figure 8. The best   of cross 

validation, Acccv, Acc and the training time are presented in Table 4. For each results, only the best 

  value and Acccv is presented. From the results, it can be seen that the best number of the 

classifiers is 13. And the Acccv is 98.73% while the performance of this version of NCTE in the 

testing dataset Acc is also the best among these methods, and it is as high as 98.72%.  

Table 4. The results of cross validation (Acccv) on the number of the classifiers. 

Number of 

classifiers 
1 (Baseline) 2 3 5 7 9 

  value - 0.4 0.8 0.5 0.4 1.0 

Acccv 98.41% 98.62% 98.65% 98.64% 98.68% 98.70% 

Acc 98.38% 98.62% 98.64% 98.63% 98.67% 98.66% 

Time 261.31 429.27 608.82 930.67 1320.73 1670.69 

Number of 

classifiers 
11 13 15 20 30 50 

  value 0.8 0.4 0.1 0.2 0.2 0 

Acccv 98.69% 98.73% 98.71% 98.69% 98.69% 98.69% 

Acc 98.67% 98.72% 98.69% 98.67% 98.67% 98.68% 

Time 1932.04 2389.01 2626.02 3447.68 4706.05 8082.40 

 

Figure 8. The training times of NCTE with different number of the classifiers (second). 

On the other side, the training time increases sharply along with the number of the classifiers, as 
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shown in Figure 8. From the Figure 8, it can be seen that the number of the classifiers should be keep 

in a proper size. A large number of classifiers don’t help to increase the final accuracy while it would 

increase the computation resource largely. However, taking the baseline into consideration, the Acc 

of baseline is only 98.41%, all NCTE variants are better than this result. 

5.4. The analysis on TL and NCL 

In this subsection, the NCTL is compared with traditional bagging method and the ResNet-50. 

The bagging is select as the k-fold bagging [1,50]. The ResNet-50 are random initialized and there 

are used to show the effect of TL. The comparison results are shown in TABLE 5. It should be noted 

that the bagging method is also based on TL, and it replace the ensemble method from NCL to 

Bagging. The ResNet-50 uses the same data-preprocessing process with NCTL, but it trained from 

the raw data without TL. 

From the results, it can be seen that the accuracy of Bagging is 98.62%, which is inferior to 

NCTL slightly. The results of ResNet-50 is 72.31%. The results show that the NCTL has better 

performance than the random initialized ResNet-50. These results show that transfer learning using 

the pre-trained ResNet-50 could provide better results than to train a new random initialized 

ResNet-50. 

Table 5. The analysis of NCTE on TL and NCL (%). 

Methods Mean Accuracy 

NCTE 98.73 

Bagging 98.62 

ResNet-50 72.31 

5.5. The results and comparison 

In order to validate the performance of the proposed NCTE, the version of NCTE with 13 

classifiers are compared with other published methods. The comparison of NCTE with traditional 

machine learning methods [49] are presented in Table 5, and the comparison of NCTE with deep 

learning methods are presented in Table 6. 

Table 6. The comparison of NCTE with traditional machine learning methods (%). 

Methods Mean Accuracy 

NCTE 98.73 

Ensemble  98.3 

CART  98.3 

RF  98.3 

BT  83.3 

SVM-PSO  75.8 

KNN  62.5 

ELM  60.8 

NN  44.2 
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In Table 6, the comparison methods are classification and regression trees (CART), random 

forests (RF), Boosted Trees (BT), neural networks (NN), support vector machines with parameters 

optimally tuned using particle swarm optimization (SVM-PSO), extreme learning machine (ELM), 

k-nearest neighbors (KNN) and their ensemble algorithms using majority voting (Ensemble). The 

details of these methods can be found in [49], and here their results are directly taken from [49]. 

From the results, it can be seen that NCTE has achieved a good result, and it outperforms all these 

traditional machine learning methods. 

Table 7 presents the comparison of NCTE with other deep learning methods. These deep 

learning methods are deep inception net with atrous convolution (ACDIN), Convolution Neural 

Networks with Training Interference (TICNN), Deep Convolutional Neural Networks with Wide 

First-layer Kernels (WDCNN), AlexNet, ResNet and convolutional neural network based on a 

capsule network with an inception block (ICN). Their results can be found in [51] and [52]. The 

results show that the prediction accuracy of ACDIN, TICNN, WDCNN, AlexNet, ResNet and ICN 

are 94.5%, 54.09%, 54.55%, 79.92%, 77.52% and 82.05% respectively. These results validate the 

performance of NCTE. 

Table 7. The comparison of NCTE with deep learning methods (%). 

Methods Mean Accuracy 

NCTE 98.73 

ACDIN 51 94.5 

TICNN 51 54.09 

WDCNN 51 54.55 

AlexNet 52 79.92 

ResNet 52 77.52 

ICN 52 82.05 

6. Conclusion 

This research presents a new negative correlation ensemble transfer learning for fault diagnosis 

based on convolutional neural network (NCTE). The main contribution of this paper are as following: 

1) On the structure aspect, the transfer learning is applied for fault diagnosis to build a deeper 

structure than traditional DL method for fault diagnosis; 2) On the training method aspect, the 

transfer learning is trained using negative correlation learning (NCL), and several softmax classifiers 

are added and trained cooperatively based on the transfer learning.3) The hyper-parameter of NCTE 

are determined by cross validation, and it could help to obtain a more reliable fault classifier. The 

proposed NCTE is conducted on the KAT Bearing Dataset, and the results show that NCTE has 

achieved good results compared with other machine learning and deep learning methods. However, 

the time consumption of NCTE increases sharply with the increase of the number of softmax 

classifiers. So it is better to keep the number of the classifiers in a proper size. 

The limitations of the proposed method may include as followings: Firstly, the time 

consumption of NCTE increases sharply with the increase of the number of softmax classifiers. 

Secondly, the imbalance of the fault data and normal data in fault diagnosis is ignored in this 

research. Based on these limitations, the future researches can be done in the following ways. Firstly, 

an improve version of NCTE can be investigated to reduce the time consumption. Secondly, the 
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imbalance data handle techniques can be combined with NCTE. 
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