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Abstract: The problem of coal spontaneous combustion prediction is very complex, and there are 

many factors that affect the prediction results. In order to solve the issues of high dimension and 

redundancy among features and limited samples in the prediction of coal spontaneous combustion, 

this paper proposes a prediction algorithm of coal spontaneous combustion based on least squares 

support vector machine and adaptive particle swarm optimization (APSO-LSSVM). The adaptive 

PSO algorithm is used to solve the problems such as high computational complexity and slow 

calculation speed of the LS-SVM model for large-scale samples, so that it can always obtain the 

optimal solution, and its training speed and accuracy are improved. This method adjusts the inertia 

weight based on the convergence degree of group and the adaptive value of an individual for 

accelerating the training speed of swarm. After that, the improved PSO is used to iteratively solve the 

matrix equations in LS-SVM. APSO-LSSVM avoids the matrix inversion, saves the internal memory 

and obtains the optimum solution. The experiment results show that this method simplifies the 

training sample, accelerates the training speed, and also offers superior classification accuracy, fast 

convergence speed and good generalization ability.  
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1. Introduction  

The coal spontaneous combustion disaster in China was very serious and caused nearly 4,000 

fire hazards due to coal spontaneous combustion. The direct economic losses of combusted coal 

amounted to billions [1]. Furthermore, the coal spontaneous combustion also caused secondary 
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disasters of gas and dust explosions, air pollution and other disasters. This helped us realize that 

effective prediction is the key to prevention and control of coal spontaneous combustion. Along with 

coal oxidation and temperature rising, it will release the corresponding indicator gases, such as CO, 

CO2, CH4, C2H6, C2H4, C2H2 and N2. Therefore, there is a very complex nonlinear relationship 

between the degree of coal spontaneous combustion and gas products. By finding out the congruent 

relationships between these indicator gases and temperature of coal, monitoring the gas products of 

coal sample reaction, temperature, oxygen consumption and other indexes, the signs of coal 

spontaneous combustion could be detected so as to predict the development trend of spontaneous 

combustion [2]. However, in the coal spontaneous combustion process, due to the limitations of 

experimental conditions, the heating rates of coal temperature are different at different stages. 

2. Related work 

The most common method for prediction of coal spontaneous combustion is the comprehensive 

evaluation method, which is predicted by machine learning methods such as cluster analysis [3], 

neural network [4] and support vector machine [5]. Among them, the support vector machines are 

based on VC dimensional theory and structural risk minimization of statistical theory, and have a 

good generalization performance for small sample learning, rendering the possibility to effectively 

and accurately do predictions. Moreover, the traditional support vector machine does not work well 

on imbalanced sample classifications [6].  

Through the proximate analysis of the composition in different coal samples, by means of the 

mathematical model of multiple regression analysis, Deng set up a regression equation to predict the 

system, the significance of the equation and its coefficient is tested, and residual analysis is carried 

out to identify the appropriateness of the equation [7]. Wang proposed a method to predict coal 

spontaneous combustion, which combines grey GM(1,1) model with Markov Model [8]. Based on 

the analysis on the seam spontaneous combustion in the coal mining face, the prediction technology 

with the support vector machine was applied to predict and analyze the spontaneous combustion 

danger of the residual coal in the goaf [9]. Paper [10] introduce fuzzy membership and least squares 

method, adopt neighborhood rough set method to reduce the dimensions of input vectors of the coal 

spontaneous combustion, and use PSO algorithm to optimize the parameters of SVM model. Then a 

fuzzy least square spherical support vector machine is presented, use sequential minimize 

optimization method to solve the quadratic programming problem, and establish a coal spontaneous 

combustion forecast model. Therefore, this paper uses the least square method, transferring learning 

and particle swarm algorithms in the support vector machine, and proposes a prediction method 

based on adaptive particle swarm optimization least squares support vector machine. 

3. LS-SVM 

3.1. LS-SVM basic theory 

The design complexity of standard SVM algorithm is related to the number of training samples. 

When the number of training samples is too large, solving the corresponding quadratic programming 

problem becomes complex and the calculation speed will be slowed down accordingly. Therefore, 

the calculation speed of standard SVM in practical application is greatly restricted. The Least Square 

Support Vector Machine (LS-SVM) algorithm can solve this kind of problem. The main difference 
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between LS-SVM and standard SVM lies in the loss function and equality constraints.  

In the structure of support vector machine, the input space of support vector machine is 

composed of original observation data, and the data of input space is mapped to high-dimensional 

feature space by kernel function. In feature space, support vector machine classifies or fits data by 

linear regression function. LS-SVM for classification is deduced as follows: Set the training set 

                      , in which       and      are input data and output data; different 

from the classical SVM. LS-SVM uses SRM criterion to construct the minimum objective function 

and its constraint conditions as follows [11]: 
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Wherein,   is the weight vector,   is the constant,   is the constant deviation.  

In order to solve the optimization problem of equation (1), we translate it into the following 

system of linear equations.  
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Wherein,               ,                    ,   is an identity matrix,   
         

                   ,                     
      , are the kernel functions 

satisfying the Mercer condition,                   . Then the classification decision function 

of LS-SVM is [12]:  

                 
 
             

                         

 (3)                             

 

Equation (2) is rewritten into a matrix equation     ,   is solved via the least squares 

method in the LS-SVM algorithm, so an   inversion is required. However, for large-scale problems 

in practical engineering, the dimensions of     are larger, so it is difficult to realize the process of 

matrix inversion [13]. Therefore, we can solve the matrix equation by the iterative computation of a 

PSO algorithm. 

3.2. Multi-classification LS-SVM 

The LS-SVM algorithm is initially designed for binary classification problems. In handling 

multi-class problems, it needs to construct a proper multi-class classifier. At present, the method for 

constructing the LS-SVM multi-class classifier is mainly to combine multiple binary classifiers to 

realize the construction of a multi-class classifier. The common methods are one to one and one to 

many [14]. The method of one to one is to design a LS-SVM between any two categories of samples. 

Thus, it needs   LS-SVM for          categories of samples. In classifying an unknown 

sample, the category with the most votes shall be the category for it. It needs to traverse all the 

classifiers for the method, which is complex in training and low in classification effectiveness. In the 

training of the method of one to many, it needs to organize the samples of some kind of category as 

one category, and the remaining samples are the other category. Therefore, samples of   categories 

will construct   LS-SVM. In the classification, the unknown sample is classified as the category 

with a maximum classification function value. Compared with the one to one method, the method 

greatly reduces the necessary classifiers for training and enhances the training speed. 
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4. LS-SVM algorithm based on an adaptive particle swarm optimization 

4.1. Adaptive particle swarm optimization algorithm 

The PSO Algorithm is an evolutionary computation suggested in 1995 by Doctor Eberhart and 

Doctor Kennedy of Purdue University as inspired by observing bird foraging behavior. The basic 

idea is to seek for the optimal solution through cooperation and information sharing between 

individuals among a group. That is, the system shall initialize a group of random particles, and find 

out the optimal solution by iteration. In every iteration, the particle updates itself by tracking two 

"extreme values". After finding the two optimal values, the particle will adjust its speed in every 

dimensional space and calculate its new position [15,16]. The particle evolution formula is 
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In which the             ,   
  indicates the speed of the particle in the   time(s) of the 

iteration,   
  indicates the position of the particle in the   time(s) of iteration, and   

  indicates the 

individual extreme of the particle in the   time (s) iteration.   
 

 
indicates the present global extreme 

point of the swarm in the   time(s) of iteration,   is the inertia weight factor, and the constant 

      is the acceleration factor.  

From the model of PSO algorithm, if the acceleration factor       or the inertia weight 

factor   are with a bigger value, the particle swarms may miss the optimal solution, which will result 

in a non-convergence of the algorithm [17,18]. And even in convergence, if the tracking of the 

particle is the process of gradual convergence of the particle swarm, all the particles will tend to the 

optimal solution, which will cause an immature convergence, resulting in a rate of convergence in 

the later period of the algorithm to slow down and the decline in precision.  

For this situation, the adjustment strategy is, if the search space dimension is large, in order to 

enhance the global search ability, the inertia weight should be increased appropriately; while the 

search space dimension is small, the inertia weight should be reduced appropriately to ensure the 

search efficiency of the algorithm. When adjusting the inertia weight, the balance between the search 

ability and the search efficiency should be achieved. To solve the problem, we can adjust the inertia 

weight factor   and add the constraint factor  .We can introduce the source field factor and target 

domain factor by transferring learning [19], etc., to improve the basic model and obtain the 

self-adaptive PSO model:   
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In which the           ,         
   ,    become the target domain factors, and the 

     is the source field factor. In particular, when        and     , PSO is a special condition 
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of the APSO. From the perspective of psychology, the usage of knowledge of the source domain 

means the accumulation of the individual search experience of the particle, which is in favor of the 

quicker convergence of the algorithm.   

The adjustment of the inertia weight factor   can be done according to the advantages and 

disadvantages of the fitness of the particles. That is, in the initial stage of the algorithm, give   a 

bigger positive value to obtain a better global searching ability; while in the later stage of the 

algorithm, give   a smaller value to make the algorithm easier for convergence. The method 

suggested in the text may adjust the   dynamically according to the degree of convergence and 

individual fitness of the swarm. The specific method is shown as follows:  

When            , the particles meeting the condition are the ordinary particles in the swarm, 

which have good global optimizing capacity and local optimizing capacity. The inertia weight   is 

changed as the following formula with the searching:  

                  
      

    
                        (7)

 

In which the      is the maximum value   in the beginning of search, which is 0.9.      is 

the minimum value   in the end of search, which is 0.2.   are the steps needed in the iteration, and 
     are the maximum times of iteration.  

When            , the particles meeting the condition are the better particles in the swarm, 

which are close to the global optimal, so they shall be given with a smaller inertia weight to 

accelerate the convergence to the global optimum. The inertia weight   is changed as depicted in the 

following formula with the searching:  

             
           

           
 

                        (8) 

In which the      is the minimum value   in the end of search, which is 0.2. The better the 

adaptive value of the particles, the smaller the inertia weight, which is beneficial to the local 

optimization. 

4.2. Steps of the APSO-LSSVM algorithm 

The text suggests that the LS-SVM algorithm is based on self-adaption, which may translate the 

solution of the least squares of the matrix equation      into the self-adaptive PSO algorithm for 

an iterative solution. In this way, a matrix inversion may be avoided, which ensures the convergence 

of the algorithm, accelerates the calculation speed, and enhances the solution accuracy. The process 

is as follows:  

Step 1: Choose the proper training samples    and test the samples for pretreatment. 

Step 2: Initialize the parameters of the particle swarm, including the speed and location of the 

particle. Set the parameters of the particle swarm, and    randomly produces   particles in space 

             to form the initial swarm     . The initial speed                 of the randomly 

produced particle forms the speed matrix     . The initial value of the optimal value of every 

particle is the initial value of   . 

Step 3: Train LS-SVM with training samples to calculate the adaptive value      of every 
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particle, and the formula of fitness function is:       
 

 
        

  
    

In the formula,    is the actual value of the   sample,    is the predicted value of the    

sample, and the   is the amount of the test sample. According to the fitness value of the particle, 

update     and    ; 

Step 4: for each particle, we compared the current fitness      with the fitness       of the best 

historical position. If            , then      , and we adjust   according to Eq. (6). We 

compare the current fitness       of all the particles of the group with the fitness       of the best 

position of the group. If            , then      , and adjust   according to Eq. (8). 

Step 5: According to the improved PSO model    
      

    , update the velocity and position of 

the particle to produce a new population        for     to  ,  
Step 6: Determine whether the velocity vector meets the constraints              , and 

if not, adjust in accordance with the Eq. (6). 

Step 7: Determine whether the fitness value meets the requirements or whether the maximum 

number of iterations has been reached. If the stop condition is satisfied, optimization ends, and the 

global optimal particle will be mapped to the optimized LS-SVM model parameters. Otherwise   
   , and go to Step 3. 

Step 8: The LS-SVM is solved by using the training sample data and the parameters obtained in 

Step 7 to obtain the least squares solution of the matrix equation. That is, the optimal parameters    

and   are in the corresponding Eq.(2).  

The APSO-LSSVM algorithm flow chart is as follows: 

Collection and handling 

of samples

Initialize the particle 

swarm

Evaluate the fitness of 

each particle 

Update the individual and global 

extremum according to the 

fitness of each particle

Update the velocity and 

position of the particle

Whether the 

termination condition 

has been met?

Output the optimal 

solution

LS-SVM modeling

N

Y

 

Figure 1. Algorithm flow chart. 
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4.3. Convergence test 

In order to verify the performance of APSO-LSSVM, three common Benchmark functions are 

selected as test functions. Rosenbrock is a single-peak function, search space is [−100,100]
D
, 

Schwefel and Penalized are two-peak functions, and search space are [−500,500]
D
 and [−50,50]

D
, 

respectively. Figure 2 shows the convergence curves of three test functions optimized by 

different algorithms.  

       

（a）Rosenbrock function               （b）Schwefel function 

 

（c）Penalized function 

Figure 2. Convergence contrast diagrams of three test functions. 

It can be seen that APSO-LSSVM performs very well on all three functions. Since the adaptive 

strategy is adopted in the algorithm, the ability of the population to jump out of the local optimum 

and improve the accuracy of the solution can be improved while effectively maintaining the diversity 

of the population. 

5. Experiments and analysis 

5.1. Experimental setting 
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In 2013, coal samples from a certain coalmine in Hebi have been collected, and have carried out 

a spontaneous ignition test of the coal, and collected the sample data. We forecast the development 

trends of spontaneous ignition of coal by analyzing the characteristic parameters such as the 

concentration, ratio and occurrence rate of the indicator gas produced during the spontaneous 

ignition of coal. The process of coal spontaneous combustion can be generally divided into 3 

stages [2]: the preparation period, the spontaneous heating period and the burning period. In order to 

better predict the state of coal spontaneous combustion, the spontaneous heating period can be 

further divided into 3 stages: early, mid-term and the later period of spontaneous heating.  

C-SVM, LS-SVM, PSO-LSSVM and APSO-LSSVM algorithms were used to predict the 

degree of danger. The experiment uses the MATLAB 2010 version for programming with a 2.19GHz 

CPU and 2GB of memory.  

To improve the accuracy of the sample, it will first be normalized to avoid the effects of 

singular point data on the performance of the Support Vector Machine. Set the size of the particle 

swarm to 25, the solution space to 350 dimensions, the maximum number of iterations to 1000, the 

acceleration factor        , initial      . The regularized parameter       , the width 

parameter of the radial basis function        , and establish 5 LS-SVM classifiers. 

5.2. Experimental results and analysis 

Test data samples with the prediction model obtained by iteration of the adaptive PSO, establish 

standard support vector model C-SVM, LS-SVM model and LS-SVM model of a standard PSO, and 

we compared the results with the predicted results proposed in this article. The C-SVM model adopts 

the radial basis function. The inertia weight   in the LS-SVM model of the standard PSO is 

constant. The correlation curve of the training time is shown in Figure 3, and the range of the number 

of training sample data is [50,300]. The testing time of the prediction of accuracy is shown in Figure 

4. The range of the number of testing samples is [50,300], and the number of testing samples is 300. 

The correlation curve of the prediction of accuracy is shown in Figure 5. The range of the number of 

training samples is [50,300]. The number of testing samples is 300. 

     

Figure 3. Correlation curve of training time. 
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Figure 4. Correlation curve of testing time.  

  

Figure 5. Correlation curve of the prediction of accuracy. 

It can be seen from the above response curves. As the number of training samples increases, the 

training time of 4 kinds of classification algorithms have been obviously increased. However, the 

training time of APSO-LSSVM is significantly shorter than that of C-SVM, LS-SVM and 

PSO-LSSVM, which proves that APSO-LSSVM has good adaptability to test conditions and the 

environment of the number of different samples and fast learning process. In terms of testing time, 

the processing time of 4 algorithms increases linearly with the increase of the number of test samples.  

However, the processing time of APSO-LSSVM is obviously shorter than that of C-SVM, LS-SVM 

and PSO-LSSVM and APSO-LSSVM, showing a good ability of real-time processing of 

APSO-LSSVM. Under the same conditions, the accuracy of classification of the 4 kinds of 

algorithms also increases with the increase of the number of training samples. However, the 

accuracy of APSO-LSSVM is slightly higher than that of C-SVM, LS-SVM and PSO-LSSVM. It 

can be seen that the adaptive PSO algorithm has obtained higher accuracy during the iteration 

process of the matrix.  
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Secondly, in order to test the performance of 4 kinds of algorithms and predict the accuracy of 

the results with the distribution of different samples, we selected coal samples of different coalmines 

for the test of spontaneous ignition to obtain the second group of sample data. We established the 

prediction model with different numbers of training samples. The test parameters respectively are as 

follows: training time, testing time, accuracy prediction and performance test, which are shown in 

Table 1.The test parameters respectively are as follows: training time, testing time, accuracy 

prediction and performance test, which are shown in Table 2. 

Table 1. Experimental sample data. 

 Data set Class 1 CLASS 2 CLASS 3 Class 4 Class 5 

Frist Group Training Sample 55 67 59 67 62 

Test sample 33 48 31 43 45 

Second group Training Sample 35 40 36 31 36 

Test sample 21 31 24 19 25 

 

Table 2. Comparison of algorithm performance. 

 
Algorithm Training time (s) Test time(s) 

Forecast accuracy 

(%) 

Frist group C-SVM 0.282 0.325 82.38 

LS-SVM 0.237 0.267 84.23 

PSO-LSSVM 0.185 0.192 88.93 

APSO-LSSVM 0.108 0.145 91.07 

Second group C-SVM 0.188 0.253 83.57 

LS-SVM 0.145 0.226 85.76 

PSO-LSSVM 0.112 0.170 89.25 

APSO-LSSVM 0.073 0.104 92.12 

 

As seen from the statistical results of the performance test of different coal sample data in two 

regions that the training and testing time consumption of APSO-LSSVM are significantly smaller 

than those of C-SVM, LS-SVM and PSO-LSSVM, which proves that APSO-LSSVM has 

competitive advantages in dealing with relatively complex issues and issues requiring higher 

real-time performance. The accuracy of the training set and testing set of APSO-LSSVM is slightly 

higher than that of C-SVM, LS-SVM and PSO-LSSVM, and APSO-LSSVM has a relatively small 

error, which shows it has a better classification effect. 

Next, we consider the problem of time complexity. Assuming the complexity of training a 

classifier is    and updating a training sample is   , the time complexity of C-SVM, LS-SVM, 

PSO-LSSVM and APSO-LSSVM can be approximated to 

                      
                                                                     . The 

average training time of the four algorithms is compared in Figure 6. 
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Figure 6. Time cost comparison on different methods. 

In order to have objective and scientific comparison results, hypothesis testing is used on the 

experimental results. Let the variable             denote the classification error rate of 

APSO-LSSVM, PSO-LSSVM, LS-SVM and C-SVM algorithms, respectively. Since the value of 

            is subject to many random factors, we assume that they submit to normal 

distribution,           
            . Now, we compare the random variable mean of these 

algorithms,              . The smaller the    is, the lower the expected classification error rate is, 

and the higher the efficiency is. Because the sample variance is the unbiased estimation of the overall 

variance, the sample variance value is used as an estimate of the generality variance. In this 

experiment the significance level   sets as 0.01.  

Table 3. Hypothesis testing for experimental results. 

Hypothesis         
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Rejection region                                           

Value of the statistic                                 

Conclusion                            

 

Table 3 shows the comparison process on    and other parameters. We can see that, the 

expectations of prediction accuracy in APSO-LSSVM is far below than other algorithms. 

5.3. Results of UCI database 

In order to verify the effectiveness of the algorithm, the data is tested using the Wine dataset and 

the Iris dataset in the UCI database. Wine dataset contains 3 types of samples, a total of 178 samples. 

89 are selected as training samples and 89 are used as test samples. The Iris data set contains 3 types 
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of samples, a total of 150 samples. This article selects 75 samples as training samples and 75 as test 

samples. In order to improve the accuracy of the sample, the sample was first normalized to [0, 1], 

support vector machine uses C-SVM, and kernel function uses Gauss radial base kernel function. 

The training process uses K-fold cross verification to test the accuracy of the judgment sample. 

Learning factors        , and number of particles     , maximum number of iterations   
   , inertial weights    . 

Table 4. Data test results. 

Dataset Parameter 

  

Parameter 

  

Time of 

parameter 

optimization 

Training 

sample 

accuracy 

Test sample 

accuracy 

Range of 

parameter 

  

Range of 

parameter 

  

Wine 68.94 0.01 20.36s 96.85% 95.34% [0.1,1000] [0.01,1000] 

Iris 100 0.01 13.32s 97.80% 98.10% [0.1,1000] [0.01,1000] 

6. Conclusion 

The problem of coal spontaneous combustion prediction is very complex, and there are many 

factors that affect the prediction results. The LS-SVM algorithm based on adaptive PSO optimization 

proposed in this paper uses the LS-SVM algorithm to solve problems such as small samples, 

non-linear, high dimension and local very small points. The adaptive PSO algorithm is used to solve 

the problems such as high computational complexity and slow calculation speed of the LS-SVM 

model for large-scale samples, so that it can always obtain the optimal solution, and its training speed 

and accuracy are improved. In the coal spontaneous combustion experiment, the training and testing 

time consumption of the proposed method are significantly smaller than those of the remaining 

examined methods, which proves that APSO-LSSVM has competitive advantages in dealing with 

relatively complex issues and issues requiring higher real-time performance. The accuracy of the 

training set and testing set of APSO-LSSVM is slightly higher than that of the remaining 

examined methods, and APSO-LSSVM has a relatively small error, which shows it has a better 

classification effect. 

7. Future work 

On the basis of this article, there are still the following aspects to be studied. 1) How to more 

accurately solve the problem of unbalanced data in SVM requires further research. At the same time, 

the parameter selection problem of SVM is supported. Although the PSO is used to solve the 

problem to a certain extent, the parameters sought are only optimal for the relative training set. How 

to obtain the parameters in theory is a direction of research at present. 2) PSO will encounter a local 

optimal situation, so that the obtained parameters are not global optimal, but sub-optimal. How to 

obtain the global optimal solution more stably and efficiently for particles will be studied as the next 

step. 3) The prediction in this paper is only based on the index gas and does not combine with the 

surrounding environmental factors. In order to improve the effect of this model in practical 

application, the next step will comprehensively consider other factors, so that this model in practice 

to give full play to its advantages. 
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