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Abstract: In this paper, we propose an SIS-type reaction-diffusion equations, which contains both
direct transmission and indirect transmission via free-living and spatially diffusive bacteria/virus in the
contaminated environment, motivated by the dynamics of hospital infections. We establish the basic
reproduction number R0 which can act as threshold level to determine whether the disease persists or
not. In particular, if R0 < 1, then the disease-free equilibrium is globally asymptotically stable, whereas
the system is uniformly persistent for R0 > 1. For the spatially homogeneous system, we investigate
the traveling wave solutions and obtain that there exists a critical wave speed, below which there has no
traveling waves, above which the traveling wave solutions may exist for small diffusion coefficient by
the geometric singular perturbation method. The finding implies that great spatial transmission leads to
an increase in new infection, while large diffusion of bacteria/virus results in the new infection decline
for spatially heterogeneous environment.

Keywords: spatial heterogeneity; diffusion; basic reproduction number; threshold dynamics;
traveling wave solution

1. Introduction

It is known that some bacteria or virus, who can survive and remain viable out of hosts for certain
time, have posed a great threat to the public health. For example, transmission of methicillin-resistant
Staphylococcus aureus (MRSA) and multidrug-resistant Acinetobacter baumannii (MRAB) were ob-
served in an intensive care unit (ICU) of a hospital in China [1–5]. There is evidence showing that
strains of MRSA or MRAB can remain viable on dust particles or skin scales for many weeks or
months [6], and consequently are important causes of infection. Hence, investigating the effect of in-
direct transmission via free-living bacteria/virus in the disease evolution plays an important role in the
control of hospital infection. Many mathematical models have been proposed to analyse the transmis-
sion dynamics of hospital infection [7–15]. Wang et al. [13] proposed a mathematical model including
both direct and indirect transmission routes, and obtained that environmental contamination was a
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threat to hospital infection and free-living bacteria/virus in the environment could promote transmis-
sion and initiate infection even if an infection had died out among health-care workers and patients.
However, free-living bacteria/virus can disperse in an ICU or the whole ward with air movement, which
is neglected in most mathematical models. Thus, it remains challenging to accurately describe diffu-
sion process of bacteria/virus and investigate the transmission dynamics of free-living bacteria/virus in
the contaminated environment on disease infection, which provides the motivation for our study.

Many reaction-diffusion equations are formulated to investigate the roles of diffusion and spatial
heterogeneity on the transmission of diseases [16–25]. The classic susceptible-infected-susceptible
(SIS) reaction-diffusion disease system with spatial heterogeneity was investigated by Allen et al. [16].
Then the model was extended to include periodic coefficients [21, 24] or heterogeneous environments
diffusion rate [25, 26] or advection rate [27–29] or a linear source term [30] or various incidence
[17, 22, 31]. Meanwhile, there are a number of within-host viral dynamic models which represent
interactions of free virus particles and targeted cells [32, 33] and their mobility [34–42]. Some models
introduced the random mobility for viruses [38], some let part parameters be location dependent [34],
while other allowed all parameters be space dependent [37, 40]. In order to investigate the effect of
spatial heterogeneity and distinct diffusion rates on the dynamics of the model, Wu and Zou [41]
proposed a model which describes distinct dispersal rates for the susceptible and infected hosts, while
keeping the virus unmove. These reaction-diffusion equations are formulated to model transmission
dynamics of disease/virus either on population level or on individuals level. Little remains unclear for
investigation of both between- and within-host dynamics.

The main purpose of this study is to consider the transmission dynamics at the population level and
viral dynamics at the individual level motivated by hospital infection, and examine effect of diffusion of
free-living bacteria/virus in the contaminated environment on transmission dynamics. We then propose
the following reaction-diffusion equations with only bacteria/virus dispersing

∂S
∂t = A − β(x)S I − ν(x)S W − dS + γI, x ∈ Ω, t > 0,
∂I
∂t = β(x)S I + ν(x)S W − dI − γI, x ∈ Ω, t > 0,
∂W
∂t = ∇ · (D(x)∇W) + eI − cW, x ∈ Ω, t > 0,

(1.1)

where S (x, t), I(x, t) and W(x, t) are the densities of susceptible patients, infectious patients and free
bacteria/virus at position x at time t, respectively. A is the recruitment rate of susceptible patients,
β(x) is the disease transmission rate between the susceptible and the infected individuals, ν(x) is the
disease transmission rate between the susceptible and the environmental virus, d is the natural death
rate and γ is the recovery rate, D(x) is the space dependent diffusion coefficient of bacteria/virus, e
is the shading rate and c is rate of clearance, we assume all parameters are positive. We impose the
Neumann boundary conditions and nonnegative initial conditions for model (1.1):

∂W
∂n

= 0, x ∈ ∂Ω, t > 0, (1.2)

(S (x, 0), I(x, 0),W(x, 0)) = (S 0(x), I0(x),W0(x)) ≥,. 0, x ∈ Ω. (1.3)

We shall analyse the well-posedness and threshold dynamics of the proposed system. The basic repro-
duction number is established and proved to be a threshold value for disease persistence in section 2.
In section 3, we prove the existence and non-existence of the traveling wave solutions. In section 4,

Mathematical Biosciences and Engineering Volume 16, Issue 4, 2852–2874.



2854

numerical simulations shall be performed to study the influence of spatial heterogeneous and diffusion
rate on the basic reproduction number. We then give a brief discussion in section 5.

2. Dynamics of the model

In this section, we analyse the well-posedness and the threshold dynamics of system (1.1)-(1.3).

2.1. Well-posedness of the system

Let X = C(Ω̄,R3) be the Banach space with the supremum norm ‖ · ‖X, X+ = C(Ω̄,R3
+).

Then (X,X+) is an ordered Banach space. Define T1(t)ϕ1 = e−dtϕ1, T2(t)ϕ2 = e−(d+γ)tϕ2, and let
T3 : C(Ω̄,R)→ C(Ω̄,R) be the C0 semigroups associated with ∇ · (D(x)∇) − c subject to the Neumann
boundary condition, namely,

(T3(t)ϕ3)(x) =

∫
Ω

G(x, y, t)ϕ3dy,

where t ≥ 0, ϕ = (ϕ1, ϕ2, ϕ3) ∈ X, G is the Green function associated with ∇ · (D(x)∇) − c subject to
the Neumann boundary condition. Then T3(t) : C(Ω̄,R) → C(Ω̄,R) is compact and strongly positive
for each t > 0 by [43, Corollary7.2.3].

Define F = (F1, F2, F3) : X+ → X by

F1(ψ)(x) = A − β(x)ψ1ψ2 − ν(x)ψ1ψ3 + γψ2,

F2(ψ)(x) = β(x)ψ1ψ2 + ν(x)ψ1ψ3,

F3(ψ)(x) = eψ2,

where ψ = (ψ1, ψ2, ψ3) ∈ X+. Then (1.1)-(1.3) can be rewritten as the following integral equation:

u(t) = T (t)ψ +

∫ t

0
T (t − s)F(u(s))ds, (2.1)

where u(t) = (S (t), I(t),W(t))T , T (t) = diag(T1(t),T2(t),T3(t)).
We observe that the subtangential conditions in [44, Corollary4] are satisfied. Then we get the

following result.

Lemma 2.1. For every initial value function ψ ∈ X+, system (2.1) has a unique noncontinuable solution
u(·, t, ψ) ∈ X+ on [0, τψ) where 0 < τψ ≤ +∞. Moreover, if τψ < +∞, then lim

t→τ−ψ
‖ u(t) ‖X= ∞.

Now, we will show the global existence and uniform boundedness of solutions of system (1.1)-(1.3).

Lemma 2.2. For every initial value function ψ ∈ X+, system (1.1)-(1.3) has a unique solution u(·, t, ψ) ∈
X+ on [0,∞), and solutions of (1.1)-(1.3) are uniformly bounded and ultimately bounded.

Proof. Let N(x, t) := S (x, t) + I(x, t). Then N(x, t) satisfies

∂N(x, t)
∂t

= A − dN, x ∈ Ω, t > 0,
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It then follows that N(x, t) is uniformly bounded, and hence, S (x, t), I(x, t) are uniformly bounded.
Again by the comparison principle, we know that W(x, t) is uniformly bounded. It is easy to see that
lim
t→∞

N(x, t) = A
d uniformly for x ∈ Ω̄. Then there exist 0 < ε0 � 1 and t̄ > 0 such that

S (·, t) + I(·, t) = N(·, t) ≤ (1 + ε0)
A
d
, ∀t ≥ t̄.

Hence,

S (·, t) ≤ (1 + ε0)
A
d
, I(·, t) ≤ (1 + ε0)

A
d
, ∀t ≥ t̄. (2.2)

This implies that S (·, t) and I(·, t) are ultimately bounded(point dissipative).
From (2.2) and the third equation of (1.1), we obtain that∂W

∂t ≤ ∇ · (D(x)∇W) + e(1 + ε0) A
d − cW, x ∈ Ω, t > t̄,

∂W
∂n = 0, x ∈ ∂Ω, t > t̄.

It follows from the comparison principle and [45, Lemma1] that there exist a t̃ > t̄ > 0 such that

W(x, t) ≤ (1 + 2ε0)
eA
cd
, ∀t ≥ t̃. (2.3)

Therefore, W(x, t) is ultimately bounded. �

The following Lemma will play an important role in establishing the persistence of (1.1)-(1.3).

Lemma 2.3. Suppose u(x, t, ψ) is a solution of system (1.1)-(1.3). Then for any ψ ∈ X+, S (x, t, ψ) >
0, I(x, t, ψ) > 0, W(x, t, ψ) > 0,∀x ∈ Ω̄, t > 0. Furthermore, lim inf

t→∞
S (x, t, ψ) ≥ m(x), where m(x) is a

strictly positive function on Ω̄.

Proof. We prove I(x, t, ψ) > 0 by contradiction, suppose there exist x̂ ∈ Ω̄ and t̂ > 0 such that I(x, t) > 0
on Ω × (0, t̂) and I(x̂, t̂) = 0 and ∂I(x̂,t̂)

∂t < 0. Then from the third equation of (1.1), we know that W
satisfies the following inequality:∂W

∂t ≥ ∇ · (D(x)∇W) − cW, x ∈ Ω, t ∈ (0, t̂],
∂W
∂n = 0, x ∈ ∂Ω, t ∈ (0, t̂].

It follows from the strong maximum principle [46, p.172,Theorem4] and the Hopf boundary lemma
[46, p.170,Theorem3] that W(x, t) ≥ 0 on Ω × [0, t̂]. Then from the second equation of (1.1), we get
∂I(x̂,t̂)
∂t ≥ 0, a contradiction. Thus, I(x, t) > 0 for ∀x ∈ Ω̄, t > 0. We can use the above equation again and

the strong maximum principle and the Hopf boundary lemma to obtain the positivity of W. Then from
the first equation of (1.1), we can easily get that S (x, t, ψ) > 0,∀x ∈ Ω̄, t > 0, for any ψ ∈ X+. Denote
M := (1 + ε0) A

d , M̂ := (1 + 2ε0) eA
cd . From (2.2) and (2.3), it follows that I(·, t) ≤ M, W(·, t) ≤ M̂,∀t ≥ t̃.

Again from the first equation of (1.1), we obtain that

∂S
∂t
≥ A − (β(x)M + ν(x)M̂ + d)S , x ∈ Ω̄, t > t̃.

By [24, Theorem2.2.1] and the comparison principle, we obtain that

lim inf
t→∞

S (x, t, ψ) ≥
A

β(x)M + ν(x)M̂ + d
, ∀x ∈ Ω̄.

�
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Now, we will establish the existence of the global attractor of system (1.1)-(1.3). To this end, we
first define the solution semiflow Ψt : X+ → X+ associated with (1.1)-(1.3) by

Ψt(ψ) = u(·, t, ψ), ∀t ≥ 0,

where u(·, t, ψ) is the solution of (1.1)-(1.3) with u(·, 0, ψ) = ψ ∈ X+. Noting that (2.2) and (2.3) hold,
we let

U = {(S , I,W) ∈ R3
+ : 0 ≤ S + I ≤ M, 0 ≤ W ≤ M̂}.

Then Ψt(ψ) ∈ U, ∀t ≥ t̃, ψ ∈ X+.
Obviously, M and M̂ are upper solutions of systems

∂N(x, t)
∂t

= A − dN, x ∈ Ω, t > 0.

and ∂W
∂t = ∇ · (D(x)∇W) + eA/d − cW, x ∈ Ω, t > 0,
∂W
∂n = 0, x ∈ ∂Ω, t > 0,

respectively. Then by the comparison principle, U is positively invariant for Ψt, namely, for ∀t ≥
0, ψ ∈ U, Ψt(ψ) ∈ U.

Note that the solution semiflow Ψt is not compact due to the lack of diffusion terms for the first
two equations in system (1.1). In order to solve this problem, we introduce the Kuratowski measure of
noncompactness κ(see [47]), which is described as

κ(D) := inf{r : D has a finite cover of diameter r}

for any bounded set D. We set κ(D) = ∞ whenever D is unbounded. It is easy to see that D is
precompact(i.e., D̄ is compact) if and only if κ(D) = 0.

For convenience, we let

f1(x, S , I,W) = A − β(x)S I − ν(x)S W − dS + γI,

f2(x, S , I,W) = β(x)S I + ν(x)S W − dI − γI,

f3(x, I,W) = eI − cW.

Then (1.1)-(1.3) can be rewritten as follows

∂S
∂t = f1(x, S , I,W), x ∈ Ω, t > 0,
∂I
∂t = f2(x, S , I,W), x ∈ Ω, t > 0,
∂W
∂t = ∇ · (D(x)∇W) + f3(x, I,W), x ∈ Ω, t > 0,
∂W
∂n = 0, x ∈ ∂Ω, t > 0,
(S (x, 0), I(x, 0),W(x, 0)) = (S 0(x), I0(x),W0(x)) ≥ 0, x ∈ Ω.

For u = (S , I), w = W, we impose the following assumption: there exists a constant r̂ > 0 such that

xT

[
∂f(x,u,w)

∂u

]
x ≤ −r̂xT x, ∀x ∈ R2, x ∈ Ω, (u,w) ∈ U, (2.4)
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where f(x,u,w) := ( f1(x, S , I,W), f2(x, S , I,W)). It is easy to see that (2.4) is equivalent with the
following inequality.

x
(
−β(x)I − ν(x)W − d −β(x)S + γ

β(x)I + ν(x)W β(x)S − d − γ

)
x ≤ −r̂xT x, ∀x ∈ R2, x ∈ Ω, (u,w) ∈ U.

Lemma 2.4. Let (2.4) hold. Then Ψt is κ-contracting in the sense that

lim
t→∞

κ(ΨtD) = 0

for any bounded setD ∈ X+, where κ is the Kuratowski measure of noncompactness as defined above.

Proof. By the similar method as in [48, Lemma 4.1], we can prove that Ψt is asymptotically compact
onD in the sense that for any sequences ψn ∈ D and tn → ∞, there exist subsequences ψnk and tnk → ∞

such that Ψtnk
(ψnk) converges in C(Ω̄,R3) as k → ∞. Then it follows from [49, Lemma23.1(2)] that

the omega-limit set ofD : ω(D), is nonempty, compact, invariant in X+ and ω(D) attractsD. In view
of [50, Lemma 2.1(b)], we obtain that

κ(Ψt(D)) ≤ κ(ω(D)) + δ(Ψt(D), ω(D)) = δ(Ψt(D), ω(D))→ 0 as t → ∞.

�

By Lemma 2.2, Ψt is point dissipative on X+ and the positive orbits of compact subsets of X+ for
Ψt are bounded. By Lemma 2.4, lim

t→∞
κ(ΨtD) = 0 for each subsetD of X+. Then by [50, Theorem2.6],

we have the following results.

Theorem 2.5. Suppose (2.4) hold. Then Ψt has a global attractor on X+.

2.2. Threshold dynamics of the system

In the following, we investigate the basic reproduction number and the threshold dynamics for
the system (1.1)-(1.3). We easily know that the system (1.1)-(1.3) admits a disease-free equilibrium
E0 = (S̄ , 0, 0), where S̄ = A

d . Let R(x) := β(x)S̄
d+γ

, which represent the local basic reproduction number
for infected-to-susceptible infection at position x ∈ Ω. We make the assumption that for all x ∈ Ω,
R(x) < 1, which means the infection can not be endemic only by infected-to-susceptible infection.
Linearizing the system at E0 gives the following equations:

∂u2
∂t = (β(x)S̄ − d − γ)u2 + ν(x)S̄ u3, x ∈ Ω, t > 0,
∂u3
∂t = ∇ · (D(x)∇u3) + eu2 − cu3, x ∈ Ω, t > 0,
∂u3
∂n = 0, x ∈ ∂Ω, t > 0.

(2.5)

Let Q(t) be the solution semiflows on C(Ω̄,R2) associated with the linear system (2.5). It is easy to see
that Q(t) is a positive C0-semigroup on C(Ω̄,R2), and its generator B can be written as

B =

(
β(x)S̄ − d − γ ν(x)S̄

e ∇ · (D(x)∇) − c

)
.

Note that B is a closed and resolvent-positive operator.
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Let ui(x, t) = eλtφi(x), i = 2, 3 in (2.5), we obtain the following eigenvalue problem:
(β(x)S̄ − d − γ)φ2 + ν(x)S̄φ3 = λφ2, x ∈ Ω,

∇ · (D(x)∇φ3) + eφ2 − cφ3 = λφ3, x ∈ Ω,
∂φ3
∂n = 0, x ∈ ∂Ω.

(2.6)

Lemma 2.6. Suppose s(B) is the spectral bound of B, then s(B) is the principal eigenvalue of (2.6)
with a positive eigenfunction.

Proof. Define an one-parameter family of linear operators Lλ = ∇ · (D(x)∇) − c +
eν(x)S̄

λ−β(x)S̄ +d+γ
, ∀λ >

βS̄ − d − γ, where β = min
x∈Ω̄

β(x). Let C = e ·min
x∈Ω̄

ν(x) · S̄ > 0, and let λ1 be the principal eigenvalue of

the elliptic eigenvalue problem: ∇ · (D(x)∇φ) − cφ = λφ, x ∈ Ω,
∂φ

∂n = 0, x ∈ ∂Ω,

with a positive eigenfunction φ∗. Set

λ0 :=
λ1 + βS̄ − d − γ +

√(
βS̄ − d − γ − λ1

)2
+ 4C

2
.

Since C > 0, we have λ0 > βS̄ − d − γ. It then follows that

Lλ0φ
∗ = ∇ · (D(x)∇φ∗) − cφ∗ +

eν(x)S̄
λ0 − β(x)S̄ + d + γ

φ∗

≥ λ1φ
∗ +

C
λ0 − βS̄ + d + γ

φ∗

= λ0φ
∗.

Thus, eλ0tφ∗(x) is a subsolution of the integral form of the linear system ut = Lλ0u. By [23, Theorem
2.3(i)], we know that problem (2.6) has an eigenvalue with geometric multiplicity one and a positive
eigenfunction. �

Let Φ(t) be the solution semiflow on C(Ω̄,R2) associated with the following system
∂P2
∂t = −(d + γ)P2, x ∈ Ω, t > 0,
∂P3
∂t = ∇ · (D(x)∇P3) + eP2 − cP3, x ∈ Ω, t > 0,
∂P3
∂n = 0, x ∈ ∂Ω, t > 0.

Define

F(x) :=
(
β(x)S̄ ν(x)S̄

0 0

)
.

Suppose the distribution of initial infection described by ψ(x) := (ψ2(x), ψ3(x)). Then Φ(t)ψ is the
distribution of those infective members under the influence of mobility, mortality, and transform. Thus
the distribution of new infections at time t is F(x)Φ(t)ψ(x).
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Denote the total distribution of new infections as

L(ψ)(x) :=
∫ ∞

0
F(x)Φ(t)ψ(x)dt.

Following the idea of next generation operators, we define the spectral radius of L as the following

R0 := ρ(L).

By the general results in [23, Theorem3.1], we easily know the following lemma.

Lemma 2.7. R0 − 1 has the same sign as s(B).

Lemma 2.8. Let R0 > 1 and (2.4) hold, then the disease-free equilibrium E0 is a uniform weak repeller
in the sense that for any sufficiently small positive constant ε0

lim sup
t→∞

‖ Ψt(ψ) − (S̄ , 0, 0) ‖≥ ε0, ∀ψ ∈ X
+.

Proof. Suppose by contradiction that there exists a ψ0 ∈ X
+ such that

lim sup
t→∞

‖ Ψt(ψ0) − (S̄ , 0, 0) ‖< ε0.

Then there exists a t1 > 0 such that S (x, t, ψ0) > S̄ − ε0, ∀t ≥ t1, x ∈ Ω̄. Thus we get that
∂I
∂t ≥ β(x)I(S̄ − ε0) + ν(x)W(S̄ − ε0) − (d + γ)I, x ∈ Ω, t ≥ t1,
∂W
∂t ≥ ∇ · (D(x)∇W) + eI − cW, x ∈ Ω, t ≥ t1,
∂W
∂n = 0, x ∈ ∂Ω, t ≥ t1.

(2.7)

By Lemma 2.3, we have I(x, t, ψ0) > 0, W(x, t, ψ0) > 0, ∀x ∈ Ω̄, t > t1, there exists δ0 > 0 such that
(I(x, t, ψ0),W(x, t, ψ0)) ≥ δ0ψ̃, where ψ̃ is the corresponding eigenfunction of eigenvalue s(B̃) of (2.6),
where B̃ is

B̃ =

(
β(x)(S̄ − ε0) − d − γ ν(x)(S̄ − ε0)

e ∇ · (D(x)∇) − c

)
.

Note that δ0es(B̃)(t−t1)ψ̃ is a solution of the following system:
∂I
∂t = β(x)I(S̄ − ε0) + ν(x)W(S̄ − ε0) − (d + γ)I, x ∈ Ω, t ≥ t1,
∂W
∂t = ∇ · (D(x)∇W) + eI − cW, x ∈ Ω, t ≥ t1,
∂W
∂n = 0, x ∈ ∂Ω, t ≥ t1.

It then follows from (2.7) and the comparison principle that

(I(x, t, ψ0),W(x, t, ψ0)) ≥ δ0es(B̃)(t−t1)ψ̃, ∀x ∈ Ω̄, t ≥ t1.

Since R0 > 1, by Lemma 2.7, we know that s(B) > 0, it follows from [51, Lemma4.5] that s(B̃) > 0.
Hence, I(x, t, ψ0) and W(x, t, ψ0) are unbounded, a contradiction. �

The following result implies that R0 can act as the threshold value for disease persistence.
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Theorem 2.9. Suppose (2.4) is true. Then the following statements are valid:

(i) If R0 < 1, then the disease-free steady state E0 is globally asymptotically stable;
(ii) If R0 > 1, then there exists a constant σ > 0 such that any positive solution of (1.1)-(1.3) with

S 0(x) . 0, I0(x) . 0, W0(x) . 0 satisfies

lim inf
t→∞

S (x, t) ≥ σ, lim inf
t→∞

I(x, t) ≥ σ, lim inf
t→∞

W(x, t) ≥ σ

uniformly for all x ∈ Ω̄, and system (1.1)-(1.3) has at least one positive equilibrium.

Proof. (i) The locally asymptotically stability of E0 follows from [23, Theorem3.1], we only need to
prove that E0 is globally attractive. From Lemma 2.2, we know that

S (x, t) ≤ M, I(x, t) ≤ M, W(x, t) ≤ M̂,∀x ∈ Ω̄, t ≥ t̃.

Then we have the following system:
∂I
∂t ≤ β(x)MI + ν(x)MW − (d + γ)I, x ∈ Ω, t ≥ t̃,
∂W
∂t = ∇ · (D(x)∇W) + eI − cW, x ∈ Ω, t ≥ t̃,
∂W
∂n = 0, x ∈ ∂Ω, t ≥ t̃.

(2.8)

By Lemma 2.6, there exists a positive eigenfunction φ̂ := (φ̂2, φ̂3) corresponding to s(B̂), where

B̂ =

(
β(x)M − d − γ ν(x)M

e ∇ · (D(x)∇) − c

)
.

For any given ψ ∈ X+, there exists a constant α > 0 such that (I(x, t̃, ψ),W(x, t̃, ψ)) ≤ αφ̂(x), ∀x ∈ Ω̄.
Since the following linear system

∂I
∂t = β(x)MI + ν(x)MW − (d + γ)I, x ∈ Ω, t ≥ t̃,
∂W
∂t = ∇ · (D(x)∇W) + eI − cW, x ∈ Ω, t ≥ t̃,
∂W
∂n = 0, x ∈ ∂Ω, t ≥ t̃

(2.9)

has a solution αes(B̂)(t−t̃)φ̂(x), t ≥ t̃. By the comparison principle, we obtain that

(I(x, t, ψ),W(x, t, ψ)) ≤ αes(B̂)(t−t̃)φ̂(x), t ≥ t̃.

Since R0 < 1, it follows from Lemma 2.7 that s(B) < 0, then by the continuity of the principal
eigenvalue, we get that s(B̂) < 0. Thus, lim

t→∞
(I(x, t, ψ),W(x, t, ψ)) = 0 uniformly for x ∈ Ω̄. Therefore

the asymptotic equation of S is as follows

∂S (x, t)
∂t

= A − dS .

We obtain that lim
t→∞

S (x, t, ψ) = S̄ uniformly for x ∈ Ω̄ by the theory for asymptotically autonomous

semiflows [52, Corollary 4.3]. Therefore the disease-free equilibrium (S̄ , 0, 0) is globally attractive in
X+.
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(ii) Let X0 = {ψ = (S , I,W) ∈ X+ : I(·) . 0 and W(·) . 0}, and ∂X0 = {ψ = (S , I,W) ∈ X+ : I(·) ≡
0 or W(·) ≡ 0}. It follows from Lemma 2.3 that for any ψ ∈ X0, we have

I(x, t, ψ) > 0, W(x, t, ψ) > 0, ∀x ∈ Ω̄, t > 0.

This implies that Ψt(X0) ⊆ X0, ∀t ≥ 0. Set M∂ = {ψ ∈ ∂X0 : Ψt(ψ) ∈ ∂X0, ∀t ≥ 0}, and let ω(ψ) be the
omega limit set of the forward obit O+(ψ) = {Ψt(ψ) : t ≥ 0}.

claim : ω(ψ) = {(S̄ , 0, 0)},∀ψ ∈ M∂.
Since ψ ∈ M∂, then Ψt(ψ) ∈ ∂X0, ∀t ≥ 0. Thus, I(·, t, ψ) ≡ 0 or W(·, t, ψ) ≡ 0, ∀t ≥ 0. Suppose

W(·, t, ψ) ≡ 0, ∀t ≥ 0, we get I(·, t, ψ) ≡ 0, ∀t ≥ 0 by the third equation of (1.1). Then we obtain that
lim
t→∞

S (x, t, ψ) = S̄ uniformly for x ∈ Ω̄ by the first equation of (1.1). If there exists a t2 ≥ 0 such that

W(x, t2, ψ) . 0, then W(x, t, ψ) > 0, ∀x ∈ Ω̄, t ≥ t2 by Lemma 2.3. Hence, I(·, t, ψ) ≡ 0, ∀t > t2. It
follows from the third equation of (1.1) that lim

t→∞
W(x, t, ψ) = 0 uniformly for x ∈ Ω̄. Then we get that

lim
t→∞

S (x, t, ψ) = S̄ uniformly for x ∈ Ω̄ by the first equation of (1.1). Therefore, ω(ψ) = {(S̄ , 0, 0)},∀ψ ∈
M∂.

Define a continuous function h : X+ → [0,∞) by

h(ψ) := min{min
x∈Ω̄

ψ2(x), min
x∈Ω̄

ψ3(x)}, ∀ψ ∈ X+.

By Lemma 2.3, h−1(0,∞) ⊆ X0, and h has the property that if h(ψ) > 0 or h(ψ) = 0, ψ ∈ X0, then
h(Ψt(ψ)) > 0, ∀t > 0. Thus, h is a generalized distance function for the semiflow Ψt : X+ → X+(see
[53]). It follows from the above discussion and Lemma 2.8 that any forward obit of Ψt in M∂ converges
to E0, and W s(E0)∩X0 = ∅, where W s(E0) is the stable subset of E0. Further, E0 is an isolated invariant
set in X+ and there is no cycle in M∂ from {E0} to {E0}. By [53, Theorem3], there exists an σ̂ > 0 such
that min

ψ∈ω(ψ)
h(ψ) > σ̂, ∀ψ ∈ X0, which induces that

lim inf
t→∞

I(x, t) ≥ σ̂, lim inf
t→∞

W(x, t) ≥ σ̂, ∀ψ ∈ X0.

From Lemma 2.3, there exists an 0 < σ ≤ σ̂ such that

lim inf
t→∞

S (x, t) ≥ σ, lim inf
t→∞

I(x, t) ≥ σ, lim inf
t→∞

W(x, t) ≥ σ, ∀ψ ∈ X0.

Therefore, the uniformly persistence is obtained.
It follows from [50, Theorem3.7] that Ψt : X0 → X0 has a global attractor A0. By [50, Theorem4.7],

Ψt has an equilibrium in X0. Moreover, Lemma 2.3 implies that the equilibrium is positive. �

3. Traveling wave solutions

In this section, we will establish the existence and non-existence of traveling waves of the following
homogeneous system 

∂S
∂t = A − βS I − νS W − dS + γI, x ∈ (−∞,∞), t > 0,
∂I
∂t = βS I + νS W − dI − γI, x ∈ (−∞,∞), t > 0,
∂W
∂t = D∆W + eI − cW, x ∈ (−∞,∞), t > 0,

(3.1)
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where all coefficients are positive constants. Note that here we consider the spreading speed and
traveling waves for system (3.1) in an infinite spatial domain (−∞,∞). It is actually not reasonable for
the realistic problem, but rather a mathematical requirement to study traveling waves. The reaction-
diffusion epidemic model in a spatially homogeneous habitat with the Neumann boundary condition
admits the same basic reproduction number as its ODE counterpart by [23, Theorem 3.4], then we can
get the basic reproduction number R̄0 =

βS̄ +(e/c)νS̄
d+γ

with S̄ = A
d . It is clear that when R̄0 > 1, system (3.1)

has two steady-state solutions, E0 = (S̄ , 0, 0) and E1 = (S ∗, I∗,W∗), where

S ∗ =
c(d + γ)
cβ + eν

, I∗ =
c(d + γ)(R̄0 − 1)

cβ + eν
, W∗ =

e(d + γ)(R̄0 − 1)
cβ + eν

.

We assume that the solution has the form S (x, t) = p(x + at), I(x, t) = q(x + at), W(x, t) = u(x + at),
where the functions p, q, u are functions of the variable s = x + at and the wave speed parameter a is
positive. Then the system (3.1) becomes

ap′ = A − βpq − νpu − dp + γq,
aq′ = βpq + νpu − dq − γq,
au′ = Du′′ + eq − cu,

(3.2)

here prime represents differentiation with respect to the variable s. For the ecological purpose, we need
that the traveling waves p, q and u be nonnegative and satisfy the boundary conditions:

(p(−∞), q(−∞), u(−∞)) =

(A
d
, 0, 0

)
,

(p(+∞), q(+∞), u(+∞)) = (p∗, q∗, u∗), (3.3)

where p∗ = S ∗, q∗ = I∗, u∗ = W∗.
Denote u′ = v. Then system (3.2) becomes

ap′ = A − βpq − νpu − dp + γq,
aq′ = βpq + νpu − dq − γq,
u′ = v,

Dv′ = av − eq + cu.

(3.4)

If R̄0 > 1, then system (3.4) has two equilibria

Ê0 = (S̄ , 0, 0, 0), Ê1 = (p∗, q∗, u∗, 0).

If there exists a heteroclinic orbit connecting these two critical points, then the traveling wave solu-
tions of the original system exists. We calculate the Jacobian matrix of system (3.4) at Ê0, and the
characteristic equation is as follows:

(λ +
d
a

)(λ3 + C1λ
2 + C2λ + C3) = 0, (3.5)

where C1 =
(−βS̄ +d+γ)D−a2

aD , C2 =
βS̄−d−γ−c

D , C3 =
eνS̄ +cβS̄−cd−cγ

aD .
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Denote
P(λ) := λ3 + C1λ

2 + C2λ + C3 = 0. (3.6)

Since R̄0 > 1, namely, C3 > 0, then we can easily know that (3.6) has a negative root. It follows from
Hurwitz criterion that (3.6) has two roots with positive real parts. In order to determine the conditions
under which these two roots are positive real numbers, we consider

P1(λ) :=
P′(λ)

3
= λ2 +

2C1

3
λ +

C2

3
. (3.7)

If βS̄ < d + γ + c, then P′(λ) = 0 has a unique positive root

λ∗ =
1

3Da

(
DβS̄ − D(d + γ) + a2 +

√
(DβS̄ − Dd − Dγ + a2)2 − 3Da2(βS̄ − d − γ − c)

)
.

Since P(0) > 0, then (3.6) has two different positive real roots if and only if

P(λ∗) < 0, (3.8)

and has two conjugate complex roots with positive real parts if P(λ∗) > 0.
We now transform the condition (3.8) into the relation of the parameters a. We find conditions under

which P(λ∗) = 0 and P′(λ∗) = 0. Set

P(λ) = P1(λ)Q1(λ) + R1(λ), P1(λ) = R1(λ)Q2(λ) + R2(a),

where Q1(λ) and R1(λ) are the quotient and remainder of P(λ) divided by P1(λ), Q2(λ) and R2 are the
quotient and remainder of P1(λ) divided by R1(λ), respectively. By direct calculations, we see that the
sign of −R2(a) is determined by

P2(a) := b0a6 + b1a4 + b2a2 + b3,

where

b0 = (c − βS̄ + d + γ)2 + 4(eνS̄ + cβS̄ − cd − cγ) > 0,
b1 = 2D

[
(c − βS̄ + d + γ)3 + c(c − βS̄ + d + γ)2 + 3(c − βS̄ + d + γ)(eνS̄ + cβS̄ − cd − cγ)

+ 6c(eνS̄ + cβS̄ − cd − cγ)],
b2 = D2(βS̄ − d − γ)2(c − βS̄ + d + γ)2

+ 18D2(βS̄ − d − γ)(c − βS̄ + d + γ)(eνS̄ + cβS̄ − cd − cγ)
+ 12D2(βS̄ − d − γ)2(eνS̄ + cβS̄ − cd − cγ) − 27D2(eνS̄ + cβS̄ − cd − cγ)2,

b3 = 4D3(βS̄ − d − γ)3(eνS̄ + cβS̄ − cd − cγ).

Lemma 3.1. Assume βS̄ < d + γ. Then there exists a constant a∗ > 0 such that P2(a∗) = 0 and

(i) if 0 < a < a∗, (3.6) has a negative real root and two conjugate complex roots with positive real
parts;

(ii) if a = a∗, (3.6) has a negative real root and a positive real multiple root;
(iii) if a > a∗, (3.6) has a negative real root and two different positive real roots.
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Proof. Since βS̄ < d + γ, we can obtain that b0 > 0, b1 > 0, b3 < 0. By the Descarte’s rule of signs, we
know that there is a unique a∗ > 0 such that P2(a∗) = 0, and we have

P2(a)


< 0, 0 < a < a∗,
= 0, a = a∗,
> 0, a > a∗.

We can prove that P(λ∗) = 0 and P′(λ∗) = 0 when a = a∗. Since P(λ) is a decreasing function of a,
then we can easily obtain the conclusion. �

Note that if 0 < a < a∗, the characteristic equation (3.5) has two negative real roots and two con-
jugate complex roots with positive real parts. Then there exists a two-dimensional unstable manifold
based at Ê0 and the critical point Ê0 is a spiral point on the unstable manifold. Therefore, a trajectory
approaching Ê0 must have u(s) < 0 for some s. This contradicts with the non-negativity of the traveling
waves. Naturally, we have the following results.

Theorem 3.2. Suppose βA < d(d + γ) and R̄0 > 1. Then for any 0 < a < a∗, system (3.2) has no
traveling wave solutions (p(x + at), q(x + at), u(x + at)) satisfying boundary conditions (3.3).

In the following, we consider the existence of traveling waves for a ≥ a∗ and 0 < D � 1. we
investigate the existence of traveling waves for (3.1) by the geometric singular perturbation method
[54]. To this end, we first show the global stability of the two steady-state solutions E0(S̄ , 0, 0) and
E1(S ∗, I∗,W∗) of the following system:

dS
dt = A − βS I − νS W − dS + γI,
dI
dt = βS I + νS W − dI − γI,
dW
dt = eI − cW.

(3.9)

Lemma 3.3. If R̄0 < 1, then the solution E0 of (3.9) is globally asymptotically stable and if R̄0 > 1,
then the solution E1 of (3.9) is globally asymptotically stable.

Proof. It is easy to see that E0 is locally asymptotically stable by the characteristic equation and Hur-
witz criterion. From the proof of the local stability of E0 we know that s(B̄) < 0 ⇔ R̄0 < 1 by [55],
where

B̄ =

(
βA/d − d − γ νA/d

e −c

)
.

We then use the same method as Theorem 2.9 to prove that E0 is globally attractive. From the first two
equations in system (3.9), we know that for any ε > 0, there exist t3 > 0, such that S (t) + I(t) := N(t) ≤
A/d + ε, t ≥ t3. Then we have the following system: dI

dt ≤ β(A/d + ε)I + ν(A/d + ε)W − (d + γ)I, t ≥ t3,
dW
dt = eI − cW, t ≥ t3.

Consider the following auxiliary system dI
dt = β(A/d + ε)I + ν(A/d + ε)W − (d + γ)I, t ≥ t3,
dW
dt = eI − cW, t ≥ t3.
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Define

B̄(ε) =

(
β(A/d + ε) − d − γ ν(A/d + ε)

e −c

)
.

If R̄0 < 1, then s(B̄) < 0. It follows from the continuity of the principal eigenvalue that for suffi-
ciently small ε > 0, s(B̄(ε)) < 0, then by the above auxiliary system and the comparison principle,
lim
t→∞

(I(t),W(t)) = 0. Therefore the asymptotic equation of S is as follows

dS (t)
dt

= A − dS .

We then get that lim
t→∞

S (t) = S̄ . Therefore the disease-free equilibrium (S̄ , 0, 0) is globally attractive.
We next prove the global stability of E1. Linearizing (3.9) at (S ∗, I∗,W∗) and we obtain the following

equation 
dS
dt = (−βI∗ − νW∗ − d)S + (γ − βS ∗)I − νS ∗W,
dI
dt = (βI∗ + νW∗)S + (βS ∗ − d − γ)I + νS ∗W,
dW
dt = eI − cW.

Then the characteristic equation is as follows

λ3 + A1λ
2 + A2λ + A3 = 0, (3.10)

where

A1 = βI∗ − βS ∗ + νW∗ + 2d + γ + c,

A2 = (c + d)(βI∗ − βS ∗ + νW∗ + 2d + γ) − eνS ∗ − d2,

A3 = cd(βI∗ − βS ∗ + νW∗ + d + γ) − deνS ∗.

Substitute S ∗, I∗,W∗ by c(d+γ)
cβ+eν ,

c(d+γ)(R̄0−1)
cβ+eν , e(d+γ)(R̄0−1)

cβ+eν , respectively, then we get

A1 = (d + γ)(R̄0 − 1) + d + c +
eν(d + γ)
cβ + eν

,

A3 = cd(d + γ)(R̄0 − 1),

A1A2 − A3 =

[
(d + γ)(R̄0 − 1) + d + c +

eν(d + γ)
cβ + eν

] [
(c + d)(d + γ)(R̄0 − 1) +

deν(d + γ)
cβ + eν

]
+ cd

[
c + d +

eν(d + γ)
cβ + eν

]
.

A1 > 0, A3 > 0, A1A2−A3 > 0, since R̄0 > 1. By Hurwitz criterion, it is easy to see that all eigenvalues
of (3.10) have negative real parts. Thus the solution E1 of (3.9) is locally asymptotically stable.

Denote N(t) := S (t) + I(t). Then N(t) satisfies

dN(t)
dt

= A − dN, t > 0.
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The solution of the above equation is N(t) = A
d + (N(0)− A

d )e−dt. Thus, equation (3.9) can be written as
follows dI

dt = β(N − I)I + ν(N − I)W − dI − γI,
dW
dt = eI − cW.

The limit system of the above equation is dI
dt = β( A

d − I)I + ν( A
d − I)W − dI − γI := f̃1,

dW
dt = eI − cW := f̃2.

(3.11)

Note that equation (3.11) has two equilibrium Ê0(0, 0) and Ê1(I∗,W∗) when R̄0 > 1, and the local
stability of the two equilibrium is clear. Next, we will show Ê1(I∗,W∗) is globally stable. Take Dulac
function K(I,W) = 1

IW , then ∂(K f̃1)
∂I +

∂(K f̃2)
∂W = −

β

W −
νA/d

I2 −
e

W2 < 0. By the Bendixson-Dulac criterion,
(3.11) has no limit cycles. Therefore, Ê1(I∗,W∗) is globally asymptotically stable. From the limit
equation theory [52, Theorem1.2, 1.3], we know that E1 of (3.9) is globally asymptotically stable for
R̄0 > 1.

�

Note that for sufficiently small D > 0, system (3.4) is a singularly perturbed system. Let s = Dξ.
Then system (3.4) becomes 

aṗ = D(A − βpq − νpu − dp + γq),
aq̇ = D(βpq + νpu − dq − γq),
u̇ = Dv,
v̇ = av − eq + cu,

(3.12)

where dots represent differentiation with respect to ξ. In fact, systems (3.4) and (3.12) are equivalent
for D > 0, the different time-scales produce two different limiting systems. Letting D→ 0 in (3.4), we
can get 

ap′ = A − βpq − νpu − dp + γq,
aq′ = βpq + νpu − dq − γq,
u′ = v,
0 = av − eq + cu.

(3.13)

Thus, the flow of system (3.13) is confined to the set

M = {(p, q, u, v) ∈ R4 : v =
eq − cu

a
},

and its dynamics are only determined by the first three equations. On the other hand, taking D → 0 in
(3.12), we have 

aṗ = 0,
aq̇ = 0,
u̇ = 0,
v̇ = av − eq + cu.

(3.14)

Any points in M are the equilibria of system (3.14). In general, system (3.4) is known as the slow
system, because the time-scale s is slow, and (3.12) is referred to as the fast system, v is called the fast
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variable. M is the slow manifold. Since the eigenvalues of the linearization of the fast system (3.12)
restrict to M are 0, 0, 0, a, respectively. Thus M is normally hyperbolic. According to Fenichel’s
Invariant Manifold Theorem [56], there exists a three-dimensional locally invariant manifold

M̃ = {(p, q, u, v) ∈ R4 : v =
eq − cu

a
+ Dg(p, q, u; D)},

for 0 ≤ D ≤ D1, and D1 > 0 is a small constant, g is a smooth function and satisfy g(S̄ , 0, 0; D) = 0.
Returning back to slow time, we get the dynamics on M̃ are

p′ =
A−βpq−νpu−dp+γq

a ,

q′ =
βpq+νpu−dq−γq

a ,

u′ =
eq−cu

a + Dg(p, q, u; D).
(3.15)

When D = 0, the flow onM is 
p′ =

A−βpq−νpu−dp+γq
a ,

q′ =
βpq+νpu−dq−γq

a ,

u′ =
eq−cu

a .

(3.16)

Since (3.16) and (3.9) are essentially equal, then E0 is unstable and E1 is globally asymptotically stable
when R̄0 > 1 by Lemma 3.3. Moreover, the eigenvalues of the linearization of (3.16) at E0 are

λ1 = −d/a,
λ2 = −

(
c − βS̄ + d + γ +

√
(c − βS̄ + d + γ)2 + 4(cβS̄ − cd − cγ + eνS̄ )

)
/(2a),

λ3 = −
(
c − βS̄ + d + γ −

√
(c − βS̄ + d + γ)2 + 4(cβS̄ − cd − cγ + eνS̄ )

)
/(2a).

Since a ≥ a∗, λ3 is the unique eigenvalue with positive real part. By [57, Theorem6.1], there exists
a one-dimensional unstable manifold based on E0. Because E1 is globally stable, the positive branch
of the one-dimensional unstable manifold of E0 for system (3.16), NU(E0), connects to E1, that is to
say, there exists a heteroclinic orbit connecting E0 and E1 for system (3.16). Obviously, the manifolds
NU(E0) and NS (E1) intersect transversally along the heteroclinic orbit. In the following, we prove
that for small D > 0, this intersection will persist. To this end, we show that for small D > 0, the
equilibrium E1 of system (3.15) is locally asymptotically stable.

Lemma 3.4. For system (3.15), suppose βA < d(d + γ) and R̄0 > 1. Then for any a ≥ a∗, there exists
D0 > 0 such that E1 is locally asymptotically stable if 0 < D < D0.

Proof. Let g1(D) =
∂g
∂p (E1), g2(D) =

∂g
∂q (E1), g3(D) =

∂g
∂u (E1). Linearizing (3.15) at E1, we obtain the

characteristic equation
λ3 + A1(D)λ2 + A2(D)λ + A3(D) = 0, (3.17)

where

A1(D) =
1
a

[βq∗ − βp∗ + νu∗ + 2d + γ + c − aDg3(D)],

A2(D) =
1
a2 [(βq∗ − βp∗ + νu∗ + 2d + γ)(d + c − aDg3(D)) − νp∗(e + aDg2(D)) + νp∗aDg1(D) − d2],

A3(D) =
1
a3 [d(βq∗ − βp∗ + νu∗ + d + γ)(c − aDg3(D)) − d(eνp∗ + νp∗aDg2(D)) + dνp∗aDg1(D)].
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For any a ≥ a∗, there exists ã ≥ 0 such that a = a∗ + ã, and let

H1(D, ã) = A1(D, a = a∗ + ã), H2(D, ã) = A3(D, a = a∗ + ã),
H3(D, ã) = A1(D, a = a∗ + ã)A2(D, a = a∗ + ã) − A3(D, a = a∗ + ã).

Then we have

H1(0, ã) = 1
a∗+ã

[
(d + γ)(R̄0 − 1) + d + c +

eν(d+γ)
cβ+eν

]
> 0,

H2(0, ã) = 1
(a∗+ã)3

[
cd(d + γ)(R̄0 − 1)

]
> 0,

H3(0, ã) = 1
(a∗+ã)3

[
(d + γ)(R̄0 − 1) + d + c +

eν(d+γ)
cβ+eν

] [
(c + d)(d + γ)(R̄0 − 1) +

deν(d+γ)
cβ+eν

]
+ 1

(a∗+ã)3 cd
[
c + d +

eν(d+γ)
cβ+eν

]
> 0.

Since Hi(0, ã) > 0, i = 1, 2, 3, for any 0 ≤ ã, there exists D̂(ã) > 0 such that Hi(D, ã) > 0 for
any 0 < D < D̂(ã). Let D2 = inf{D̂(ã)|0 ≤ ã} and D0 = min{D1,D2}. Then A1(D) > 0, A3(D) >
0, A1(D)A2(D)− A3(D) > 0 for 0 < D < D0 and a∗ ≤ a. By Hurwitz criterion, all eigenvalues of (3.17)
have negative real parts. Thus, E1 is locally asymptotically stable. �

Now, by [54, Theorem3.1], we can get the following results

Theorem 3.5. Suppose βA < d(d+γ) and R̄0 > 1, then there exist D0 > 0 such that for any 0 < D < D0,
system (3.2) has a traveling wave solutions (p(x+at), q(x+at), u(x+at)) satisfying boundary conditions
(3.3) for any a ≥ a∗.

4. Numerical simulation

In this section, we use the numerical method to explore the influence of spatial heterogeneous
transmission and diffusion coefficients on the basic reproduction number R0.

Let µ1 be the unique positive eigenvalue of the following eigenvalue problem−∇ · (D(x)∇ϕ) + cϕ = µ eν(x)S̄
d+γ−β(x)S̄ ϕ, x ∈ Ω,

∂ϕ

∂n = 0, x ∈ ∂Ω,

with a strictly positive eigenfunction, where S̄ = A/d. Then it follows from [23, Theorem3.2, 3.3] that
R0 = 1/µ1. We can get the variational characterization of R0 [16, Lemma2.3] as:

R0 = sup
ϕ∈H1(Ω),ϕ,0

 1∫
Ω

(D(x)|∇ϕ|2 + cϕ(x)2)dx

∫
Ω

eν(x)S̄
d + γ − β(x)S̄

ϕ(x)2dx

 .
We observe that when all parameters are constant, R0 gives R0 = eνS̄

c(d+γ−βS̄ ) , which has the same threshold
property as R̄0, defined in section 3 for homogeneous system.

We initially investigate the effect of spatially heterogeneous transmission on R0. We numerically
compute R0 via the above eigenvalue problem. Let β(x) = β0(1 + c1 sin(mπx)) with 0 ≤ c1 < 1 or
ν(x) = ν0(1 + c2 sin(mπx)) with 0 ≤ c2 < 1, and keep other parameters as homogeneous values [13],
where A = 0.86, e = 470, β0 = 0.0105, ν0 = 0.000004, and we take c = 0.07, d = 0.0056, γ =

6, D = 0.137. Figure 1 indicates that R0 is an increasing function of c1 (or c2) for various parameter
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m, which implies that spatially heterogenous transmission can increase the risk of disease infection
and lead to more new infections. It is interesting to note that the effect of m on the basic reproduction
number R0 is not monotonic, but great value of parameter m leads to R0 decline roughly. It indicates
that frequent variation of heterogeneity of transmissions is harmful for disease transmission.
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Figure 1. The influence of spatial heterogeneous transmission on R0. Parameters: A =

0.86, e = 470, c = 0.07, d = 0.0056, γ = 6,D = 0.137, x ∈ (0, 1). (a) β(x) = 0.0105(1 +

c1 sin(mπx)), ν = 0.000004. (b) β = 0.0105, ν(x) = 0.000004(1 + c2 sin(mπx)). (c) β =

0.0105, ν(x) = 0.000004(1 + sin(mπx)).

To investigate the effect of different diffusion coefficient on R0, we choose diffusion coefficient as
D(x) = D0(1 + c3 sin(πx)), and let D0 and c3 (0 ≤ c3 < 1) vary. It follows from Figure 2(a)-(b) that
R0 keeps constant as D0 or c3 varies, given spatially homogenous transmission rates. It implies that
no matter what the diffusion rate is, diffusion does not influence the R0 for spatially homogeneous
transmission rates. Whereas, the basic reproduction number R0 is decreasing with respect to D0 and
c3(see Figure 2(c)-(d)) when transmission rates are spatially dependent, which indicates that increasing
diffusion rate of bacteria/virus can reduce the new infections for spatially heterogeneous transmission
rates. It may suggest us that for the case of hospital infection, frequent ventilation is beneficial for
controlling of infection.

5. Conclusions and discussion

It is known that many models either on population level or individual level have been proposed
to investigate effect of diffusion of disease infection [16, 18, 41, 58], however few combines the epi-
demic dynamics on population level with dynamics of diffusive bacteria/virus on individual level in
one model. Motivated by the dynamics of hospital infections [13], we formulated an SIS-type reaction-
diffusion equations, which contains both direct transmission and indirect transmission via free-living
and spatially moving bacteria/virus in the contaminated environment. It is worth noting that our pro-
posed model extends the existing reaction-diffusion models by including extra term and heterogeneous
diffusive coefficient on the basis of realistic transmission dynamics mainly induced by free-living bac-
teria [1, 2, 7, 32]. In fact, our model can be simplified to a model, which is similar to a viral dynamic
model [40] which includes both virus-to-cell and cell-to-cell transmission. Wang et al. [40] investigated
the global stability of disease-free equilibrium and endemic equilibrium in heterogeneous and homo-
geneous environment by constructing the Lyapunov functional, respectively. Notice that this extra term
(i.e., recovery term) brings much difficulty to prove the existence of the traveling wave solutions for
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small diffusion coefficient, since it is hard to find suitable Lyapunov functional.
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Figure 2. The influence of different diffusion coefficient on R0. Parameters: A = 0.86, e =

470, c = 0.07, d = 0.0056, γ = 7, D0 = 0.137, x ∈ (0, 1). (a) β = 0.0105, ν =

0.000004, D(x) = D0(1+sin(πx)). (b) β = 0.0105, ν = 0.000004, D(x) = D0(1+c3 sin(πx)).
(c) β(x) = 0.0105(1 + cos(πx)), ν(x) = 0.000004(1 + cos(πx)), D(x) = D0(1 + sin(πx)). (d)
β(x) = 0.0105(1 + cos(πx)), ν(x) = 0.000004(1 + cos(πx)), D(x) = D0(1 + c3 sin(πx)).

We initially studied the globally existence of the solution and proved that the system has a global
attractor, then we established the basic reproduction number R0, which governs whether the disease
persists or not. In particular, we obtained that if R0 < 1, the disease-free equilibrium is globally
asymptotically stable, while if R0 > 1, the system is uniformly persistent. We also investigated the
existence and non-existence of the traveling wave solutions for the spatially homogeneous system.
We proved that there exists a critical wave speed below which there is no traveling waves, above
which the traveling wave solutions may exist for small diffusion coefficient by the geometric singular
perturbation method (see Theorem 3.5). Actually the sum of susceptible and infected in our model
converges to A/d, we can utilize this property to effectively reduce the dimensionality of the proposed
system. Consequently, we can investigate the dynamic behaviours for the reduced system and then get
the corresponding results for the original system by using the theory of asymptotically autonomous
semiflows [52] and the theory of chain transitive sets [24]. Numerical results imply that great spatial
transmission leads to an increase in new infection, while great diffusion of bacteria/virus results in the
new infection decline for spatially heterogeneous environment. This may suggest us a control strategy
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for control of hospital infection, which is, frequent ventilation, and consequently increasing diffusion
of bacteria/virus, is beneficial for reducing new hospital infections.
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