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Abstract: In 2010, Anderson, Craciun, and Kurtz showed that if a deterministically modeled reaction
network is complex balanced, then the associated stochastic model admits a stationary distribution that
is a product of Poissons [1]. That work spurred a number of followup analyses. In 2015, Anderson,
Craciun, Gopalkrishnan, and Wiuf considered a particular scaling limit of the stationary distribution
detailed in [1], and proved it is a well known Lyapunov function [2]. In 2016, Cappelletti and Wiuf
showed the converse of the main result in [1]: if a reaction network with stochastic mass action kinetics
admits a stationary distribution that is a product of Poissons, then the deterministic model is complex
balanced [3]. In 2017, Anderson, Koyama, Cappelletti, and Kurtz showed that the mass action models
considered in [1] are non-explosive (so the stationary distribution characterizes the limiting behavior).
In this paper, we generalize each of the three followup results detailed above to the case when the
stochastic model has a particular form of non-mass action kinetics.
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1. Introduction

In this paper we prove the existence of a stationary distribution and the non-explosivity of
stochastically modeled reaction networks with a specific form of non-mass action kinetics (see (3.2)),
and generalize two results related to reaction networks with mass action kinetics to the non-mass
action setting.

In [1], it was shown that if a deterministically modeled reaction network (with deterministic mass

action kinetics) is complex balanced with complex balanced equilibrium ¢ € RZ, then the associated

stochastic model (with stochastic mass action Kinetics and the same choice of rate constants) admits
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the stationary distribution

m Xi

(x) = ne_ci%. (1.1)

i=1 b

It was also shown in [1] that if the intensity functions of the stochastic model are not of mass action,
but of the form

() = ke | ] )b = 1)+ 01 = g + 1)
i=1

where 6, : Z — R, and 6;(0) = 0, then the stochastic model admits the stationary measure

Xi

m C
= | g -

where c¢ is the complex balanced equilibrium of the associated deterministic mass action model with
rate constants {k;}. Related work characterizing stationary distributions for stochastic models with
non-mass action kinetics can be found in [4]. Later, we will show that 7 in (1.2) is summable under
some mild growth conditions on 6;, thus it can be normalized to provide a stationary distribution.

The main result in [1] related to mass action models (i.e. the characterization of the stationary
distribution for complex balanced models given in (1.1)) has been the starting point for a number of
research endeavors. In particular,

1. The main result of [5] gives a condition for a stochastically modeled reaction network to be non-
explosive. Applying this result for complex balanced networks, whose stationary distributions are
given by (1.1), it can be concluded that for any initial distribution, complex balanced stochastic
mass-action systems are non-explosive.

2. The converse of the main result of [1] related to mass action models was proven in [3]. That is, it
was shown that if (1.1) is the stationary distribution of a stochastically modeled reaction network
with mass action kinetics, then the associated deterministic model with mass action kinetics is
complex balanced.

3. In [2], it was shown that a particular scaling limit of the stationary distribution (1.1) is a well
known Lyapunov function. This result has been useful in the study of large deviations related to
stochastic models of chemical systems [6, 7].

In this paper we generalize the three results above to the case of stochastically modeled reaction
networks with non-mass action kinetics.

The outline of the remainder of the paper is as follows. In Section 2, we review the relevant
definitions and mathematical models for chemical reaction networks. In Section 3, we state the
previous results on reaction networks that were briefly described above. Finally, in Section 4 we
provide our main results, which provide the existence of a stationary distribution and the
non-explosivity of stochastically modeled reaction networks with non-mass action kinetics and
generalize the previous findings on mass action systems to the non-mass action settings.
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2. Chemical reaction networks

2.1. Reaction networks and key definitions

We consider a set of m species {S1,S5,,..,5,} undergoing a finite number of reaction types
enumerated by k € {1,...,K}. For the k" reaction type we denote by y; and y, € Z”, the vectors
representing the number of molecules of each species consumed and created in one instance of the
reaction. For example, the reaction §| + S, — 25, has y, = (1,1) and y; = (0, 2), if the system has 2
species. The vectors y; and y, are called complexes of the system. y; is called the source complex and
;. 18 called the product complex. A complex can be both a source complex and a product complex.

Definition 2.1. Let S = {§,...,S,}, C = Uy, ¥}, and R = Ui{y, — y;} be the sets of species,
complexes and reactions respectively. The triple {S, C, R} is called a reaction network.

To each reaction network {S, C, R}, there is a unique directed graph constructed as follows. The
nodes of the graph are the complexes. A directed edge is placed from y; to y; if and only if there is a
reaction y, — y;. Each connected component is called a linkage class of the graph. We denote by ¢ the
number of linkage class.

Definition 2.2. A reaction network {S, C, R} is called weakly reversible if the associated directed graph
is strongly connected.

Definition 2.3. The linear subspace S = span,{y;, — yi} generated by all reaction vectors is called the
stoichiometric subspace of the network. For ¢ € RZ) we say ¢ +§ = {x € R"|x = ¢ + s for some 5 € §}
is a stoichiometric compatibility class, (¢ + §) N RY is a non-negative stoichiometric compatibility
class, and (c + §) NRY, is a positive stoichiometric Eompatibility class. Denote dim(S) = s.

Finally, we provide the definition of the deficiency of a reaction network [15].

Definition 2.4. The deficiency of a chemical reaction network {S, C, R} is § = |C|—{—s, where |C] is the
number of complexes, ¢ is the number of linkage classes, and s is the dimension of the stoichiometric
subspace of the network.

2.2. Dynamical system models
2.2.1. Stochastic model

The most common stochastic model for a reaction network {S,C,R} treats the system as a
continuous time Markov chain whose state at time ¢, X(¢¥) € Zg’o, is a vector giving the number of
molecules of each species present with each reaction modeled as a possible transition for the chain.
The model for the k™ reaction is determined by the source and product complexes of the reaction, and
a function A; of the state that gives the transition intensity, or rate, at which the reaction occurs. In the
biological and chemical literature, transition intensities are referred to as propensities.

Given that the k™ reaction happens at time ¢, the state is updated by the addition of the reaction

vector y, — i,
X(0) = X(1=) + ¥ = Y.
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A common choice for the intensity functions Ay is to assume the system satisfies the stochastic version
of mass action kinetics. In this case, the functions have the form

Mx)—xkﬂ( yk), @.1)

where k; > 0 is called the rate constant. Under the assumption of mass action kinetics and a non-
negative initial condition, it follows that the dynamics of the system is confined to the particular non-
negative stoichiometric compatibility class determined by the initial value X(0), namely X(¢) € (X(0) +
$)NRY,

Simple book-keeping implies that X(7) satisfies

X(1) = X(0) + ) R(DG = i),
k

where R;(f) gives the number of times reaction k has occurred by time ¢. Kurtz showed that X can be
represented as the solution to the stochastic equation

X()) = X©) + Y ¥ ( fo Ak<X<s>)ds) 0% =30, (22)
k

where the Y are independent unit-rate Poisson process [8].

Another way to characterize the models of interest is via Kolmogorov’s forward equation, termed
the chemical master equation in the biology and chemistry literature, which describes how the
distribution of the process changes in time. Letting p,(x, ?) give the probability that X(#) = x assuming
an initial distribution of u, the forward equation is

d
ZPux.) = zk] L(x = 0 = YOIPu(x = O = Y, 1) = Zk: (X Pu(x, ).

Constant solutions to the forward equation, i.e. those satisfying

D ax =y + 3 =y + 30 = 7)Y ()
3 3
are stationary measures for the process, and if they are summable they can be normalized to give a
stationary distribution. Assuming the associated stochastic model is non-explosive, stationary
distributions characterize the long-time behavior of the stochastically modeled system.

Finding stationary distributions is in general a difficult task. However, as discussed in the
Introduction and in later sections, an explicit form for m(x) can be found when the associated
deterministic mass action model has a complex balance equilibrium.

2.2.2. Deterministic model

Under an appropriate scaling limit (the classical scaling detailed in Section 3.2.1) the continuous
time Markov chain model of the previous section becomes

x(t) = x(0) + Z ( fo fk(x(s))ds) Ve = i) (2.3)
k
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where
filx) = ke x™* (2.4)

where «; > 0 is the rate constant, and where for two vectors u, v € RZ, we denote u” = []; ul.vi with the
convention 0° = 1. Later, we will also utilize the notation uv for the vector whose ith component is
u;v;.

We say that the deterministic system (2.3) has deterministic mass action kinetics if the rate functions
/i have the form (2.4). The system 2.3 is equivalent to the system of ODEs

= KO = ). (2.5)
k

The trajectory with initial condition x, is confined to the non-negative stoichiometric compatibility
class (xo + §) N RY,.

Some mass action systems have complex balanced equilibria [13,25], which has been shown to play
an important role in many biological mechanisms [9—12]. An equilibrium point c is said to be complex

balanced if for all z € C, we have
Z Kt = Z KOk (2.6)

k: y,i:z k: yk=z

where the sum on the left is over reactions for which z is the product complex and the sum on the right
is over reactions for which z is the source complex.
In [13] it was shown that if there exists a complex balanced equilibrium ¢ € R, then

1. There is one, and only one, positive equilibrium point in each positive stoichiometric
compatibility class.

2. Each such equilibrium point is complex balanced.

3. Each such complex balanced equilibrium point is locally asymptotically stable relative to its
stoichiometric compatibility class.

In [24], a proof is presented showing global stability relative to the stoichiometric compatibility class.
Because of the above, we say that a system is complex balanced if it admits a complex balanced
equilibrium.

The condition of a reaction network being complex balanced can be checked more conveniently by
using a classical result [14]. See also [15,16].

Theorem 2.1. If the reaction system is weakly reversible and has a deficiency of zero, then for any
choice of rate constants {k;} the deterministically modeled system with mass action kinetics is complex
balanced.

3. Previous results

3.1. Product-form stationary distribution

As mentioned in the previous section, complex balanced systems deserve special attention, and thus
characterizations of complex balanced systems are of interest. The following Theorem in [1] provides
an explicit form for the stationary distribution of complex balanced systems.
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Theorem 3.1. Let {S, R, C} be a reaction network. Suppose that when modeled deterministically with
mass action kinetics and rate constants {k;} the system is complex balanced with a complex balanced
equilibrium c € RZ,. Then the stochastically modeled system with intensities (2.1), with the same rate
constants {k;}, admits the stationary distribution

Xi

)= | e, xeZl, 3.1)
i=1

i

See also [5], which shows that these systems are non-explosive, implying x yields the limiting
distributions of the process.

In the case when the stochastic model does not have mass action kinetics, [1] also provides an
extended result. In particular, [1] considers generalized intensity functions as mentioned in several
past papers [17,18],

) = ke | |0+ 0 = yua + 1), (32)
i=1
where k; are positive rate constants, 6; : Z — Ry, and 6;(x) = 0 if x < 0. The functions 6; should
be thought of as the “rate of association” of the i species [17]. For a system with intensity functions
(3.2), the product form stationary distribution is quite similar to the one in Theorem 3.1.

Theorem 3.2. Let {S, R, C} be a reaction network. Suppose that when modeled deterministically with
mass action kinetics and rate constants {k;} the system is complex balanced with a complex balanced
equilibrium ¢ € RY,. Then the stochastically modeled system with general intensity functions (3.2),
with the same rate constants {kx}, admits the stationary measure

Xi

ﬂ'(_x) = D m, X € ZZO' (3.3)

In Section 4, we will show that 7 in (3.3) is summable under some mild growth condition on 6;, and
thus it can be normalized to a stationary distribution.

The result in Theorem 3.1 is a cornerstone for later research in both application and theory. It
has been used in various studies in applied and computational biology such as tumor growth and
invasion [19], phosphorylation systems [9], studies of the chemical master equation [26], etc. It is also
the background for many theoretical developments in the field of chemical reaction networks [2, 3].
Interestingly, it has been proven that the converse is also true.

Theorem 3.3 ( [3]). Let {S,R,C} be a reaction network and consider the stochastically modeled
system with rate constants {«;} and mass action kinetics (2.1). Suppose that for some ¢ € RZ the
stationary distribution for the stochastic model is (3.1). Then c is a complex balanced equilibrium for

the associated deterministic model with mass action kinetics and rate constants {k;}.

3.2. Non-equilibrium potential and Lyapunov functions

Another interesting result comes from the scaling behavior of the stationary distribution for complex
balanced system. We first provide a key definition.

Mathematical Biosciences and Engineering Volume 16, Issue 4, 2118-2140.
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Definition 3.1. Let 7 be a probability distribution on a countable set I" such that 7(x) > O for all x € T'.
The non-equilibrium potential of the distribution r is the function ¢, : I' — R, defined by

¢x(x) = — In(7(x)).

In [2] it was shown that under an appropriate scaling, the limit of the non-equilibrium potential of
the stationary distribution of a complex balanced system converges to a certain well-known Lyapunov
function.

Definition 3.2. Let E C RY be an open subset of R, and let f : RY) — R. A functionV : E — Ris
called a Lyapunov function for the system x = f(x) at xo € E if xj is an equilibrium point for f, that is
f(xp) =0, and

1. V(x) > 0 for all x # xo, x € E and V(xy) = 0.
2. VV(x)- f(x) <0, for all x € E, with equality if and only if x = xy, where VV denotes the gradient
of V.

In particular, the non-equilibrium potential of the stationary distribution in (3.1) converges to the
usual Lyapunov function of Chemical Reaction Network Theory

V(x) = Z xi(In(x;) = In(c;)) = 1) + c;. (3.4)

1

The next section discusses the scaling in which the convergence happens. It is called the classical
scaling in the literature.

3.2.1. The classical scaling

Here we present a brief introduction to the classical scaling. For more detailed discussions, see
[20-22].

Let |yi| = X, i and let V be the volume of the system times Avogadro’s number. Suppose {«;} are
the rate constants for the stochastic model. We defined the scaled rate constants as follows

Kk

v _
Ke = Y (3-5)
and denote the scaled intensity function for the stochastic model by
K T x;!
A (x) = : (3.6)
¢ V-1 l;l (Xi = Yri)!

Note that if x € Z7 gives the counts of the different species, then ¥ := V~!x gives the concentrations
in moles per unit volume. Then, by standard arguments

B~ Vi [ |2 = vau®
i=1

where the final equality defines A; and justifies the definition of deterministic mass action kinetics.
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Denote the stochastic process determining the counts by XV (¢), then normalizing the original process
v

- X
X" by V and defining XV := i gives us

_ _ 1 ro )
X0~ X'O0+ ) <% (v f ﬂk(XV<s>>ds) 0% = s
ralld 0
where we are utilizing the representation (2.2). Since the law of large numbers for the Poisson process
implies V-'Y(Vu) ~ u, we may conclude that a good approximation to the process X" is the function
x = x(¢) defined as the solution to the ODE

X = Z KX (Ve = Vi),
3

which is exactly (2.5).
A corollary of Theorem 3.1 gives us the stationary distribution for the classically scaled system.

Theorem 3.4. Let {S, R, C} be a reaction network. Suppose that when modeled deterministically with
mass action kinetics and rate constants {k;;} the system is complex balanced with a complex balanced
equilibrium ¢ € RY,. For V > 0, let {K,Y} satisfy (3.5). Then the stochastically modeled system on Z‘io
with rate constants {K]‘(/} and intensity functions (3.6) admits the stationary distribution )

m .
(VC‘)X[ —Ve;
4 e Cl,

Vv
7V (x) = ,
Xi.

X € ZZ,. 3.7
i=1
An immediate implication of Theorem 3.4 is that a stationary distribution for the scaled model X"
is
1
A& ="z, forz'e ‘—/Zgo. (3.8)

3.2.2. Convergence of the non-equilibrium potential

The main finding in [2] is concerned with the scaling limit of the stationary distribution 7" of (3.8).

Theorem 3.5. Let {S, C, R} be a reaction network and let {k} be a choice of rate constants. Suppose
that, modeled deterministically, the system is complex balanced. For V > 0, let {KZ} be related to {k;}
via (3.5). Fix a sequence of points ¥ € \l/zio for which limy_. ¥V = ¥ € R‘io. Further let c be the
unique complex balanced equilibrium within the positive stoichiometric compatibility class of X.

Let ¥ be given by (3.7) and let @ be as in (3.8), then
. Lo vovil _ ars
Jim [—‘—/ In(7"(x ))] = V(%),
where V is the Lyapunov function for the ODE model satisfying (3.4).

4. Main results for networks with general kinetics

In this section, we first show that for stochastically modeled reaction networks with non-mass action
kinetics defined via (3.2) whose associated mass action system is complex balanced, the stationary
measure (3.3) can be normalized to yield a stationary distribution. We further show that these stochastic
models are non-explosive. We then extend Theorems 3.3 and 3.5 from Section 3 to the non-mass action
case.
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4.1. Existence of a stationary distribution and non-explosivity of non-mass action systems

We begin with a theorem proving that the stochastic models considered in Theorem 3.2 are positive
recurrent when only mild growth conditions are placed on the functions ;.

Theorem 4.1. Let {S, C, R} be a reaction network with rate constants {k;}. Suppose that when modeled
deterministically, the associated mass action system is complex balanced with equilibrium ¢ € RZ,,.
Suppose that 0; and Ay satisfy the conditions in and around (3.2). Moreover, suppose that for each i we
have lim,_,., 0;(x) = oo. Then,

1. the measure m given in (3.3) is summable over Z"., and a stationary distribution exists for the
stochastically modeled process, and moreover

2. the stochastically modeled process is non-explosive.

>0’

Proof. We first show that 7 is summable over Z7,. We have

m C;Cl
; (%) _x; U 9(1) 9(x) H[Z Hi(l)"'gi(xi)]

i=1 \x; EZZ()

cr
so long as each sum in the final expression is finite. Thus it is sufficient to prove that Z W
rezay V)T TR

is finite for each i. By the ratio test

C)~C+1
lim : .
o (1) G+ 1) (@(1)--

CX

i &

-1
=lim——=0<1
. 9[()6) X—00 9,‘(}6 + 1)

where the last equality is due to the assumption that lim,_,, 6;(x) = co. Hence the sum is convergent.
We turn to showing that the process is non-explosive. From [5], to show that the process is non-

explosive, it is sufficient to show
Z [JT(X) Z /lk(x)J < oo,
k

m
erZO

From (4.10) and (4.12), we need to show
D0 —yu+ 1 .
;[ﬂwl) Tt 2] [t y”)]“"
€850

Let s; = max;{yy;}, where the max is over all source complexes, and let R be the number of reactions.
Let n; > s; be such that 8;(x;) > 1,--- ,6;(x; —s; + 1) > 1 for all x; > n;. Then

m x,'

i i+ 1
xez»;m,ln@,(l) - 0,(x;) an(x ~0i(xi =y + 1)
Z l10(1) - 0,(x;) HO(x, Oi(x; — s; + 1)

er’" xi>n; i=1
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= Rc;}
B Z 1_[ 0i(1) - - - 0i(x; — s:)

XEZ;”O xi>n; i=1

m xs,-

<C Z l—le,(l) Y ,)<OO

erg’O;x,—>n, =1

where C = Rmax!” {c'}, and the last inequality follows from part 1. Thus the process is non-explosive.
O

4.2. Generalization of Theorem 3.3

We are set to provide the next theorem of the current paper, which is the converse statement of
Theorem 3.2 and generalizes Theorem 3.3 from [3]. In the theorem below, we assume lim,_,, 8;(x) =
oo for each i. In Corollary 1, we generalize the result to allow lim,_,., 6;(x) € {0, oo} for each i.

Theorem 4.2. Let {S, R, C} be a reaction network and consider the stochastically modeled system with
rate constants {k;} and intensity functions (3.2). Suppose that lim,_,, 0;(x) = oo foreachi =1,...,m
and that for some ¢ € RY a stationary measure for the stochastic model satisfies (3.3). Then c is a
complex balanced equilil;rium for the associated deterministic model with mass action kinetics and
rate constants {k;}.

Proof. By assumption, we have that & satisfies
D rx i = YA+ i = 3} = ) Y Al).
3 3
Plugging (3.2) and (3.3) into this equation yields
Pan et

Z [TZ[6:1) - - - 6i(xi + yri — y;.)]

mfhuﬁ% Y0 = Y+ D)

c)C

= 0i(x;) - - - 0i(xi — ya + 1).
H?il[gi(l)...gi(xi)];’(kl;l (x;) (Xi—=yu+ 1)

Canceling and moving terms when necessary, we have

Z Cyk—y’kKk ﬁ 0i(x;)) - 0(x; =y + 1) = Z Kk ﬁ 0;(x;) - 0i(xi — yii + 1).
X i=1

k i=1

Enumerating the reaction on the right by their product complexes, and the reactions on the left by their
source complexes, the equation above becomes

Z ﬁ Oi(xi) - 0i(xi —z; + 1) Z gy = Z ﬁ Oi(x;)- - 0i(xi—z + 1) Z K-
zeC i=1 k:y,’(=z zeC i=1 k:yr=z

Since the above holds for all x € Z7),
the set

{H 0i(xi) -+ 0i(x; — z; + 1)} 4.1)
i=1 zeC

Mathematical Biosciences and Engineering Volume 16, Issue 4, 2118-2140.
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are linearly independent, then we must have

-
é C}k ykKk — E Kk’

k:y,’(:z kiyr=z

which is the condition for the associated mass action system to be complex balanced.

Thus it remains to show that the functions in the set (4.1) are linearly independent. We will prove
that the functions are linearly independent by induction on the number of species, and begin with the
base case m = 1, which we provide as a lemma.

Lemma 4.1. When m = 1 (i.e. the system has only one species) the functions in the set (4.1) are linearly
independent.

Proof of Lemma 4.1. Let C = {zy,...,z,} ordered so that z; < z;;; foreachi = 1,...,n — 1. Suppose,
in order to find a contradiction, the functions in the set (4.1) are linearly dependent. Then there exist
ay, -+ ,a, € Rwith r < nand a, # 0, such that

a0x)---0x—-z1+D)+---+a08x)---0x—-—2z+1)=0, forall xeR. 4.2)
Let M = ||CY_1| + .. |0/r—1|. Since 6(x) — oo, as x — oo, we can find an N > O such that Yx > N, we
a, a,
have 6(x — z, + 1) > M and 6(x),...,0(x — z, + 1) > 1. In this case,

|l 0(x) - - 0(x = z, + 1| > Mla,/|0(x) - - - 0(x = z, + 2)
_ (Iall a1
—_— + oo +

|| ||

) |, 0(x) - - - (x — 2, + 2)
=||0(x)---0x =z, +2) + -+ |a,_10(x) - - - O(x — 2, + 2)
2|y |0(x) - 0(x —z1 + D + -+ + |, 10(x) - - - 0(x — 2,1 + 1).
This contradicts (4.2). Therefore, (4.1) must be linearly independent. O

We turn to the inductive step. Thus, we now assume that functions of the form (4.1) for distinct
complexes z are linearly independent when there are m — 1 species. We must show that this implies
linear independence when there are m species.

Enumerate the complexes as C = {z!, 2., 7" Suppose that there are «;, . .., @, for which

ar[ [0 -0 =2 + D+ van | [0 O -2+ 1) =0, forall xeR". (43)
i=1 i=1

We will show that each «; = 0.

First note that we can not have z} = zl.z = ... =z foreachi = 1,...,m, for otherwise all the
complexes are the same. Thus, and without loss of generality, we assume that not all of the z’l‘ are
equal. In particular, we will assume that z;, . .., % consists of p distinct values with 2 < p < n. We will

also assume that the complexes are ordered so that the first r; terms of z’f are the same, the second r,
terms are the same, etc. That is,
1 n—rp+1
g=...=2, ==, 7 = =1 (4.4)

Mathematical Biosciences and Engineering Volume 16, Issue 4, 2118-2140.
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We now consider the left hand side of (4.3) as a function of x; alone. For j = 1,..., p, we define
fi(x) = 01(x1) - 01(x; = Z?erﬂj +1).

By Lemma 4.1, the functions f;, for j = 1, ..., p, are linearly independent. Combining similar terms
in (4.3) we have

AGlan [ [0 0=zl + D+ ..+ | [6:00)- 0,06 -2 + DI+ (4.5)
i=2 i=2

Al [ [0:00) 006 = + D+ o+, | |6 00— 27 + D]+
i=2 i=2

+ fp(xD[ @41 1—[ 0i(x;) - - - Oi(x; — Z:HPH +D+...+a, l_[ 0i(x;) - 6i(x; =z + 1)] = 0.
i=2 i=2

From the independence of the f;, it must be the case that each bracketed term above is zero.
Without loss of generality, we just consider the first bracketed term in (4.5):

o[ |60 =2 + D+ v | [0 0 — 2+ D), (4.6)
i=2 i=2

which we know is equal to zero. The goal now is to apply our inductive hypothesis to conclude that
each of ay, ..., @, is equal to zero.

For each of k = 1,...,ry, we let 2 = (2&,...,2%). Then each term in the sum (4.6) is a function
on R”~! of the general form (4.1) with new complexes z* € R”~!. To use the inductive hypothesis, we
must argue that the z* are distinct. Consider, for example, the first two terms: Z' and 2. By (4.4), we
know that z} = z2; that is, the coeflicient of species 1 for the two complexes are the same. If we also had
7! = 72, then all the coefficients of the species would be the same for the two complexes, contradicting
the fact that they are distinct complexes (i.e. z! # z%). Hence, it must be that 7! # z*. Thus, by the
inductive hypothesis, all the terms of the sum (4.6) are linearly independent, and ) = --- = @,, = 0.
Repeating this argument for the other bracketed terms completes the proof.

We have proven the independence of (4.1) in all cases, which completes the proof of the theorem.

O

The following relaxes the condition in Theorem 4.2 that the limit of the functions 6; must be infinity.

Corollary 1. Let {S, R, C} be a reaction network and consider the stochastically modeled system with
rate constants {k;} and intensity functions (3.2). Suppose that lim,_, 6;(x) € {0, oo} for each i =
l,...,m and that for some ¢ € RY; a stationary measure for the stochastic model satisfies (3.3).
Suppose further that 6;(x) > 0 for x large enough. Then c is a complex balanced equilibrium for the
associated deterministic model with mass action kinetics and rate constants {k;}.

Proof. Without loss of generality, assume lim,_,, 6;(x) = 0 for i < £ and lim,_,, 6;(x) = oo fori > €+1.
The proof is the same as that of Theorem 4.2 in that we must prove the linear independence of the
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functions in (4.1). Let

ar[ [6:00) 0=l + D+ e | |00 - 2+ 1) =0, 4.7)
i=1 i=1

1
For x large enough that 6;(x) > 0, let ¢;(x) = m for each i < £. Then we have lim,_,, ¢;(x) = oo.
i(X
Now (4.7) becomes
@y [Tk 0i(x) -~ 6i(xi — 2 + 1) oy Il 600 00— + 1)
MM gix) - ixi—z + 1) T 6 -~ il — 2 + 1)

0. (4.8)

Let wy = max;< an{zi}. Then from (4.8) we have

{ m
a [ [oixi—z) it —w) [ | i) 0,06 - ! + 1)+
i=1

i=t+1

4 m
-.-+a’nl_[¢i(xi—Z?)"‘¢i(xi—Wi) 1_[ Oi(x;) - 0i(xi —z; +1) = 0.
i=1

i=C+1

This is similar to the set-up of Theorem 4.2 (since each ¢;(x) — oo, as x — oo0) and we can conclude
@) = ... = a, = 0 and complete the proof. O

4.3. Generalization of Theorem 3.5

This section is concerned with the convergence of the non-equilibrium potential of the stationary
distribution of systems with general kinetics, under some appropriate scaling. In particular, we would
like to have a similar result as Theorem 3.5 for the case of general kinetics. One difficulty that arises
is that the classical scaling is not, in general, appropriate for our purposes. This is illustrated by the
example below.

Example 1. Consider the reaction network with one species A and reactions given by
D=2 A

with the intensity function given by (3.2), where the rate constants are ky_,4 = kag = 1 and 6(x) = x°.
Consider the process under the classical scaling. We obtain a stationary distribution for the scaled
model XV from Theorem 3.4 and (3.8):

e v L (VYT (v w1
PO =m VA = 8D v T M L Sy

1
We consider the limiting behavior of the non-equilibrium potential v In(#V(%")), as V — 0. Using

Stirling’s approximation,
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1 1 (1 (Vo'

-7 In(@"(x")) = -y In (M—(EV);/)!)Z]

= _%(— InM+Vx'InV+ Vi Inc-2In(Vi")!)

~ _‘l/(— InM+Vx'InV+ V&' Inc-2Vx InVz" +2Vx")
= —%(— InM+Vi'Inc-2Vi'Inz" = V&' InV +2V&").

We need to estimate M when V — oco. From Lemma A.1 in the Appendix, we have

V X
InM=In E VO (Vo) + aln(Ve) + b,
XEZ>0 (X!)Z

for some constants a, b € R. Thus

1 1
-7 In(@" (")) ~ —‘—/(—2(Vc)”2 —aln(Ve)=b+ ViV lne =2V Inz" = vi¥InV +2vi")

2 aln(Ve)
yiz T Ty T

b
v P Inc+2Inz + 3 v -2x".

1
Clearly, &im ~v In(#V(#")) = oo, and we do not have convergence of the non-equilibrium potential

under the classical scaling. O

With the above example in mind, we provide an alternative scaling.

4.3.1. The modified scaling

Define |yx| = X, yxi and let V be a scaling parameter. For each reaction y; — y; let k; be a positive
parameter. We now define the rate constant for y; — y; as
K

- (4.9)

K;
where the parameter d is a vector to be chosen (they will depend upon the limiting values lim,_,, 6;(x)).
Note that the classical scaling is the case when d = (1, 1,...,1). Then we define the scaled intensity
function

K m
Y = v | |66 -y + 1, (4.10)
i=1

where, as usual, 6; : Z — R, and 6;(x) = 0if x < 0.

Theorem 4.3. Let {S, C, R} be a reaction network with rate constants {k;}. Suppose that when modeled
deterministically, the associated mass action system is complex balance with equilibrium ¢ € RZ,. For
some 'V, let {K,Y} be related to the {k;} via (4.9). Then the stochastically modeled system with scaled
intensity function (4.10) has stationary measure

m

1% _ (Vdici)xi m
T, (x) = ll:—ll m, where x € ZZO' (411)
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If (4.11) is summable, then a normalizing constant M can be found so that

1 + (Viic;)si -
7’(x) = ll—[ D)) where  x € ZJ, 4.12)

is a stationary distribution.

Proof. The proof is similar to that of Theorem 3.1, as found in [1], except care must be taken to ensure
that the terms associated with the scaling parameter V cancel appropriately. O

Let XV be the process associated with the intensities (4.10) and let X = V~'XV be the scaled

process. By Theorem 4.3, we have that for x" € ‘I,Z;"O

FMEET MLZ40) (4.13)

is a stationary measure for the scaled process. If (4.13) is summable, which is ensured by Theorem 4.1
so long as 6;(x) — oo as x — oo, then

7A@ =7, (4.14)

is a stationary distribution. In the next section, we consider the the limiting behavior of —‘l, In(@Y(3"))
as V — oo for a class of 6;.

4.3.2. Limiting behavior of -1 In(#"(x"))
We make the following assumption on the functions 6;.

Assumption 1. We assume that (i) 6; : Z — Ry, (ii) 6;(x) = 0if x < 0, and (iii) there exists d, A € RZ,
0;(x;)
d.

1
X

such that lim,, e = A, for each i.

Roughly speaking, this class of functions act like power functions when x is large. We will utilize
functions satisfying Assumption 1 to build intensity functions as in (4.10). We will show that if the
deterministic mass action system is complex balanced, then the limiting behavior of the scaled
non-equilibrium potential of the stochastically modeled system with intensities (4.10) is a Lyapunov
function for the ODE system

%= Z K(AXTY (v, = yo),  for  x € RZ. (4.15)
k

where we recall that Ax? is the vector with ith component A,-xfl". This result therefore generalizes
Theorem 3.5 (which is Theorem 8 in [2]).

Lemma 4.2. Let {S, C, R} be a reaction network with rate constants {k}. Suppose that when modeled
deterministically, the associated mass action system is complex balanced with equilibrium ¢ € RZ,,.
Let d,A € RY. Then the system (4.15) is complex balanced with equilibrium vector C satisfying

~ Ci e
C;i = X .
i

Mathematical Biosciences and Engineering Volume 16, Issue 4, 2118-2140.



2133

Proof. The proof consists of verifying that for each z € C,

D KAEY = 3 k(AEYY,

kiyr=z k:yl’(:z

where the sum on the left consists of those reactions with source complex z and the sum on the right
consists of those with product complex z. This is immediate from the definition of ¢. O

We now turn to the scaled models, and prove that the properly scaled non-equilibrium potential
converges to a Lyapunov function for the ODE system (4.15).

Theorem 4.4. Let {S, C, R} be a reaction network with rate constants {k;}. Suppose that when modeled
deterministically, the associated mass action system is complex balanced with equilibrium c € R
Fix d,A € RY and let 6; be a choice of functions satisfying Assumption 1. For V > 0 and the
d > 0 already selected, let {K]Y} be related to {k;} as in (4.9) and let the intensity functions for the
stochastically modeled system be (4.10). Let &V be the stationary distribution for the scaled process
guaranteed to exist by Theorems 4.3 and 4.1 and given by (4.12).
Fix a sequence of points XV € 327, for which limy_,, ' = % € Z7. Then

V—o0

li l—‘l/ ln(frv(fcv))] =V(&) = Z[fci(di In(%;) — In(c;) — d; + In(A))] + Z di(ci/A)"'",  (4.16)
i=1 i=1

where V is defined by the final equality, and moreover V is a Lyapunov function for the ODE system
(4.15).

Note that by takingd = (1,..,1) and A = (1, .., 1), the limit of the §; in Assumption 1 is simply mass
action kinetics. Hence, the main result in [2] is contained within the above theorem.

Proof. Using (4.12) and (4.14) we have

_l G _l i m (Vd,-cl,)Vfﬂy
Vln(n (X)) = Vln(Ml_[ 9,-(1)-~~9i(VfiV))

i=1

( InM + Zm: Vil In(Véc;) — Zm: In(0;(1) - - - (V! )))
i=1 i=1

<|~

<|-

= ( —InM + i Vdix! In(V) + i V) In(c;) — i In(@;(1) - - 9i(V5C,V)))
P P i=1

In M + Z Vd:x In(V) + Z Vi) In(e;) - Z In((V&Y %)
i=1 i=1 i=1

<|-

v Z} In((VE 1y - Z In@(1) -+ 6V)).

We analyze the limiting behavior of the different pieces of the last expression.
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1. We begin with the first term

1 (Vd )x
yhnM=y Fhn (Z - 19(1)6 9i(xi))’

xezZm

where M is defined using (4.12). In Lemma A.2 in the appendix we show that as V — oo

éln(z ?il ei(vld)cy 6:(x) ) in( R fzdc()x '>d)

xezZm xezm
B 1 ( (VicA™! )x)
xezm Hl l(xl')d

4.17)

where by ay ~ by, as V — oo, we mean limy_,..(ay — by) = 0. We may then apply Lemma A.1 to
(4.17) to conclude there are constants a, b such that

VacA~) 1 m
‘1 ( T >)~‘_/ D @(VieAT )+ aln(VEiGAT) + b),

d;
xezZm Hﬁl(‘xl‘) i=1

Taking the limit V — oo, we see that only the first term remains, which yields

V—oo

; 1 — N 1/d;
lim - In M = ; dilci/A)"
2. We use Stirling’s approximation with the middle terms

—‘l/( Zm:(Vd,-x,.V In(V) + V& In(c;) - Zm: In((Vi %)
i=1 i=1

3

~ —‘l/( D VdE (V) + VE In(e) = > di(VE) In(VE) - VxY))

i=1 i=1

- ‘1/(2 V¥ In(e,) - Zd(v M) In(E) + Zmld,-v)zy)
i=1 i=1

3

= Z 4z’ In(x) - Zm: 2 In(c;) - Zm: dix.

i=1 i=1
Taking the limit V' — oo, and noting that ¥ — %, we have

11330 ——(Z(Vd In(V) + V& In(c;)) — Zm: In((Vx) 1)‘*))

i=1

- Zm: d.% In(%;) — Zm: % 1In(c;) — Z di%;.
i=1

i=1

3. We turn to the final term. By using an argument similar to (4.17), there is a constant C > 0 for
which
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—Z—[ln((Vch‘)d’) In(g(1) -+~ (V)] =

( 9((‘1/))? V‘)L;i(vxiv))

( )va) (4.18)

[ i X; ln(A,-)) .

<IH <IH <IH

Taking the limit V — oo, and noting that ¥V — %, we have

m m

1
lim =3 OV D) ~In@ (1) 6V )] = ) % In(4,)

i=1 i=1

Combining the three parts, we conclude (4.16) holds. The fact that the limit is a Lyapunov function is

proven in Lemma 4.3 below. O

Lemma 4.3. The function given by (4.16),

V(x) = Z[xi(di In(x;) = In(c;) = d; + In(Ap) + di(c;/A)' ], x € Z2,

i=1
is a Lyapunov function for the system (4.15).
Proof. We have

VYV(x) = (d, In(x)) = In(cy) + In(Ay), ..., d, In(x,,) — In(c,,) + In(A,)).

Let f be the right-hand side of (4.15) and recall that ¢ is a complex balanced equilibrium of the mass
action model. We have

VYW - f(3) = D A" (e =10 () 0 =90
d))k Ax? Vi Axd Vk
_ZKkCyk ( ( ) ln( ) )
Yk c c
. Axd Y Axd Yk
<X () (5

= ) (Axyhge" = (AxTy
k

_ Z Z (Ax? Y — Z (Axd)ykkk]

zeC |k =z k:yr=z
DYEDIERE I
zeC kiy,=z kiyr=z

where we used the inequality a(Inb —Ina) < b —a and the last equation holds because c is the complex

balanced equilibrium for the mass-action system. O
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A. Appendix: Required Lemmas

Lemma A.1. Here we need to provide an asymptotic estimate as C — oo of the form

Z o ~ Y (@dC" +alnC; +b)

EZ’"

where a, b are constants that do not depend on C.

Proof. When m = 1, by Stirling estimation (and ignoring the factor of V2x), we have

where the last estimation is due to the fact that lim

x* xd x<d V2 T(xd+1+(d-1)/2)
() ~ («/}e ) ‘/_(xdc),xd @2 T(xd + 1) dxfl )/2)

I'(n+a)

=1.
n—eo nI'(n)
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Thus

(Cdd)x
Z o L Tad+ @+ D/2) (A1)

The asymptotic behavior of the right hand side in (A.1) can be found in Example 2.3.1 of [23]. In
particular, its asymptotic character is exponential since we are considering C having real values only

Z (Cdd)x N l(Cdd)(l—d)/Zde(Cdd)”" _ cC(l—d)/2dedC1/"
— I'xd+d+1)/2) d

where c¢ is some constant depending on d. Thus, taking log we have

(Z( ’)d) dC" +alnC +b

where a, b are some constants depending on d.

When m > 1, we have

ln(z(x')d) (HZ(X')%) Z(dC”d’+alnC+b)

where we have applied the m = 1 case in the final step. O

In the following lemma, for sequences ay and by we write ay ~ by, as V — oo, for
\}1m (aV - bv) =0

Lemma A.2. Let 0; satisfy Assumption 1. Then for a fixed c € Z,,,

(3 )~ v (3 ) = pin( 3 e

xezZm xezm xezm

as'V — oo,

Proof. Let first consider the case when m = 1.
60(x)

Let @ > 0. From Assumption 1 we have lim,_,q — = A;. Therefore, there exists an N > 0 such
X

that if x > N, then

A - A<Q<A+ aA

x4

which is equivalent to

6(x)
l-a <A_xd<1+ (A.2)
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Consider
1 (Viey* 1 (V)"
(S )b S e
v é@(l)m@(x) v ZAX(x!)"
(Ve (Viey*
_ 1 (2x<N 0(1)-—6(x) Py o(1)-- 0(x))
I dcx
V erZ ,L(\Y(x!))d
1 R+S
u()
1% T
where

_ Viey*  _ dN
K ‘; IO

VdC d 1/d L AN1/d
( ) d(V c/A) ) — O(edV(L/A) ),

Ax( ;)d

where the sum in R is over all x € Z( and the estimation of 7 is again based on Lemma A.1.
We have

B (Vdc)x
> = %9(1)---0@)

o (Ve AN

- Z‘v Ax(x))? (1) - - - 6(x)

AV Z (Vee)* AN + 1) - A(x)?

0(1) - O(N) S AY(xD? 0N +1)-- - 6(x)

~ Z (Vee)* AN + 1) -+ A(x)?
VLAY O+ D 0(x)

Using (A.2), we have

Vd X 1 Vd X 1
CNZ( C) <SS <CNZ( C)

i A (1 + ay=V 4 A5 (x) (1 = @)=V

Thus

(Vie(1 +a)™ (Vie(l —a)
CNZ Ax(_x!)d <SS < NZ

x>N
where LHS = O(eV“/A0+)'""y and RHS = O(eV/A0-0"") similar to how we estimated 7. This,
together with the fact R < § for V large enough, gives us

1
4

edV(c/A)”d) 1 (R+S) 1
n

edV(c/A)'/d
edV(c/A(1+a) vV T Vv
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where ay, by are some constants depending on N. Thus

In an

Now for an € > 0, pick a such that

max{|d((c/A)""" = (c/A(1 + @)D, ld(c/A) = (c/A(1 = )"} <

Then we pick V large enough so that

then

'1 R+ S
—ln( )
\%

Thus lln(R S
\%

For m > 1, we have

+d((c/AV = (c]A( + @)y < ‘1/ ln(

max{|ay/V

+d((c/A)"! = (c/A( =)'

R
+S)<1nbN
T

<
5

€
by VI < 5

<6+€_
3 2—6.

T

) — (0 as V — oo and we have finished the case m = 1.

1 (Ve 1 ™ (Vi
yin( 2 e 9i<1>-'-e,-<xl~)) Al Zz ei(l)-'-ei(x»)

xezZm

i=1 x;
| o (Vid,-cz)x,-
-2 Zm(;z 0 a)
13 vy
~y ; In ( X,Zez W)

m dici\x
=gl )

{ (Vi)
= ‘_/m(xz ch)

Note that here the asymptotic analysis still holds after finite addition, since the asymptotic relation we
prove for the case m = 1 is slightly stronger than the usual definition of asymptotic. O
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