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Abstract: As it is known that environmental perturbation is a key component of epidemic models, and
Markov process reveals how the noise affects epidemic systems. The paper introduces Markov chain
into a stochastic susceptible-infected-vaccination(SIV) epidemic model composed of vaccination and
saturated treatment to analyze the near-optimal control. Based on Pontryagin stochastic maximum
principle, the paper gives adequate and all necessary conditions for near-optimal control. Numerical
simulations are presented to display the theoretical results and verify the effect of treatment control on
epidemic diseases.
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1. Introduction

Ever since the studies of epidemiology conducted by Kermack et al. [1] mathematical models have
become important tools for studying the spread and control of infectious diseases. For some
deterministic epidemic models, many researchers have studied the dynamical behaviors [1-6].
Moreover, Chen et al. [9] proposed that the coefficient of deterministic epidemic system may be
influenced by stochastic perturbation. Therefore, stochastic models have been studied to find out
impacts of stochastic fluctuation upon the infectious diseases [10, 11,24, 29,30]. For example, the
studies conducted by Zhao et al. [10] on the asymptotic behavior of a stochastic SIS epidemic model
with vaccination. Cai et al. [11] proves the existence of stationary distribution of a stochastic SIRS
epidemic model.

In fact, some parameters of the epidemic models may be influenced by the sudden changes such as
color noise which deems to be a random switching from one environment regime to another under the
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influence of such factors as temperature or rainfall [15, 17]. For the first equation of the SIV epidemic
model, the parameters are determined as follows:

ds) = ((1 —pu+al(t) = (u+u)S) —-BS (t)I(t))dt - oS @)I(1)dB(1), (1.1)

we assume that there are n regimes and the system obeys

ds (1) = ((1 = p()u(1) + a(DI(?) = (u(D) + ui(1))S (@) = fDS (t)I(t))dt

(1.2)
—o(H)S®I()dB(t),
when it is in regime 1, while it obeys another stochastic model
ds(1) = ((1 — P@)Hu2) + aDI([1) — (u(2) + u1(2)S (1) - B2)S ()] (t))a’t (13)
- oS ®I(t)dB(1),
in regime 2 and so on. Therefore, the system obeys
ds (1) = ((1 — p)u(@) + aDI(1) = (u@) + u(D)S (1) = p)S (D] (l))dt (1.4)

- o()S(I()dB(t)

in regime i(1 < i < n). To best reveal the way the environment noise affects the epidemic systems,
we propose the application of continuous-time Markov chain to define this phenomenon [18-20]. It is
significant to study the effect of random switching of environmental regimes on the spread dynamic of
diseases.

As it is known that SIV epidemic model has drawn much attention. For instance, Liu et al. [26]
discussed the existence and uniqueness of the global positive solution of the system, and Lin et al.
[23] considered the asymptotic stability of the stochastic SIV epidemic model and the existence of a
stationary distribution. The above work done just focused on the studies of dynamic behaviors of SIV
system with quite few studies focusing on the optimal control for stochastic SIV models with Markov
chains. The study of optimal control of stochastic SIV epidemic model, therefore, becomes significant.

In addition, vaccination and treatment have become the most effective strategies in the control of the
epidemic transmission. We give priority to vaccinations to susceptible people. Vaccination duration
and effective treatment make it possible to curb the spread of diseases and cut the cost of vaccines.
For instance, Measles is a highly contagious disease that may result in serious illness in the early
childhood stage, and therefore the advance immunization is necessary [25]. The global Measles and
Rubella Strategic Plan 2012-2020, aims to reduce global measles mortality and to achieve measles
elimination by the end of the 2020 (http://www.measlesinitiative.org/). The most effective approach to
achieve this plan is vaccination. In view of this above, it is meaningful to carry out the research of a
stochastic SIV epidemic model with vaccination and saturated treatment to analyze the near-optimal
control with Markov chains.

According to the paper, the objective function is determined and constructed on the basis of an
optimal control problem with two control variables of vaccination and treatment. And the optimal
solution of the model is provided according to the objective function through analysis in the relevant
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optimal theories. Aiming at the stochastic SIV model with Markov chain, we carried out thorough
studies on the minimization of the number of infected individuals through the application of
prophylactic vaccination and saturated treatment. We also define the sufficient and necessary
conditions for the near-optimal control problems. The innovative ideas of the study are as follows:

e Provision of an innovative stochastic SIV epidemic model with vaccination, treatment and
Markov chains;

e Discussion of sufficient and necessary conditions of the near-optimal control for a stochastic STV
model.

The remaining part of of the paper is so organized as: Section 2 preliminaries and introduction of
stochastic SIV model; Section 3 proof of the necessary condition for near-optimal control; Section 4,
institution of sufficient conditions for near-optimal control; Section 5 numerical simulations display to
confirm the results; and, Section 6, conclusions.

2. Preliminaries

In this section, we first introduce the following notations and definitions before we formulate the
model.

We define (Q, F, Fo<<7, P) be a complete filtered probability space on a finite time horizon [0, T'].
We assume (F;)o<;<7 is the natural filtration and ¥ = F7, U, is the set of all admissible controls, f;
denotes the partial derivative of f with respect to x, | - | denotes the norm of an Euclidean space, X
denotes the indicator function of aset S, X + Yistheset {x +y: x € X, y € Y} for any sets X and Y,
C is the different parameters in the paper.

We establish the optimal problems on the basis of a stochastic SIV model was put forward by Safan
and Rihan et al. [14] as follows:

dS (1) = [(1 = p)u + al(®) = (u +u)S (@) = S OI@D)]dr,
dI(1) = [BSOI(1) + (1 — e)BV(DI(1) — (1 + @)I(1)]dk, (2.1)
dV(t) = [pu+uS (1) = uV (@) = (1 = e)pV(I(1)]dt.

with initial conditions S(0) > 0, 7(0) > 0, and V(0) > 0. The population size is denoted by N(¢)
with N(t) = S(¢) + I(t) + V(¢). The SIV model assume that recovered individuals may lose immunity
and move into the susceptible class again. Note that 0 < p < 1 and BS(¢)I(¢) is the incidence rate.
Vaccinated individuals can either die with rate u or obtain infected with force of infection (1 — e)8I
where e measures the efficacy of the vaccine induced protection against infection. If e = 1, then
the vaccine is perfectly effective in preventing infection, while e = 0 means that the vaccine has no
effect. The following flux diagram (Figure 1) illustrating the transmission of susceptible, infected and
vaccinated. S, I and V represent susceptible, infected and vaccinated respectively. The continuous line
represents nonlinear transmission rate between different compartments.
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pu+uS

Figure 1. The flux diagram illustrating the SIV epidemic model of Equation 2.1.

We assume that stochastic perturbations in the environment will mainly affect the parameter 3, as
in Tornatore et al. [27], so that 8 — B + o B(f), where B(¢) is a standard Brownian motion with the
intensity o2 > 0. All parameters in model (2.1) are assumed to be positive due to the physical meaning
and more precisely are listed in Table.1. By this way, the stochastic version corresponding to system
(2.1) be expressed by Liu et al. [26] as follows:

dS(1) = [(1 = pu+ al(®) = (u+u)S @) = BS (DIO]dt — oS (OI()dB(?),
dl(t) = [BSOI(®) + (1 = e)BV()I(t) — (u + @)I(t)]dt + oS (1) (¢)dB(t)

+ (1 = e)aV()I(1)dB(t),
dV(t) = [pu+uS@) —uV@e)— (1 -e)pV)I()ldt — (1 —e)aV(t)I(t)dB(t).

(2.2)

Table 1. List of parameters, variables, and their meanings in model (2.2).

Parameters Biological meanings

p The proportion of population that get vaccinated immediately after birth
U Vaccinated rate
B Per capita transmission coefficient
u Per capita natural death rate / birth rate
a Per capita recovery rate
o The intensities of the white noise

S (1) Susceptible proportion in the total population

1(1) Infected proportion in the total population

V(1) Vaccinated proportion in the total population

According to [28], we know that the switching of the Markov chain is memoryless and the waiting
time for the next switch is subjected to an exponential distribution. In addition, we assume that there
are N regimes and the switching between them is governed by a Markov chain on the state space
S ={1,2, ..., N}. Then as the sample path of Markov chain &() is right continuous step function almost
surely, its jump points have no accumulation point. Thus, there exists a stopping sequence {7 };>o for
every w € Q, and a finite random constant k = k(w) such that 0 = 7y < 7y... < 73 = 7. Then when
k > k, we get that 7, > 7 and £(¢) is a random constant in every intervals. That is to say, £(f) = &(1¢)
for 7 <t < T4yy.
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LetR} ={xeR":x;,>0,i =1,2,...,n}, and |x| = 1/2?:1 xl?. Then Markov process (x(¢), £(t)) €
R” xS, making up a diffusion component x(#) and a jump component £(¢), can be described as follows:

{dX(t) = f(x(®),£@)dr + g(x(1), £())dB(1), 2.3)

x(0) =xp € R1,E(0) =w € S,

where B(f) is a d-dimensional Brownian motion, and f(-,-) : R* x S — R", g(-,-) : R" x § — R™4,
If for any twice continuously differentiable function V(x, k) € C2(R" x S), define linear operator £
by

- V(x,i) 1< PV(x,i ,
vk = Y T 2N a4 S g oV, - Vi k),
J=1 jk=1

i)
0x; 0Xix;j j#kes

where a(x, i) = g(x, i)g" (x, i) with the superscript 7 stands for the transpose of a matrix or vector.
Hypothesis. The following basic hypothesis need to be satisfied
(H1) For all 0 < ¢t < T, the partial derivatives L, (t, x();u(t)), L., x(¢);u(t)), and
L, (2, x(2); u(t)) are continuous, and there is a constant C such that

A1 + A < C(1 + [x1(8) + x2(0) + x3(0))) -

(H2) Let x(1), x'(1) € R? and u(2), u(t) € Uy, i = 1,2, then for any 0 < ¢ < T, the function
L(t, x(t); u(t)) is differentiable in u(¢), and there exists a constant C such that

1,0 (X(0)) = By (X' (D)] < Clxa(1) = %5(D)1.

(H3) The control set U, is convex.
(H4) Assume that

1= Z ﬂk(,u(k) + %aﬁ(k) + (u(k) + a(k)) + %ag(k) + (u(k) + a(k)) + %o%(k)) >0, (24

leM
holds.
(H5) Assume that
LU= plpb(k)  BRx® | ex@® 1, B0
K== [+20) (@) 2(74(k)(1+x§(r))2
ploxi 1 L, RO plobk)  mu(®) | m@x0) )5
+1+X§(t) 204(k)(1+)%(t))2+ x3(1) 1+77(k)X2(t)+ x3(1) 22

m(k)uy (1)x(t) N a(k)xy(1)
(1 + n(k)x2(2))x3(2) x3(1)

holds. We introduce the treatment control u,(¢) into the above model (2.2). With the help of
vaccination or treatment, the number of susceptible individuals increased, using S, represent it. In
fact, every community should have proper treatment ability. If investment in treatment is too large, the
community will pay unnecessary expenses. If it is too small, the community will have the risk of

<0,
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disease outbreaks. Therefore, it is very important to determine the right treatment ability. Following
Wang’s argument in [22], the advantage of using a saturated type treatment function is that it
generates near-linear treatment results. We assume that the treatment function is a function of u,(¢)

and I(¢). It is defined as T (u (1), I(?)) = % where m > 0, n > 0. Our new model is as follows:

dS (1) = (1 = pyu + al(t) — (u + u (1))S (1) — BS (OI(1)) dt — oS ()I(1)d B (t)
di(t) = (/35 OI@) + (1 = )BV(OIE) — (u + )I(F) - M) dt
1+ n(1)
— S OIDABs(1) + (1 — ) V() (1)dB4(D), 2.6)
dv(r) = (pu aV() = (1= BVOIW) + @S (1) + ™21 <f)) it

1 +nl(t)
— (1 —e)aV()I(t)dB;(1).

where m is the cure rate, 7 in the treatment function measures the extent of delayed treatment given
to infected people. Let U C R be a bounded nonempty closed set. The control u(z) € U is called
admissible, if it is an F;-adapted process with values in U. The set of all admissible controls is denoted
by U,4. In this optimal problem, we assume a restriction on the control variable such that 0 < u; () <
0.9 [12], because it is impossible for all susceptible individuals to be vaccinated at one time. u,(f) = 0
represents no treatment, and u,(f) = 1 represents totally effective treatment.

For the sake of showing such sudden environmental abrupt shift in different regimes, we will
introduce the colored noise (i.e. the Markov chain) into the SIV epidemic model (2.6). Let &(¢) be a
right-continuous Markov chain in a finite state space § = {1,2,..., N} with generator @ = (g;j)nxn
given by

) ) qijAt + o(A), if j#i,
A = = = 2
PléE + An) = jlE@) = i} {1+q,-,-At+0(A), ifi=i (2.7)
where At > 0 and g;; is the transition rate from state i to state jand g;; > 0if j # i while g;; = — X 4, qij-
Then we can obtain the novel SIV epidemic model as follows:
ds(1) = ((1 — pEMNUED) + a(EONI(1) — (&) + w1 (D)S (1) = BEM)S (D] (t))dt
— 0 (§O)S (HI()d B (1),
dl(r) = (ﬁ(f(t))S (DI(1) + (1 = e)BE@)V(DI(1) — (D) + a(E())I(1)
m(&(1)ux()1(1)
ETCO0 )dt— a(&M)S (DI(NdBx(1) (2.8)
+ (1 = e)a(E(O))V(DI(1)dBy(1),
av(t) = (P(§(t))ﬂ(§(t)) +u (DS (1) = uEMV@) — (1 = )BED)V(O)I(1)
m(&(1))ux(1)1(1)
+ T+ 1@ )dt — (1 —e)a(E@)V(I(t)dBs(1).
To simplify equations, we represent x;(f) = (x1(2), x2(), x3()" = (S©@),I1), V)7,
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u(t) = (u (¢), u>(r))" and the model (2.8) can be rewritten as

dx, (1) =((1 = pEDNE®D) + a(€(1)x2(1) = u(&(0))x1 (1) = BED)) x1 (1) x2(2)

- ul(t)xl(t))dt — 0 (&(0)x1(Nx2()d By (1)
= [i(x(0), u(®))dt — o 14(x(1))dB(D),
dxy(1) =(,3(§(t))xl(t)Xz(t) + (1 = )BED)x2(D)x3(7) = (u(E(D) + a(£(1)))x2(1)

mED)us(0)x:(0)
T T+ )0 Jir - e 0B 2.9)
+ (1 = ) (ED) ()3 (1)dBa(0)

= f(x(1), u())dt — o4 (x(1))d B(0),
dx3(7) =(p(§(t))#(§(t)) +u ()x1(1) — (D) x3(1) = (1 = )BE(N))x2(1)x3(1)

m(&(1))ua(1)x2(1)
T T R0 )dt — (1 = )T (ED)xa(D)x3(1)d Bs (1)

= f3(x(0), u())dt — 034(x(2))d B(2),
x(0) =xp.

with the objective function

T
JO, xo: 1u(1)) = E( f L(x(t), u(t))dt + h(x(T))), (2.10)
0

where x(¢) = {x(¢) : 0 < t < T} is the solution of model (2.9) on the filtered space (Q, F, (F1)o<i<7» P).
For any u(t) € U,;, model (2.9) has a unique ¥;-adapted solution x(¢) and (x(z), u(t)) is called an
admissible pair. The control problem is to find an admissible control which minimizes or nearly
minimizes the objective function J(0, xo; u(-)) over all u(-) € U, 4. The objective function J(0, xo; u(-))
represent a function that t = 0, x(¢) = x, with control variable u(-). The value function is as follows:

V(0, xo) = M(I_g}d J(0, xo3 u(-)).

Our goal is to minimize the total number of the infected and susceptible individuals by using
minimal control efforts. Refering to Lashari et al. [13], let the objective function in this paper is

T 1
J(0, xo: u(r)) = E{ fo (AlS(t) A0 + 5 (o) + Tzug(z))) di + h(x(T))}, @.11)
where 7, and 7, are positive constants,

1
L(x(1), u(n)) = A1 S (1) + A1 (1) + E(TW%U) + ToU5(1)),
h(x(T)) = (0, I(T), 0).

Definition 2.1. (Optimal Control) [7]. If u*(-) or an admissible pair(x*(¢), u*(¢)) attains the minimum
of J(0, xo; u(-)), then an admissible control u*(-) is called optimal.
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Definition 2.2. (e-Optimal Control) [7]. For a given & > 0, an admissible pair(x*(¢), u*(f)) or an
admissible control u®(-) is called e-optimal, if

[J(0, xo; u®(+)) — V(0, xo)| < &.

Definition 2.3. (Near-optimal Control) [7]. A family of admissible controls {#°(-)} parameterized by
€ > (0 and any element (x*(¢), u*(¢)) , or any element u°(-) in the family are called near-optimal, if

17(0, xo5 u”(+)) = V(0, x0)| < 6(¢),

holds for a sufficiently small € > 0, where ¢ is a function of ¢ satisfying 6(¢) — 0 as € — 0. The
estimate o(¢) is called an error bound. If 6(¢) = c&* for some c, k > 0, then u®(-) is called near-optimal
with order &*.

Definition 2.4. [8]. Let = c R” be a region and u; : E — R”" be a locally Lipschitz continuous
function. The generalized gradient of ¢ at £ € = is defined as

Py + mn) — ¢(y)} .

m

a(ﬁ(é:) = {g € Ran’ 77) < Ey—f,yea,mw

Our next goal is to derive a set of necessary conditions for near-optimal controls.
3. Necessary conditions for near-optimal controls

In this section, we will introduce two lemmas at first, then we will obtain the necessary condition
for the near-optimal control of the model (2.8).

3.1. Some priori estimates of the susceptible, infected and recovered

Lemma 3.1. For all 6 > 0 and 0 < « < 1 satisfying k6 < 1, and u(t),u'(t) € U4, along with the
corresponding trajectories x(t), x'(t), there exists a constant C = C(6, k) such that

3 2
DUE sup xi(0) - O < C ) dui(n), ul()”. 3.1)
i=1 0<t<T i=1
Proof. We assume 6 > 1 and VYr > 0, use the elementary inequality, and get

E sup |x (1) — x;(6)*

0<t<r

nOxn@  HOX50"

' 20 20
<CE fo | (e + o) |1 o6 T
+ (1) = 3ED)) Ixi (1) = X (OF + P EDles() — X5 (O
+ [ur (H)x, () — U (£)x] (r)|2"]dr (3.2)

r 3 r K0
< [ Y1 - o dr+ [E [ Koo

r 3
gc[E fo ; Ixi(£) — x;(O)1*dt + d(uy (1), u'l(r))“’].
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If0 <k < 1, then 8 > 1, we apply Cauchy-Schwartz’s inequality and get

E f Xy, (o (D)dE
0
0

’ 1-«6 r K
3.3
<C (E f dt) x(E f )(ul(,#u/l(t)(t)dt) 3-3)
0 0

<Cd(uy (1), (£))*’.

Similarly, we can get the following estimates for |x;(¢) — x; O =2,3)

;2
E sup o) — (0 < C[E f D (0 = X0 dt + d(uw (@), u;u))“@],
0 =1

O<t<r

(3.4)
;3 2
E sup |os(0) ~ 40 < cl= fo 22: (1) — x(O%dt + Z] (o), )|
Then, summing up (3.2) and (3.4), we may obtain that
3 ;3 2
> Bsup () -0 < | [ 8 sup oo - i oids + Y deor i
=1 O<i<r 0 o7 Osiss =1
Now by considering 0 < 6 < 1, with the help of Cauchy-Schwartz’s inequality, we have
3 3 %
D B sup b - K0P < Y [E sup |x;(f) - x;<r)|2]
=1 O=<i<r =1 O<t<r
r 3 2 0
<C E () — X,(O1d d(ui(t), u)(£))* 3.5
[foZ‘ Sup ()~ () s+; w0, 10| (35)

2
< c"[ Z d(ui(1), u;(r))“’].
i=1
Therefore, the result is true by making use of Gronwall’s inequality.
The proof is completed.

Lemma 3.2. Let Hypotheses (H3) and (H4) hold. For all 0 < k < 1 and 0 < 6 < 2 satisfying
(14+x)0 < 2, and u(t), u'(t) € U,q, along with the corresponding trajectories x(t), x'(t), and the solution
(p(0), q(t)), (p'(t), 4'(t)) of corresponding adjoint equation, there exists a constant C = C(k,0) > 0
such that

3 T 3 T
S [ no- sl 3B [ - g
i=1 i=1
2
<C ) d(ui(t), u(1)* .

i=1

(3.6)

Proof. Let pi(t) = pi(t) — pi(t), q;(t) = q;(t) — ¢ (O, j = 1,2,3). From the adjoint equation (4.5), we
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have

a5i(0) == | = (€0) + 110 + BEDWA) + KED) Fi(0) + BED (0P + 1 (OF0
S ED)R T D) + T ENRORW) + o <t>]dz + G (DdB(),

dpa(t) = - [(a(f(t)) = BEM)xX1 ()1 (1) + (ﬁ(f(t))xl (1) = (1 = e)BEM)x3(1) — ((E(D) + a(§(1)))

_ m(&(0)uz(1)x2(7) m(&(0)u (1) x,(1)
1+ n(&(0)x2(7) 1+ n(&(1)x2(0)

+ (0 (EM)x1(1) + (1 — o (€()x3(D)g2(1) — (1 — e)o(E(D)x3(1))g3(1) + ﬁ(t)]dt +q(0)dB(1),

)’ﬁzm - ((1 — )BEM)x3(t) - );;3(;) — o (ED)x1 (1) () (3.7)

dps(t) = - [((1 — e)BED)x2(1)p2(1) — (&) + (1 = E)ﬁ(f(t))Xz(t)ﬁa(t)]dt + ((1 = e)(&(1)x2(1))g2(1)
+ (1 = T EXAG (1) + F(0) + T3(1)dB(®).

where

Fi(0) =BE®D)(xa(t) = XyO)(ph(0) = P(0) + T (ED)(xa(t) — Xy(B)(g5(0) - ¢, (1)),
F0) =BED)x1(0) = X O)P4®) = phB) + (1 = eYBED)(x3(r) — X5 (D)P4(0) = Ph(©))

uy(1) (1)
+ m(f(’))x((l + (&) x2(1))? B (1 + nE@)xy(0)?

+ (1 = ) (ED)(x3(1) — x5(0))(g5(0) — g5(0)),
B0 =(1 = )BE®D) (xa(t) — Xy(D)(Ph(1) = P4©) + (1 = )T (D) (xa(t) — X(1)(g5(0) = g5(D)).

)(pgm — DD + T ED (1) — X, (0)gH(1) - 4 (D)

We assume the solution of the following stochastic differential equation is ¢(z) = (¢1(2), ¢2(t), $3(2)) .

(1) = — [«u(f(r» Fun(O)x1(1) + BED)xA) + LEDNS (1) + @ED)) — BED) X (1)ba(?)
" |ﬁl<r>|9‘1sgn<ﬁl(t)>]dt ¥ [(—U(f(f))xz(t))¢1(t) + (=0 €)X (D)bs(0)
+ G (z)W‘lsgn@(r))]dB(r),

ds (1) =[,3(§(t))Xz(t)¢1(t) + (,B(f(t))xl(t) = (I = e)BE(0)x3(1) = (&) + a(£(D))

_ m(EM)ua()xx(1)
1+ n(&(0)xx(2)

+ [(T(f(t))Xz(t)fﬁl + (0 (E@0)x1 (1) + (1 = ) (§(1)x3(1))p2 + (1 — )T (£(1))x2(1)¢p3

)¢z(t) + (1 = e)BEDX(D3(1) + P2V sgn(pa(0)) |dr

n @W‘lsgn@(r)]dB(z),

m(&(1))u (1) x(1)
1+ n(&£(0)x:(1)

+ Iﬁs(t)lg_lsgn(ﬁz(l))]dt + ((—(1 =)o (§(1)x3(1))p1 + (—(1 = )T (£())x2(1) 2

ds(0) =[u1<r>¢1 - ((1 — OBED) (D) — )¢>2 — (WED) + (1 = BED) 105

+ O sen@0) B,
(3.8)
where sgn(-) is a symbolic function.
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According to Hypothesis (H1), the definition of L and Lemma 4.2, the above equation admits a
unique solution. Meanwhile, Cauchy-Schwartz’s inequality indicates that

3

3 T 3 T
E sup g0 < ) E fo piol'de+ ) B fo (o), (3.9)
1 i=1 i=1

o] O<i<T

where 6, >2and%+é = 1.
In order to obtain the above inequality (3.6), we define the function

3 3
V() PO, $0, G0,k = D" Pigi(t) + D Inxi(t) + (e + i) 510)
i=1 i=1 :

= Vi(x(@), p(), (1), q(1)) + Va(x(1)) + V3(k),

where w = (W1, Wa, -+, wn)", Wl = /W] + -+ + W, and wi(k € S) are to be determined later and the
reason for [w| being is to make w; + |[w| non-negative. Using Itd’s formula [4] yields

3 2 3
LVi(x(0), P, (0, G0) = ) BIHI + ) EGOI - ) | E fi)gd), (3.11)
i=1 i=1 i=1

(A = pl)uk) — axy (@)

LV (x(1)) = p(k) = Bk)xo(1) — uy (1)

x1(2) " x1(0)
k k
+ BU)x1 (1) + (1 = )BR)x3(1) — (k) + ak)) — %

plouty  w®xn® m()ua (k)65 (1) 312
Y0 T mp M- (-aBln® G e

- %az(k)xg(t) + %&(k)xﬁ(r) + %(1 — e)’o(k)x3(t) — %(1 — e)’a?(k)x3(1)

=K - (,U(k) + %tf?(k) + (k) + a(k)) + %Gg(k) + (u(k) + a(k) + %(T%(k)),

LVi(k) = Z W), (3.13)

leM

We define a vector E = (Z,Z,, -+ ,Zy)" with
—_ 1 2 1 2 1 2
= = u(k) + Eo-l(k) + (u(k) + a(k)) + Eo-z(k) + (u(k) + a(k)) + 50-3(k). (3.14)

Due to the generator matrix « is irreducible and Lemma 2.3 in [5], for E; there exists a solution
(15 1S = \T
W_(WI’WZa”'9WN) s

for the following poisson systems:
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Thus, we obtain that

1
> awmi - (,u(k) #5030 + () + k) + O'Z(k) () + ) + 5030

leM
= 3 ) + 370 + (k) + @tk + 5530+ (k) + k) + 303K (315
leM
= —1I.
According to Hypotheses (H4) and (HS), we get that
LV(x(@), p(0), q(1), k)
=LV, (X(t) pD), $(1), ?(t)) + LV,(x(1)) + LV5(k)
=—Il+ ZE Bl + ZE Gl - ZEf(t)¢ n+K (3.16)
i=1
3 2
<Y BB+ Y BlGol - Z E f(ngi(0).
i=1 i=1
Integrating both side of (3.16) from O to 7" and taking expectations, we get that
3
SE f Fioldr + Z f Gaolds
1:21
= Z f flogiod + Z Ehqy (X(T)@i(T)
= (3.17)

<C i E f Ifi\(t)lgdt)g(E fo |¢>,-(z)|9'dt)W

i=

N i (me m(x(T))le) (EW’"(T)'GI )]

i=

Substituting (3.9) into (3.17),

3

ZE f |p,<t)|"dr+z f G(o)ldt

= (3.18)
< CZ f o’ + Z Bl (X(T)) = hgio(X' (T

We proceed to estimate the right side of (3.18). From Hypothesis (H3) and Lemma 4.1, it follows that

3 3
D Bl (D)) = hyy (¢ (D) < € )" Blx(T) = (DI’ < C. (3.19)
i=1

i=1
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Application of Cauchy-Schwartz’s inequality, we obtain

T
E [ o <ce f |x2(t>—x2<t>|9(Z|p,<t>|0+Z|ql<r>|9)
r ;
<c(e fo frt) — 0] ) Z f |pl(t>|2dr (3.20)

2 T g
+(DE f g okd) |
Noting that s <Ll-5>% and d(u(t), u'(t)) < 1, using Lemmas 4.2 and 3.1, we derive that

T
E f \A)dt < Cdu(®), u' (1)) . (3.21)
0

Applying the same method, we can get the same estimate, i.e.

3 T
Z E f A dt < Cd(u(o), u' (D). (3.22)
i=2 0

Combining (3.18) with the above two estimates, the desired result then holds immediately.

3.2. Necessary conditions for near-optimal controls

Theorem 3.1. Let Hypotheses (H1) and (H2) hold. (p®(t), g°(t)) is the solution of the adjoint equation
(4.5) under the control u®(t). Then, there exists a constant C such that for any 6 € [0, 1), € > 0 and any
e-optimal pair (x°(t), u®(t)), it holds that

m(&(0))u (1) x5(1)
1+ (&) x5(1)

T
min B fo (s @ @P50) - pien + (P5(0) - ()

M(I)E(L[ad
1
+ S0 - rzug(t)))dt

3.23
m(&(1)u3(1)x3(7) 629

1+ n(£(0)x5(1)

T
SE fo (5050 - pi) + (P50 = PO

n (mﬁ(z) - (t)))dz—Cag

Proof. The crucial step of the proof is to indicate that H,(t, x°, u®(t), p*(¢), ¢°(¢)) is very small and use
£ to estimate it. Let us fix an & > 0. Define a new metric d as follows:

2
3,

du®(@®),u*(r)) < e (3.24)
and _ N
J(0, xo; u®(1)) < J(O, xo; u(t)) Yu(t) € Uyul0,T1], (3.25)
where the cost functional
J(0, xo; u(r)) = J(O, xo; u(t)) + 8%d(u(t),ﬁg(t)). (3.26)
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This implies that (x*(¢), u®(¢)) is optimal for state equations (2.9) with the cost functional (2.11). Then,
fora.e. t €[0,1], 8 € [0, 1), a stochastic maximum principle yields

H(t, X°(1), u* (1), p°(1), ¢° (1))

E oy - € 3'27
= min [, 70,70, 5°0,7°0) + £ lu() T, G20
u ad
where (p?(1), ¢°(1)) is the solution of (4.5) with (7).
For simplicity, let
W) =H(t,x°(0), (1), p°(1), ¢° (D)) — H(t, x°(1), u* (1), p°(1), ¢° (1)),
Wa(t) =H(t, x° (1), u(t), p*(1), ¢°(1)) = H(t, x°(1), u(1), p(1), ¢°(1)).
By virtue of (3.27) and elementary inequality, there exists a constant C such that
T
E fo H(t, x(0), u® (1), p(1), ¢°(0))dt
T T
<E H(t,x°(t),u"(t), p°(1), ¢°(t))dt + E f |W, (0)ldt
0 0
T T
=E | min [H (5, %0, (1), B0, T (@) + & lu() = @ (Ol)dr + B f IWi(0)ld1
0 U€Uaa
T
<E mm [H(z X0, @), p° (), ¢(1))]dt + E f |Wq|dt + Cef
0 uel,
T
<E f min [H(z, x°(2), u®(t), p°(1), ¢°(1))]dt + E f min |W,(0)|dt + E f |W1(t)|dt+Cgg
0 u€Uau 0 u€Uu 0
T T T
< min Ef [H(z, x°(1), u®(1), p°(1), ¢°(1))]dt + min ]Ef IWz(t)Idt+Ef IWl(t)Idt+ng.
LtE'L{ad 0 uE‘L{ad 0 0
From Hypothesis (H1) and the definition of L, Lemma 3.1 and 3.2, we get
min Ef |W2(t)|dt+Ef Wi (0)ldt < Ce5.
uel, ad
Thus, we get the result, i.e.
. ’ PO . mEO)u(Ox5@) -, R
Lt(%{i(ladEj; (Ml(f)xl(f)([?3(t) - pi(®) + W(m(ﬁ - p5()
1
+ 30 - T o) Jdr -
(3.28)
T e e . m(E@O)usOx5) R
>E f (@i - pian + Tra@Eon PO O
+ (rluﬁ(z) - Tgugb(t)))dt — C&5.
4. Sufficient conditions for near-optimal controls
4.1. Some priori estimates of the susceptible, infected and recovered
Lemma 4.1. For any 6 > 0 and u(t) € U4, we have
E sup x| <C, Esup |x®’ <C, Esup |x;0)° <C, (4.1)

0<t<T 0<t<T 0<t<T
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where C is a constant that depends only on 6.

Proof. First, we assume 6 > 1. The first equation of (2.9) can be rewritten as

T
xi(r) =E” [m(T) + fo ((1 — PEDNUED) + aED)xa(t) — uED)x1(7)
— BE®)x1 (H)xx(t) — M1(t)xl(t))a’s].
Similarly,

T
x(t) =E" [Xz(T) + fo (ﬁ(f(t))xl(t)Xz(t) + (1 = e)BE(1))x3()x2(7) = (u(E(D) + a(£(0)))x(F)

_ m(EM)ua(D)x2(1) ) ds]
L+nEm)x@ /T

T

x3(1) =E¢’[x3(T)+ fo (p(f(t))ﬂ(f(t))—u(f(t))xs(t)—(l—e)ﬁ(f(t))X3(t)Xz(t)
m(&(1))ua(1)x2(1) ) ds]

L+nE@)x() )T

where E”7[x] represent the conditional expectation of x with respect to #,. Using the elementary
inequality, we can get

+ uy (I)X] (t) +

[my + my + mz + my|" < 4" (m|" + [mo|" + |ms|" + |ma|"),¥Yn > 0,

then we get

T
i ()" <BE” [X?(T) + fo (1 = pENHEDI + laED)xa(D)I — uE@D)x1 (DI

“4.2)
— BEDOX D00 - |u1<r>x1<r>|9)ds].
T
()l <B” [x§<T> + fo (vs(f(r»xl(t)xz(rnﬂ(l — OBED) DD
4.3)
_ o |mED)mDx(0)]"
(€0) + €l - |77 EE )ds],
T
s (0)l? sE‘f’f[xzm + fo (Ip(f(t))u(f(t))|9 T iy (X1 (D = [uED)xs ()
4.4)
i o ImEDML@OX0) )
(1 = B0l + |75 2 )ds],

Summing up (4.2), (4.3) and (4.4), we can get

3

T
O + bl + sl < CB7| YTy + 14+ f (la(ol + Lol + s s |
0

i=1
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Let: € [T — & T] with & = 55, we get

3

T
O + S0 + shu0l < CE| ) Ty + 1+ fo (ol + Lol + Lesof s |

i=1
By Gronwall’s inequality, we can get that

E sup x()°<C, Esup [n@l’<C, Esup @) <C,

0<t<T 0<t<T 0<t<T

when 0 < 6 < 1.
Then, we can get

E sup |x; (0’ < (B179)'"% - (B(sup |x(1))7)?
0<t<T 0<t<T
< (E sup [x(OP)?

0<t<T

<C.

Similarly, we have
E sup Ix,()° < C,and E sup @) < C,

0<t<T 0<t<T

The proof is complete.

Next, we will draw into the adjoint equation [8] as follows:

dpi(1) = =bi(x(0), u(?), p(t), q(1))dt + q:(1)d B(1),
dps(1) = =ba(x(1), u(?), p(t), q(1))dt + g2()dB(1),
dps(1) = =b3(x(1), u(?), p(t), q(1))dt + q5(1)d B(1),
piT) = hyy(X(T)), i =1,2,3,

4.5)

where
b (x(1), u(?), p(1), q(1))
=((.U(§(t)) +u1(0))x1(2) + BE@)x2 (1) + ,u(f(t)))l?l(t) + BED)x2(D)p2(0) + u (D) p3(1)
— 0 (§0)x2(1)q:1 (1) + T(£(1))x2(Dq2(2),
by (x(1), u(1), p(1), q(1))
=(a(é(0) = BED)x1(1)p1 (1) + (ﬁ(f(t))xl (1) + (1 = )BE@)x3(1) — (@) + a(£(1))

mEO () mEDs0)
T T nEO)n 0P Jpato = (01 = opeeonn - 1+ 1E)m0)? Jpsto

— 0 (€(D)x1(Ng1 (1) + ((E(D)x, (1) + (1 =)o (§(1))x3(1))g2(1) — (1 — )o(§(1))x3(1)q3(7),
b3(x(1), u(?), p(), (1))

=(1 = e)BE(D)x2(D)p2(7) — (ﬂ(§(t)) +(1 - e)ﬁ(s‘(t))Xz(t))Pz(t) + (1 = &) (&(1))x2()ga(1)
= (I = ) (£())x2(1)g3(1).
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Lemma 4.2. For any u(t), u'(t) € U,q, we have

3 3 T
Esup |p(of + Y E f lgioPdr < C, (4.6)
1 i=1 0

o] O<i<T

where C is a constant.

Proof. Integrating the first equation of both sides(4.5) from ¢ to 7', we obtain that

T T
Pl(t)+f ql(S)dB(S)=p1(T)+f by (x(s), u(s), p(s), q(s))ds. (4.7)

Squaring the equation above and making use of the second moments, taking note of x(#) € « for all
t > 0, we have

T
Elp,()* + Ef lg1(s)* ds
T
<CElp\(T)I* + C(T - NE f b1(x(s), u(s), p(s), g(s))|*ds 4.8)
I 3 T 2 T
<CE(I +|p(T)P)+ C(T = 1) ) | E f pi(s)Pds + C(T=1) ' B f lgi()ds.
i=1 ! i1 t
Similarly,

T
Elp() + B f (o) ds
t

3 T 2 T (49)
<CE(1 + |py(DP) + C(T = 1) )" B f pi(s)Pds + C(T =1) > B f lgi(s)Pds,
i=1 t i=1 !
T T
Elps () <E(1 + |py(T)P) + C(T - B f pi(s)Pds + C(T = HE f Ipa(s)Pds
! ! (4.10)

T
+C(T - 1E f lg3(s)|ds.

Summing up (4.8), (4.9) and (4.10), we can get

3 2 T
Y EOR+ Y E [ laords
i=1 i=1 !

3 3 T
<> CB( +Ip(TP) +C(T 1) ) B f pi(s)Pds (4.11)
i=1 =1 Vi

3 T
+C(T - 1) Z E f lg:(s)P2ds.
i=1 t
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If 1 € [T — €, T] with € = 5, we have

3 1 3 T
E ) 2 - E . 2
Z pi(D) +2; f lg:(s)lPds

’§ \ . (4.12)
< > CE(+|p(T)P)+C(T =) ) E f Ipi(s)Pds.
i=1 i=1 f
From the above inequality and Gronwall’s inequality shows that
3 2 T
E sup |pi()* <C, ZE f lgi(s)*ds < C, fort e [T —€,T]. (4.13)
=1 O=i<T =1 t

Apply the same way to (4.8), (4.9) and (4.10) in [T — €, T'], therefore, we see that (4.12) holds for all
t € [T — 2¢, T] by a finite number of iterations, Eq (4.7) can be recapped as follows:

T T t
pi(®) =p:i(T) + f by (x(s), u(s), p(s), q(s))ds — f q1(s) dB(s) + f q1(s) dB(s). (4.14)
t 0 0

According to the above equation, we have

T( 3 2
POF <C[1+ I P + fo (Z |pi(t>|2+2|qi(r)|3)ds
i=1 i=1
2

T 2 ‘
+( f 0i(s) dB(s)) +( f 01(s) dB(s)) .
0 0

Furthermore, using the same method in (4.14) yields similar results of the above inequality (4.15),
which combines with (4.15) and shows that

3

Z|pi(r>|2

i=1 . )
SC[1+;|pi(T)|2+ fo [

3 2 3 2

T t
+Z( fo ai(s) dB(s)) +Z( fo qi(s) dB(s)) .

i=1 i=1

(4.15)

3

3
ZOEDY |q,~(s>|2) ds (4.16)

i=1 i=1

Taking expectation of equation (4.16) and using Burkholder-Davis-Gundy inequality (see Theorem
1.7.3 [4]), we get

3

3 3 T
E sup Ip(0F <C( Y Bl + Y2 [ Inofds
i=1 i=1 i=1 0

0<t<T

= '3 ) ‘ (4.17)
+21E fo ()P ds).

By Gronwall’s inequality in the above inequality to get our result (4.6).
The proof is complete
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We define a metric on the admissible control domain U,,[0, T'] as follows:
du(),u’ (1)) = E[mes{t € [0;T] : u(®) # u'(t)}] Yu(t), u'(t) € U,q, (4.18)

where mes represents Lebesgue measure. Since U is closed, it can be shown similar to [7] that U, is
a complete metric space under d.

Lemma 4.3. (Ekeland’s principle) [16]. Let (Q,d) be a complete metric space and F(-) : Q — R be a
lower-semicontinuous and bounded from below. For any € > 0, we assume that u®(-) € Q satisfies

FW®(")) < inf F(u(")) + e.
u(-)eQ
Then there is u'(-) € Q such that for all A > 0 and u(-) € Q,

Fu'()) < F@®(), dw'(:),u(-) < A, and Fu'(-)) < F(u(-)) + %d(u”(-), ().

4.2. Sufficient conditions for near-optimal controls

We define the Hamiltonian function [8] H(z, x(), u(t), p(1), q(2)) : [0, TI X R3 X Uy X R3 xR3 - R
as follows:

H(t, x(1), u(?), p(1), g(0) = [ (x(®), u(®))p(t) + o, (x(D)q(t) + L(x(t), u(?)), (4.19)

with
Si(x(@), u(n)) o 14(x(2))
S(x@), u(@®) = | fo(x(@), u(D)) |, o.(x(1)) = | 024(x()) |,
S3(x(@), u(?)) 034(x(1))
where fi(i = 1,2,3) and o4(i = 1,2, 3) are defined in (2.9), and L(x(?), u(¢)) is defined in (2.11).

Theorem 4.1. Suppose (H1),(H2) and (H3) hold. Let (x°(t),u®(t)) be an admissible pair and
(p°(1), q°(t)) be the solutions of adjoint equation (4.5) corresponding to (x°(t),u®(t)). Assume
H(t, x(1), u(t), p(t), q(t)) is convex, a.s. For any € > 0,

m(&(1)uz(1)x5(1)
1+ n(£®)x5(1)

T
Efo (ul(t)XT(t)(pi(t) - pi(®) + (P51 — p5(1)
+ %(Tlu%(l) - Tzug(r)))dt

4.20
m(EE D) (420)

1+ n(&(0)x5(1)

T
= sup E f (uT(I)XT(t)(p‘:f(t)—pf(t))+ (P5() = p5(1)
0

ut(1)eUyql0,T]

!
+ S0 - Tzugg(t)))dt e

then

. ) . 1
J(0, xo; u®(1)) < H(Z)E}LI{}IE[O’T] J(0, xo; u(t)) + Ce2.
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Proof. To estimate the term H, (¢, x°(¢), u®(t), p*(¢), ¢°(t)), we define a new metric d on U ,q: for any
e >0, any u(?), u'(t) € Uy,

~ T
du@),u’' () =E fo Y (@O)lu(t) — u' (1)|dt, 4.21)
where
3 3
GER R NAGCENIAG (4.22)
i=1 i=1

It is easy to find that disa complete metric as a weighted L! norm.
According to Eq (2.11) and the definition of the Hamiltonian function H(z, x(¢), u(t), p(1), (1)), we
have

J(O, xo; u®(t)) — J(O, xo;u(t)) = I} + I, — I, (4.23)

with

T
I =E fo [H(r, X0, u5(0), p(0). (1) — Ht, x(0), ult), p°(0), cf(t))]dt,

12 =E

h(x*(T)) — h(x(T ))], (4.24)
T
I; =B fo [[f TE@, u(@®) = (@), u)p() + [0 (X(8) — U*T(X(t))](f(t)]dt-

Due to the convexity of H(t, x°(t), u®(t), p°(t), g°(t)), we have

3 T
L<)E fo Hgo(t, X°(0), 4 (), p°(0), ° (D) (1) = xi(D)dt
i=1

5 , (4.25)
# DVE [ Hut 30,00, 70, N = 1)
i=1 0
Similarly,
3
B < Y Bl b (AT = x(T)| (4.26)
i=1
Now, we define V function:
3 3
V(x(®), p(1), q(1), k) = Z PO (1) = xi(1) + Z In x;(2) + (Wi + [W)) 427)
izl i=1 :
= Vi(x(0), p(1), (1)) + Va(x(2)) + V3(k),
where w = (W1, Wa, -+ ,Wy) ", Wl = Wi + -+ + w3 and wi(k € S) are to be determined later and the
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reason for [w| being is to make w; + |[w| non-negative. Using Itd’s formula [4] yields

3
LVi(x(0), p(0),q(0) = = Y Hyn(t, (0, u (1), p*(0), ¢ (D)X (1) = x:(1))
i=1

3
+ 3" PEOIHCE@), 1) = fix(0), (o)
i=1

3
+ 3 EOlTa(F () - cuxm))

i=1

(I = p(k))u(k) N axy(t)
x1(7) x1 (1)

+B(k)x1(1) + (1 = e)Bk)x3(1) = (u(k) + alk)) -

LV, (x(1) = pk) = Bk)x2(1) — u (1)
m(k)uy (k)

1+ nk)xa (1)

L PRuk) w1 (k)xi(8) m(k)uz (k)X (1)

— p(k) = (1 = e)B(k)x(1) +

x3(1) x3(1) (1 + n(l)x2(1)) x3(1)
- %a%k)x%(t) + %az(k)x%(t) + %(1 — e)’o(k)x3(t) — %(1 — e)*a?(k)x3(1)

=K — () + SO0 + (k) + ath) + 303K + (k) + alh) + %aéac)),

LV3(k) = Z aWy.

leM

We set a vector 2 = (Z;,5,,--- ,Zy)" with

B = u(k) + %a%(k) + (u(k) + a(k)) + %a%(k) + (u(k) + a(k)) + %aé(k).

(4.28)

(4.29)

(4.30)

(4.31)

Because of the generator matrix « is irreducible and Lemma 2.3 in [5], for Z; there exists a solution

W= (W, Wa, -+, WN) ',

for the following poisson systems:

Thus, we have

1 1 1
> i = () + 503K + () + @) + 303K + () + @) + 503W)

leM
1 1 1
=->. m(u(k) + 30100 + (k) + (k) + 303(k) + (u(k) + (k) + 5cr§(k>)
leM
=-1IL

(4.32)
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From Hypotheses (H4) and (HS5), we get that

LV (x(@), p(1), q(1), k)
=LV1(x(1), p(1), g(0) + LV2(x(1)) + LV3(k)

3
=-I- Z Hy (1, x°(0), (1), p°(1), ¢°(D)(x] (1) — xi(1))

i=1

3 3
+ 3 EOFHCED. 0 0) = (@), u) + Y g (@) - cuxe) + K
i i=1

i=1
3
<- Z Hy (2, X°(1), u (1), p°(1), g°())(x] () — xi(1))
i=1
3 3
+ Z PiOfi(x° (@), u® (1) — fi(x(®), u())) + Z q; (T (x°(1) — Tu(x(@))).
i=1 i=1

Integrating both side of (4.33) from O to T and taking expectations, we obtain that

3
i=1
3
i=1

3 T
+ Z} E fo GO (xF () — Tu(x()lds.

Hence,

3

T
+ Z E f POV (@), (1)) = fi(x(@), u(®)lds
0

(4.33)

3 T
E[hx,m(x%T))(x;?(T) - xi(T))] =- ) E fo Hoo(, 50, u(8), p°(0), ¢* (D)D) = xi())ds
i=1

3 T
h< Z} |y (FONET) = 5T+ ) B fo Hayo (1, X°(0), u°(0), p(8), ¢ (D)X (1) = xi(0)ds.

i=1

Substitute (4.25), and (4.34) into (4.24), we have

2 T
J(0, xo; u®(1)) = J(O, xo;u(1)) < ) E f Tug ()W (1) — wi(n)dr.
-1 0

According to the definition of Hamiltonian function (4.19), we have
T
E f H(t, x(0), u(1), p*(1), ¢°(1))dt
0
T
> sup ]Ef H(t, x*(t), u®(t), p(1), ¢°(1))dt — €.
uf(1)eUuq[0,T1] 0

Define a function F(-) : U, —» R

T
F(u(t) =E fo H(t, x°(1), u(t), p°(1), g°(1))dt.

(4.34)

(4.35)

(4.36)

(4.37)
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By means of Hypothe~sis (H2) and the definition of L, we learn that F(-) is continuous on U,
concerning the metric d. Hence, from (4.36) and Lemma 4.3, if exists a u°(t) € U, then

dw* (), 1) < &2, and FGE(®) < Fu(t) + £2du(t), (1)), Yu(t) € Uyy. (4.38)

This shows that

H(t, x*(0),u* (1), p°(1), ¢° (1)) = u(lgliqr} H(t, X0, u(®), p°(0). (D) + 2y Olu(t) ~T(@)l|.  (4.39)

ad

Using Lemma 4.3 in [16], we can get

0 € dupH(t, x°(1), 0 (2), p°(1), ¢°(1))

— 1 1 (4.40)
C dupH(t, X (1), u™ (1), p°(1), ¢° (1) + [=&2y°(1), £2y°(1)].

Since the Hamiltonian function H is differentiable in u(#) with regard to Hypothesis (H2), (4.40) shows
that if exists a 1(t) € [~&7y°(1), £2y°(1)], then

2

D) + 450 = 0. (4.41)

i=1

Consequently, from (4.41) and Hypothesis (H2) and the definition of L, we get

|H.y (2, X°(2), u(1), p°(1), ¢° ()|
< Hoo (1, X°(0), 45 (0), p(0), ¢° (D)) = Ho (1, X5(8), (1), p(8), (1))

+ [Huo (8, (1), 7 (1), p(1), ¢° (1) (4.42)
<CY* (Olu(t) = ()| + A5(1)
<CY (DIu(0) = W(1)| + 287 (D),

From the definition of d of Lemma 4.2, we can obtain the conclusion according to (4.35), (4.42) and
Holder’s inequality.

In the above sections, we have give the sufficient and necessary conditions of the near-optimality
control of SIV epidemic model. Our next goal is to illustrate the theoretical results through the
numerical solution. In the following, we will give some figures to show the results.
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5. Numerical examples

Applying Milstein’s method referred to [25], we have the corresponding diffuse equation of state
equation (2.9) and adjoint equation (4.5) as follows:

Sin =S+ [((1 — PEONUED) + aEO)]; — pED)S : — BED)S s — w (DS ,-)]Az

~ €Sl VAL ~ 507 1& ~ DA,

mEDu(Oh]
1+ nE@)1;

+ o(E@)S L VAL + %O'ZS,-I,-(f EY; (5.1

L =1 + [/3(6(0)5 ili + (1 = e)BEM)Vil; — (uE®) + aEONI; -

+(1 = o€Vl VAL + %a%f(r))vili(,:z - DA,

Vier =Vi+ [P(f(t)),u(é‘(t)) ~HEO)Vi = (1 = e)BED)Vili + ur (DS + 7 HEO,

1
= (= o Vili VAt = (1 = e Vili& = DA,

pL, =p1,, — [((p(&(r» S O)S 41 +BED 1 1, +BED 1P,
@
+u (3., — CEOqi,, + TE)is1,,, ]At ~ g1, VAL — %@il - DAy,

P2y =P, | @EW) = BEDIS 11, + (BEDS 11 + (1 = OBED) Vit = (€@
mED () mEOL® ),
(1 + ED)%0) T+ nEORm? /7 52)

= 0(E®)S ir1q1,,, + (@EDS i1 + (1 = ) (ED)Vir1)ga,, — (1 = e)o-(f(t))vi+lq3,-+|]At
2
~ @y, VA1 — %(fizu - DAz,

+a(é()) - )172,-+l - ((1 — )BED)Vie1 -

p3 =p3., +|(1 = e)BEO)iv1p2,,, — (M(f(t)) +(1 - e)ﬁ(f(t))lm)ps,ﬂ + (1 =) (EO) 192,

— (1 - T ED) 143, ]Az.

where {l.z (i = 1,2,...) are not interdependent Gaussian random variables N(0, 1). At below, we will
present numerical simulation of the SIV model, let us assume that the Markov chain &(¢) is on the state

space S = {1, 2} with the generator @ = ( 7 _7
When &(7) = 1,
p(1) = 0.5, b(1) = 4.0, p(1) = 0.02, u(1) = 0.04, n(1) = 1.03, m(1) = 0.01, a(1) = 0.001, a(1) =
0.8, o =0.035;
When &(¢) = 2,
p(2) = 0.6, b(2) = 5.0, B(2) = 0.04, u2) = 0.05, n(2) = 1.05, m(2) = 0.02, a(2) = 0.002, a(2) =
0.9, o =0.036.

) and the following setting:

5.1. Vaccination control and treatment control case

We compare the results of calculations with and without control. In Figure 2, the three solution
curves represent susceptible, infected and vaccinated individuals at different intervals of time. As we

Mathematical Biosciences and Engineering Volume 16, Issue 3, 1348—1375.



1372

can see that with the change of time, the susceptible people with control drops faster than that without
control. And the number of infected individuals with optimal vaccination and treatment control drops
faster than that without control. The application of vaccination and treatment control give rise to the

number of individuals vaccinated.

without control
= with control
& 04r
0.2 .
0 1 2 3 4 5
t
1.5
without control
s with control
05 : ,
0 0.5 1 15
t
0.8 without control 1
= 06 with control i
S 041 3
0.2f N ]
1 L L

0 1 2 3 4 5
t

Figure 2. The path of S(¢), I(f) and V(¢) for the stochastic SIV model (2.9) with initial
S0, 1o, Vp) =(0.2,1.0,0.1).

5.2. Near-optimal control case

As it is indicated in Figure 3 that all of p;, p,, and p; tend to reach zero at last, which shows a
minimum value of cost function.

40
a 20 1
0 ‘ ‘ ‘ ‘
0 20 40 60 80 100
t
30
20 1
N
o
10f 1
0 ‘ ‘ ‘ ‘
0 20 40 60 80 100
t
4
a’ 2 J
0 : ‘ : :
0 20 40 60 80 100

Figure 3. The path of adjoint variables p;, p,, and p; with respect to control parameters.
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6. Conclusion

In this paper, we study the near-optimal control for stochastic SIV epidemic model with
vaccination and saturated treatment using Markovian switching. We obtain the sufficient and
necessary conditions for near-optimality. According to the Hamiltonian function to approximate the
cost function, we reached the estimate of the error boundary of near-optimality. On the basis of the
proposed and relative sections, it is advised tom take immediate effective measures to control the
spread of epidemic diseases as this has great influence on infectious diseases. An illustrative
numerical simulations example is presented to interpret the influence of vaccination and treatment
control on dynamic behavior. Vaccination is another effective way to prevent individuals from getting
infected and can be also incorporated into the optimal control problem. Some interesting questions
deserve further investigation. It is worth studying more realistic but complex models, such as Lévy
noise and time delays [21]. We leave this for further consideration.
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