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ABSTRACT. In this paper, we derive a chemotaxis model with degenerate dif-
fusion and density-dependent chemotactic sensitivity, and we provide a more
realistic description of cell migration process for its early and late stages. Dif-
ferent from the existing studies focusing on the case of non-degenerate diffusion,
this model with degenerate diffusion causes us some essential difficulty on the
boundedness estimates and the propagation behavior of its compact support.
In the presence of logistic damping, for the early stage before tumour cells
spread to the whole domain, we first estimate the expanding speed of tumour
region as O(tﬁ) for 0 < 8 < % Then, for the late stage of cell migration, we
further prove that the asymptotic profile of the original system is just its corre-
sponding steady state. The global convergence of the original weak solution to
the steady state with exponential rate O(e~¢t) for some ¢ > 0 is also obtained.
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1. Introduction. The motion of cells moving towards the higher concentration of
a chemical signal is called chemotaxis. For example, bacteria moves toward the high-
est concentration of food molecules to find food. A well-known chemotaxis model
was initially proposed by Keller and Segel [15] in 1971, subsequently, a number of
variations of the Keller-Segel system were proposed and have been extensively stud-
ied during the past four decades, for example, see the survey papers [1, 12] and the
references therein. Especially, chemotaxis models also appear in medical mathemat-
ics. Many factors effect the migration mechanisms of tumour cells. For example,
the extracellular matrix (ECM), to which the tumour cell to be attached, inhibits
the cell polarizes and elongates to migrate. ECM-degrading enzymes (MDE) cleave
ECM fibers into smaller chemotactic fragments to facilitate cell-migration [6]. In
[4], Chaplain and Anderson introduced a model for tumour invasion mechanism,
which describes tumour invasion phenomenon in accounting for the role of chemo-
tactic ECM fragments named ECM*, produced by a biological reaction between
ECM and MDE. In these models, the tumour cell random motility is assumed to be
a constant, which leads to linear isotropic diffusion. However, in realistic situation,
it is emphasized that migration of the tumour cells through the ECM fibers should
rather be regarded like movement in a porous medium with degenerate diffusion
from a physical point of view [38]. Compared with the classical tumour invasion
model with linear diffusion, the mathematical analysis of the nonlinear diffusion
system has to cope with considerable additional challenges and is much less un-
derstood. Several chemotaxis models with nonlinear diffusion have been recently
proposed and analyzed, e.g. [18, 38, 45, 46], where the nonlinear diffusions in these
studies were still assumed to be non-degenerate. For tumour angiogenesis model
and relevant mathematical analysis with or without degenerate diffusion, we refer
to [14, 22, 23, 48, 49, 50, 52, 54] and the references therein.

Tumour cells can modify their migration mechanisms in response to different con-
ditions [6]. There are two potentially important factors: (i) the effect of cell-density
on the probability of cell movement; (ii) the effect of signal-mediated cell-density
sensing mechanisms on movement [28]. For interacting cell population, Painter
and Sherratt [29] further presented four different sensing strategies: strictly local,
neighbour based, local average and gradient. Cell movement involves the process-
ing of multiple signals, each of them may act on the cells in different ways. For
neighbor-based and gradient-based rules, Painter and Hillen [28] proposed volume
filling approach, that is, the movement of cells is inhibited by the neighboring site
where the cells are densely packed. Inspired by the idea of Painter et al. [28, 29]
and recently in Xu et al. [57], we extend Chaplain and Anderson’s model [4] to a
new one with density-dependent jump probability of tumour cells as follows, which
is concerned with the competition between the following several biological mech-
anisms: degenerate diffusion, density-dependent chemotaxis, and general logistic
growth. That is,

%l; =V - (q(u)Vu) = V - (q(w)uVv) + pu’ (1 — ru), x€eQ, t>0,
@:Av—i-wz, e, t>0,
ot (1)
T €, t>0
aat wz, x ) )
—Z:Az—z+u, e, t>0.
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The detailed derivation of the model (1) will be carried out in the Appendix. Here,
Q is a bounded domain in R™ with smooth boundary. The four variables u, w, z and
v represent the cancer cell density, ECM concentration, the MDE concentration and
the ECM* concentration, respectively. ¢(u) denotes the jump probability of a cell
depending on the population pressure at its present location, which is increasing
with respect to u with ¢(0) = 0, ¢(1) = 1, namely, the jump probability is 1 when
the cell density exceeds maximum and it is zero when the cell density is zero, and
f(u) = pu’(1 — ru) is the logistic growth term, where z > 0 and r > 0 are the
proliferation rate and reciprocal of carrying capacity, § > 1 is a constant.

The unbiased cell movement modelled by linear diffusion motility mechanism has
been used extensively to study a variety of cell biology problems. However, when
cells are close enough for regular contacts, they will inevitably interact [29]. Linear
diffusion of each cell type is inappropriate for the close-packed cell populations
involved in early tumour growth. The degenerate nonlinear diffusion can represent
“population pressure” in cell invasion models [29], which arises from the ecology
dispersal literature [9, 10, 24, 58]. A high cell density results in increased probability
of a cell being “pushed” from a site. In this case, large dispersal takes place in highly
populated regions, but low mobility occurs in the regions of low cell density. The
cell invasions described by nonlinear degenerate systems with the density-dependent
nonlinear diffusivity function q(u) = Du™~! with m > 1 in the diffusion term
V - (¢(u)Vu) have been paid more attention in recent years [13, 39, 53, 57]. These
tumour invasions models with porous media diffusion is degenerate at u = 0, that
is, when the population density is zero, the diffusion coefficient is zero. In fact,
biological evidence suggests that no cell migration (in particular no diffusivity)
occurs in noncellular regions [20, 59].

Some studies found that degenerate nonlinear diffusion model related to the
porous media equation (PME) provides a better match to experimental cell density
profiles [34]. Sengers and coworkers [30] developed a set of in wvitro cell invasion
experiments and image analysis to quantify the migration and proliferation of two
different skeletal cell types, including human osteosarcoma MG63 cells and human
bone marrow stromal cells (HBMSCs). Comparison of experimental and simulated
cell distribution are shown in Fig. 1 in [30], where the cell density considerably
increased and simultaneously spread outwards from the centre of the cell circle,
producing a new cell migration front every day. Their results show that the MG63
migration with sharp front is best described by a degenerate diffusion model with
the diffusivity ¢(u) = u™~! with m = 2 [Fig. 1(a)], while the HBMSC migra-
tion with smooth front corresponds to the solution of a linear diffusion equation
[Fig. 1(b)]. Similarly, Sherratt and Murray’s work provides a physical connection
between epidermal wound healing experimental data and the solutions of either
the linear diffusion equation or the porous media equation to represent cell density
profiles [33]. They showed that the solution of degenerate diffusion model with
the diffusivity function g(u) = u® compare well with the experimental data in [42].
Mathematically, the PME raises the possibility of sharp-front waves, whereas the
smooth-front waves arise in linear diffusion equations. The difference between these
front types is that the sharp-front waves have distinct boundaries, and the popula-
tion density decreases to zero at a finite point in space, rather than tending to zero
asymptotically [31, 43, 55].
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FIGURE 1. (a) Comparison of experimental and simulated cell dis-
tribution for MG63 cells. The measured cell density (gray his-
togram) are fitted using the solution of degenerate nonlinear dif-
fusion model (gray lines). (b) Comparison of experimental and
simulated cell distribution for HBMSC cells. The measured cell
density (gray histogram) are matched with the solution of linear
diffusion model (gray lines). This diagram was redrawn from the
one in Ref. [30].

An interesting work related to the chemotaxis model mentioned above is [7], in
which they considered the following chemotaxis system with linear diffusion

%:Au—V-(qu), €N, t>0,

@:Av+wz, reQ, t>0,

ot (2)
ow

—-— = —wz, SL‘GQ,t>0,

ot

gj*Azfz+u re, t>0.

It is proved the existence of global solutions and the asymptotic behaviors of global
solutions as time goes to infinity by using the properties of the Neumann heat semi-
group e*® in Q. Recently, Li et al. [17] study the the quasilinear chemotaxis system
(2) with the effect of the nonlinear diffusion g(u) > Cu™~! with C > 0 and the
nonlinear chemotactic sensitivity function S(z, u, v) with some structural conditions
for the above coupled tumor invasion system. They obtained the boundedness and
large time behavior for this system.

Apart from the diffusive motility, another important mechanism in cell invasion
is cell proliferation. In [35], an assay using gut organ culture validates that prolif-
eration at the invading front is the critical mechanism driving apparently directed
invasion. Cells at the invasive front are proliferative and migrate into previously un-
occupied tissue. It also has important implications for carcinoma invasion. Tumour
invasion systems with proliferative cells have been studied extensively [8, 21, 26].
Logistic growth is one of important models of proliferation to a carrying capac-
ity limit [24]. Von Bertalanffy derived a general logistic growth law for avascular
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tumour growth [44], and suggested that
fu) =yur — dut,

where vy, A, 6, p > 0 and g > A. In our tumour invasion model, the cell prolifera-
tion also plays an important role in biological modelling and theoretical study for
the evolution of tumour boundary. Based on the structure of degenerate diffusion
equation with the Von Bertalanffy’s growth law, we compare its solution with the
weak upper and lower Barenblatt-type self-similar solutions and we obtain the up-
per and lower bounds of the expanding rate of its support. These results provide
mathematical predictions of the evolution of the tumour invasion boundary. In the
proof of the lower bound of the expanding rate of its support, we utilize the combi-
nation of the degenerate diffusion and the proliferation from the logistic growth to
balance the possible aggregation effect due to the chemotaxis, since this chemotaxis
may cause backward diffusion and negative effects on the expanding of the support.
Without this logistic growth, we find that the degenerate diffusion alone is insuffi-
cient to govern the possible aggregation effect. We note that the upper bound of
the expanding rate of the support (i.e. the finite speed propagation property) is
also valid for the system without logistic growth, whereas the lower bound of the
support or the expanding property is insufficient in this case.

Compared to the linear cases, the chemotactic system with degenerate diffusion
and chemotactic sensitivity is more complex and challenging. Since the first equa-
tion of (1) is degenerate at any point where u(z,t) = 0, there is no classical solution
in general. The spatial derivatives of u may not exist in classical sense, and may
even do not belong to the class of locally integrable generalized functions, that is,
there might hold u ¢ W'licl .

In this paper, we provide a more realistic description of cell migration process for
early and late stages. It is worth to mention that our stability results of the model
(1) give a certain estimate for the speed of the expanding speed of tumour region.
We construct suitable subsolutions and supersolutions to show the position of the
free boundary for the tumour region. Then, we prove that there exist ¢y and two
families of monotone increasing open sets { A1 () }+>0, {A2(f) }+e(0,,) such that

A1 (t) Csuppu(-,t) C Az(t) € Q, t€(0,tp),

0A1(t) and 0As(t) have finite derivatives with respect to ¢, namely, {A;1(t)}t>0
and {A2(t)}se(0,49) both expand at finite speeds. This indicates the finite speed
propagation property of our chemotaxis model. As shown late in Remarks 1 and
2, in the porous media diffusion case, we estimate that, at the early stage the
expanding speed of tumour region is somehow like the algebraic rate of (1 + t)?
for some B € (0,3). This resembles the case of the Stefan problem with a linear
diffusion term.

As we all know, for linear diffusion equations with initial data ug, the solution
u(z,t) > 0 for t > 0 and any x € RY, thus a linear diffusion process predicts a
non-zero u for arbitrarily large displacements at arbitrarily small time, namely, the
underlying propagation speed is infinite [43]. This means that the initial tumour
cells moving into regions of unoccupied tissue immediately in this biological system.
However, the spatial support of the solution to the degenerate diffusion equation
remains bounded for all time ¢ > 0 [5]. There are distinct boundaries, called
interfaces, beyond which the population density is zero. Our stability results of
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the tumour model with degenerate nonlinear diffusion provide a possible method to
study the evolution of cell migration boundary theoretically.

An in vivo primary tumour initially develops in epithelia and grows within the
epithelium before expanding into surrounding tissues [32]. The very early stages of
tumour growth are rarely seen clinically due to the small size of the cell masses.
However, this early growth has been well studied in wvitro using HEPA-1 tumour
cells. Small aggregates of several cells formed during the initial hours in culture
and accounted for the rapid increase in the mean volume of the cell spheroids. This
assay was introduced by Leek [16] in 1999. Then, Owen et al. compared their
numerical simulations with this experimental data. There is a good agreement be-
tween the experimental and numerical results for the outer spheroid radius [27].
Key results from their study are shown in Fig. 2. Growth was rapid for the initial
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FIGURE 2. The growth curve of HEPA-1 spheroids. The solid line
represents the position of the outer tumour boundary. Dimensional
diameters are shown in pm. This diagram was redrawn from the
one in Ref. [27].

days, decreased, and approached a horizontal asymptote. It can be difficult to de-
cide what type of model is best suited to a particular biological problem. Different
approaches in mathematics can reproduce the same experimental results [3]. Our
theoretical results also provide a good fit to the experimental results in [16]. The
shape of the growth curve of the cell spheroids is similar to the graph of power
function R(t) = (1 +¢)” with 0 < < 1. Note that, our estimation of the expand-
ing speed of tumour region with the algebraic rate of (1 + t)? for some 8 € (0, 3)
compares well with this experimental data. It indicates that the tumour cell model
described by the degenerate nonlinear diffusion motility mechanism can describe
the progress of the very early stage of tumor growth mathematically. In combina-
tion with experiments, this type of tumour model may prove useful in predicting
the evolution of tumour cell migration, investigating subsequent stages of tumour
progression and testing therapeutic strategies.

In contrast with the well known linear cases, the degenerate diffusion is endowed
with the interesting feature of slow diffusion, that is, the compact support of solu-
tions propagates at a finite speed. The slow diffusion feature has some advantages
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and accuracy for describing specified biological processes in the point of view of
the physical reality, and it also leads to more challenges in the mathematical stud-
ies. For example, in order to investigate the asymptotic behavior of solutions, one
must appropriately describe the propagation behavior of its support, which is more
likely to be a compact subset of the prescribed domain for some time interval if
the initial data are given so. We mention that the Neumann heat semigroup the-
ory and functional transform methods have been proved to be effective in studying
the global boundedness and large time behavior for the linear diffusion equations,
but they are all inapplicable in the degenerate diffusion case due to the nonlinear-
ity. We establish the global existence of bounded weak solutions to this model by
energy estimate technique and methods based on Moser-type iteration. Then we
prove that, at the late stage of the tumour migration, the original weak solution
time-asymptotically converges to its steady state, even if the initial perturbation is
large, namely, the global stability of the steady state. The adopted approach is the
technical compactness analysis with the help of the comparison principle deduced
by the approximate Hohmgren’s approach and two kinds of lower solutions showing
the expanding support and the exponentially convergence. The one is a self similar
weak lower solution of Barenblatt type and the other kind is an ODE solution.
This paper is organized as follows. In Section 2, we state our main results. We
leave the global existence of weak solutions to the corresponding chemotaxis system
and their regularity into Section 3 as preliminaries. Section 4 is devoted to the
study of compact support property of the tumour cells at early stage and the large
time behavior at late stage, showing the exponentially convergence of solutions.

2. Main results. In this section, we first state our main results on the study of
expanding compact support of the tumour cells at early stage and the asymptotic
behavior at late stage. We leave the detailed derivation on the new chemotaxis
model (1) with density-dependent jump probability in the Appendix. We estimate
the upper bound and lower bound for expanding speed of tumour cell region at early
stage (before the tumour cells spread to the whole body) and show the exponentially
convergence of solutions for large time.
We consider the following system (3) with degenerate diffusion

= Alg(u)n) = V - (q(u)uVo) + pud(1 - ),

vy = Av + wz,

wy = —wz,

z = Az — 2+ u, e, t>0, (3)
u(z,0) = up(z), v(z,0)=wvg(x),

w(zx,0) = wo(z), 2(x,0) = z(x), x € Q,

where § > 1, u > 0, ug,vg, W, 29 are nonnegative functions, v is the unit outer
normal vector, and ¢(u) > 0 with ¢(0) = 0. Here and after, the IBVP (3) will be
our main target equations.

Since degenerate diffusion equations may not have classical solutions in general,
we need to formulate the following definition of generalized solutions for the initial
boundary value problem (3).
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Definition 2.1. Let T € (0,00). A quadruple (u,v,w,z) is said to be a weak
solution to the problem (3) in Q7 = Q x (0,T) if
(1) u € L®(Qr), V(g(u)u) € L*((0,T); L*(Q2)), and g(u)u, € L*((0,T); L*(2));
(2) v € L=(Qr) N L*((0,T); W“( ) NWH2((0,T); L*(Q));
(3) we L®(Qr), wy € L*((0,T); L*(Q));
(4) z € L*=(Qr) mLQ((O,T) Wi 2(9)) N WH2((0,T); L2 ()5
(5) the identities

/ /u¢tdxdt+/ uo(z)(z,0 dac—/ /V ) - Vipdzdt
—/ /q(u)uVu~V¢dwdt—/ /uu5(1—u)wdajdt,
0 Jo 0 JO

T T T
/ /vtgodxdt—i—/ /Vszgodmdtz/ /wchdxdt,

0 Jo 0 Jo 0 Jo

T T
/ /wtgodxdtz —/ /wz<pdxdt,

Q Q

/ /ztgodxdt—i—/ /Vz Vdzdt = / / (u — z)dzdt,

hold for all ¥, € L*((0,T); WH2(Q)) n W12((0,T); L*(Q)) with ¢ (z,T) = 0 for
x € L)

(6) (v,w, z) takes the value (vg, wp, 20) in the sense of trace at t = 0.

If (u,v,w, z) is a weak solution of (3) in Qr for any T € (0,00), then we call it
a global weak solution.

A quadruple (u,v,w,z) is said to be a globally bounded weak solution to the
problem (3) if there exists a constant C such that

Suli {lull Loy + vllwre @) + lwll @) + 12w } < C.
teR

Throughout this paper we assume that g(u) = u™~! with m > 1, and the initial
data satisfy ug € C(Q), vg € W2(Q), wy € C>9(Q), 0 € (0,1), % = 0 on 99,
2o € C(Q). Here we note that for constant initial data (ug,vo,wo,20), the first
equation of (3) is reduced to

u'(t) = pul(1 —u), u(0) = uo,

which is ill-posed if 0 < § < 1. Therefore, we only consider the case § > 1.

As preliminaries, we leave the global existence and regularity results into Section
3. Our main results concerned with the description of cell invasion processes are
as follows. First, we show that the evolution of tumour invasion in the very early
stage.

Theorem 2.2 (Early stage profile - upper bound). Let (u,v,w,z) be a globally
bounded weak solution of (3) with the initial data

suppug C By, (z0) C €,

for some rq > 0 and x¢g € ). Then there exists a time t; > 0 and a family of
monotone increasing open sets {A(t)}te(oﬂfn such that

suppu(-,t) C A(t) C Q, te€(0,t1),
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and OA(t) has a finite derivative with respect to t. More precisely, we can choose
Aty ={z e Qlz —xo> <n(r +1)}, te€(0,t1),
with some appropriate n, 7 > 0.

Remark 1. As a typical finite propagating model, the Barenblatt solution of the
porous medium equation is

s = (GO T

with k = 1/(m — 14+ 2/n) < n/2 for m > 1, and its support is expanding at the
rate (1 + t)*/". Here we have proved the tumour cells are located within a ball
expanding at the rate (1 4+ ¢)'/2. We note that the upper bound of the expanding
rate of the support is also valid for the system without logistic growth.

Next, we show the propagating property of the tumour cells at the early stage.

Theorem 2.3 (Early stage profile - lower bound). Let (u,v,w,z) be a globally
bounded weak solution of (3). Assume that 1 < § < m, Q is conver and uy # 0.
Then there exists a time ty > 0 such that the support of u expands to the whole Q
when t > to. Precisely speaking, there exist a family of monotone increasing open
sets {A(t)}i>0 (we can choose A(t) = {x € Q; |z —x0|? < n(1+1)P} with sufficiently
small 8,1 > 0) such that

A(t) C suppu(-,t), t>0,
and A(t) = Q fort > ta, OA(t) has a finite derivative with respect to t.

Remark 2. For this chemotaxis system, we proved that the tumour cells will
expand to the whole body when the time ¢ increases. Compared with the porous
medium equation, whose Barenblatt solution B(z,t) in (4) is expanding at the rate
(1+1t)%/" the tumour cells of (3) migrate to at least a ball expanding at the rate
(1+t)8. Here in the proof we have selected 3 > 0 sufficiently small, which means
the support is expanding with a much slower rate.

Under the hypotheses of Theorem 2.2 and Theorem 2.3, we see that there exist
to and two family of monotone increasing open sets {A1(t)}+>0, {A2(t) }re(0,40) such
that

Ai(t) Csuppu(-,t) C Ax(t) € Q, t€(0,t),
0A1(t) and OAs(t) have finite derivatives with respect to ¢, which means that
{A1(t)}i>0 and {A2(t)}ie(0,4,) both expand at finite speeds. This indicates im-
mediately the finite speed propagation property of this chemotaxis model.

After the tumour cells spread to the whole domain, we can investigate the large
time behavior. We show that the solution converges to its steady state exponentially.

Theorem 2.4 (Late stage profile). Let (u,v,w,z) be a globally bounded weak solu-
tion of (3). Assume that the hypothesis in Theorem 2.3 is valid. Then there exist
C and ¢ > 0 such that

[u(,t) = Ulzoe () + llw( 1) lwr= )
+ [[o(,8) = (@o + W) lwaee (o) + 120 8) = Ul (o) < Ce™,

for all t > 0, where Uy = ﬁ Jovo(z)dz and Wy = Iﬁl\ Jo wo(x)da.
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The main difficulty lies in proving the expanding property of the support of the
first component u. We first prove the comparison principle by the approximate
Hohmgren’s approach, and then construct two kinds of lower solutions. The one is
a self similar weak lower solution with much slower expanding support and slightly
faster decaying maximum compared with the Barenblatt solution to the porous
medium equation, the other kind is an ODE solution. After showing the expanding
property, we formulate several upper and lower solutions that converge to steady
state exponentially by utilizing the exponential decay of other components.

3. Preliminaries: Global existence, boundedness and regularity. As pre-
liminaries, we prove the existence, boundedness and regularity of a global weak
solution in this section. The main preliminary results are as follows.

Theorem 3.1 (Existence of globally bounded weak solutions). For 1 <mn <3, the
problem (3) admits a globally bounded weak solution (u,v,w, z).

Theorem 3.2 (Regularity). Let (u,v,w,z) be a globally bounded weak solution of
(3). Then there exist o € (0,1) and C(p) > 0 such that

||UHL°°(Q><(t,t+1)) + \|U||cz+a,1+a/2(§x[t,t+1])
+ lwllco@xip ey + 121wz @x sy < C@),
foranyp>1andt>1.

We first use the artificial viscosity method to get smooth approximate solutions.
Despite the absence of comparison principle, we can prove a special case compared
with a lower solution, which is helpful for establishing the regularity estimates. By
making use of the special structure of dispersion, we carry on the estimates on u™
in Wh2(Qr), instead of u. These energy estimates ensure the global existence of
weak solution.

Consider the following corresponding regularized problem

g = V- (m(az(u))™ 'Vu) = V- (u™V) + plul®tu(l —u) +¢,
vy = Av + wz,

wy = —wz,

2zt = Az — z + u, re, t>0,

8t 0 0 ®)
U v z

5—5—5—0, xG@Q,t>0,

u(x,0) = uoe(x), v(x,0) = voe(x),
w(x,0) = wee(x), 2z(x,0) = 2zpe(x), r €,

where ¢ € (0,1), ac. € C®(R), ac(s) = s+¢e for s > 0, ac(s) = /2 for s <
—¢, a. is monotone increasing with 0 < a’. < 1, and woe, Yoe, Woe, 20 are smooth
approximations of wug, vg, wo, 2o, respectively, with
€ <wupe Sugte, 0<we <wote,
O§w05§w0+53 OSZOESZO+€3
|Vuoe| < 2|Vugl, |Vvoe| < 2|V,
[Vwoe| < 2[Vwol, [Awoe| < 2|Awgl, [Vzoe| < 2(Vzol,
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and % = 0 on 0. The local existence of the regularized problem (5) is trivial
and we denote the unique solution by (uc,ve, we, z:). Let (0, Tnax) be its maximal
existence interval.

As usual, there is no comparison principle for the system, because the system is
strongly coupled. However, we have the following lemma.

Lemma 3.3. There holds u. > 0, ve > 0, w. > 0, and z. > 0 for all x € Q and
t € (0, Thas)-

Proof. We denote (u,, ve, we, zc) by (u, v, w, z) in this proof for the sake of simplicity.
We argue by contradictions. Since ug. > € > 0, there exists tg € (0, Tnax) such that

u >0 for all x € Q and t € (0,ty), u(zo,to) = 0 for some z¢ € O and u(x,ty) >0
for all x € Q.
Now we divide this proof into two parts. If zg € , then Vu(zg,tp) = 0 and
V- (m(ac(u)™ *Vu) = m(ac(u)™ Au + m(m — 1)al(u)|Vul* > 0,
V- (u"Vv) = u™Av + mu™ 'V - Vo =0,
plul® (1 — u - w) =0,

which contradicts to %7;(1‘0, to) <0.

If 2o € 09, then %(Io,to) =0, %(wo,to) > 0 for any tangent vector 7, and
the boundary condition shows that g—ﬁ(a@o, tg) = 0. We assert that ng“;(xo, to) > 0.
In fact, if it were not true, Taylor expansion at (g, tg) shows that there would exist
a point 2’ € Q such that u(a’,ty) < 0. Therefore, we also have Vu(xg,tp) = 0 and
the above equalities. Those contradictions complete the proof. O

Since ue > 0, the first equation of (5) is equivalent to
ou

a:A(u+s)m—V-(uva)+uu5(1—u)+5, u > 0.

Now we present some energy estimates independent of time ¢ and the parameter
€.

Lemma 3.4. The first solution component u. satisfies

2(Cy + 10\ e+
sup / U (+, t)dr < max / updw + |9, ((1+||)) ,
t€(0,Timas) Q2 Q uCls

where Cy = p2°(Q| and Cy = 1/|Q°.

Proof. We denote u. by w in this proof for the sake of simplicity. Since u is non-

negative and % = % = 0 on 01, integration of the first equation of (5) over

yields

d
— [ udx §u/ u‘sdxfu/ uw’Tldz 4 |9,
dt Jo Q Q

for all ¢ € (0, Tinax). We note that

1
u/ wdz < fu/ u5+1dx—|—01,
Q 2" Jo

5+1
/ wtdzr > Cy (/ udx) ,
Q Q

and
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where C1 = p2°|Q] and Co = 1/|Q°. Let y(t) = [, u(:,t)dx for t € [0, Tiax). We
find

C
Y () < O+ 9] = B2y o).
The comparison principle of ODE shows that

1/6+1
y(t) < max {y(ox (Q(OL;'Q)) }

for all t € (0, Trax)- O

Here we recall some lemmas about the LP-L? type estimates for the components
of the solution, and we refer the readers to [7] for details.

Lemma 3.5 ([7]). Letp > 1 and

q € [L, ;7%), p< 3,
q € [1,00], p> 5.

Then for any T € (0, Thas), there exists a constant C.(p,q) such that

sup |[z=(+,)llza) < Cz(p, @)([[20llLag) + sup lue(-, )|l Lr(e))-
te(0,T) t€(0,7T)

Lemma 3.6 ([7]). Let ¢ > 1 and
re [l 1), q<n,
r € [1, 0], q>n.
Then for any T € (0, Thnas), there exists a constant Cy(q,r) such that

sup ||[Vo:(+,t)l|r) < Cu(g,7)(|[ Vol

te(0,7)

Lemma 3.7. There holds

rrt sup |[|z(,t)|ze@))-
t€(0,T)

||ws('at)||L°Q(Q) < ||w0||L°°(Q) +1, t€(0,Tha),
and
/vs(x,t)dx < / vo(z)der/ wo(z)dr 4+ 2|Q, t € (0, Timaz)-
Q Q Q
Proof. Since both w. and z. are nonnegative, it is clear from the third equation of
(5) that
|we (z,1)| < woe(z,t) < |lwol ooy + 1.
We add the third to the second equation of (5) and integrate over {2 to obtain

d
p (ve + we)dx = / Avedzr =0, t€(0,Thax)-
Q Q

Thus,

/Q(vg—i—wg)dxﬁ/QUOE(:U)dx—i—/QwOE(ac)dxg/gvo(x)dx—i—/gwo(x)dx—&—ﬂm,

for all t € (0, Trnax)- O
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Lemma 3.8. Let 1 < n < 3. There exists a constant C independent of t and ¢
such that

||Us||L°°(Q) S C7 te (OaTmaI)~
For any r > 1, there exists a constant C(r) independent of t and e such that
||vv€||L7‘(Q) < C(T), te (O7Tma:c)-
Proof. According to Lemma 3.4, ||uc||z1(q) is uniformly bounded. Since n < 3, we

can apply Lemma 3.5 and 3.6 to complete this proof. O

The following Gagliardo-Nirenberg inequality (see [46, 51]) will be used in deriv-
ing the LP estimates of wu..

Lemma 3.9. Let0 < s <p < ﬁ There exists a positive constant C such that
for all w € WH2(Q) N L5(82),

lL?(aQ) + [lull L= ()

[ullr ) < C(IVullg(g)llul

is valid with a = % € (0,1).

We present the following LP estimate of u..

Lemma 3.10. Let 1 < n < 3. For any givenp > 1, there exists a constant C(p) >0
independent of t and € such that

”uE('vt)HLP(Q) < C(p), te (O7Tmaz)-

Proof. We denote u,, ve by u, v in this proof for the sake of simplicity. By a straight-
forward computation, testing the first equation in (5) by «” for r > 0 and integrating
by parts we find that

1
d /ur+1dx+/V(u+€)m~Vurdx
Q Q

r+1dt
S/ umVU-Vurdx—l—,u/ u‘s”dm—u/ u‘5+r+1dx+/ u"dz. (6)
Q Q Q Q
We note that
1
u/ W dr < fu/ Wt dy + Oy, (7)
Q 4" Jo
and

1
/ u"dx < f,u/ uT Tz + Oy, (8)
Q 4" Jo

where C7 and Cy are constants independent of ¢. Then by Young’s inequality, we
see that

/ u"Vou - Vu'de < r/ u™ Vo - Vulde
Q Q

IN

%/ﬂ(u—i—e)m_lu“HVuFdx—i—%/ﬂum”|VU|2daﬁ

IN

%/ﬂV(u—Fg)m -Vu'dz + %/ﬂum”Wdem (9)
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We use Hélder’s inequality to see that

_m+tr

r T m+'r+»< 2(m+r+»<) 7n+7‘+n
— [ ™| Volida < —( um+r+“d \V | )
2m Q Zm Q
+
e
< C3</ um+r+"dw)
Q

where k£ > 0 is a constant to be determined and Cjs is a constant depending on
2(m+r+k
the L= (©) norm of Vv which is uniformly bounded according to Lemma 3.8.

Now we use the Gagliardo-Nirenberg inequality Lemma 3.9 to obtain

m+tr
(] wmerenaa) T =

2(m+r+k)
L mtr Q

m—+r
= llu

7n+r 2(1 a) 7n+7 2
+
I e () lu™=117 (Q))

m+r

<C5(1+[[Vu™ 2 ||%%(sz))»

where Cy is a constant, Cs depends on ||ul[1 (), and

_n(m+r)/2—n(m+r)/2(m+7+ k)
“ 1—n/24+n(m-+r)/2 €(0,1),

provided that 2(ﬂ;jl+“) <@ 22) This can be done by taking x > 0 and appropri-

ately small. Therefore, we have

nz+r

L/ u™ | Vol2de < C3C5(1 + || Vu™ 2
2m o)

2m mr
< m”vu 7 "3z + Cé
mr

< 7/(u+5)m*1ur’1\Vu\2dx+C’6
Q

%/ V(u+e)™ - Vu'dz + Cg, (10)
Q

17 )

IA

since a € (0,1). Combining (7), (8), (9), (10) with (6), we infer that

d

1
o [ uwrtide < —@/ Wz + (1 4+ 1)(Cy + Co + Cs).
Q

According to

S+r+1
we obtain

/ W dr > L (/ ur'de) o
Q €2 71\ Jo
d S+r+1

. —|—1) . 1
— | wHdz < (r + 1)(C1 + Cy + C, —L /u”‘ldm .
dt/Q =< )G 2 6) 2|Q|$ ( Q )

By an ODE comparison,

% r+11
/ u"tdr < max /(uo + 1) da, (Q(Cl O 1 Co) [ )5+T+
Q Q H

for all t € (0,7). O
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Lemma 3.11. Let 1 <n < 3. There exists a constant C > 0 independent of Tinax
and € such that

sup  |[|Vue| (o) < C.
t€(0,Tmax)

Proof. According to Lemma 3.10, ||uc|| n+1(q) is uniformly bounded. We can apply
Lemma 3.5 and Lemma 3.6 to obtain the boundedness of [|Vv.|| o (q)- O

We now employ the following Moser-type iteration to get the L>°()) estimate of
U.

Lemma 3.12. Let 1 < n < 3. There exists a constant C > 0 independent of Tinax
and € such that

sup ue|| o) < C.
t€(0,Tmaz)

Proof. We denote u.,v. by u,v in this proof for the sake of simplicity. We test the
first equation in (5) by «” for r > 0 and integrating by parts we find that

1 d
hall 7‘+1d m | Td
e Qu x+/ﬂV(u+5) Vu'"dx
g/uva-Vurdx—i—u/uHde—u/u5+T+1dx+/qux. (11)
Q Q Q Q

Similar to the proof of Lemma 3.10, using Young’s inequality we can estimate
1
u/ Wt de < fu/ u5+r+1dx+45+ru|9|,
Q 4" Ja

1 4N\ 57
/u’"dx < fu/ W g 4 (—) B
Q 4" Jo 1%

Q,
and

/ u"Vou - Vu'de < r/ u™ Vo - Vu|da
Q Q

IN

ﬂ/(u+€)m_1ur_1|Vu|2dx+L/um+T|Vv|2dm

4 0 m Jo
1 ' .

<1 [ Varor vwde s D|Volie, [ umdn (12
4 Q m 0

where according to Lemma 3.11 ||[Vv|| e (q) is uniformly bounded. Now we apply
the Gagliardo-Nirenberg inequality Lemma 3.9 to obtain

m+r
/Q Wz = 0 2,

m-+r m+r m+r

2(1—a
< Co(|IVu™ 32 1™ 250} + 1™ 131y

where a = n/(n +2) € (0,1) and Cj is the constant in the Gagliardo-Nirenberg
inequality which is independent of r. Therefore, we have
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T
Vol / Wy
m L~ () o

T m+r m+7 m+/y-
< IV Ul ) Co (1907 35 0 I F 350G + 10 [ 0))
1 _a
mr g r 9 = (m+1r)?\ = mr
S IV Ty + (190 Co) ™ () e Mg

T m+
— || V0|3 e () Collu ™2
+ mH V|70 () Collu )

1 m+r
SZ/V(u+a)m~Vurdx+Cl(r)||u 2|12
Q

where

1

r == /(m+r)\t2% 7
() = (L9003 @0) T (Y gz g,

mr

Inserting the above estimates (12), (13) into (11) yields

d
—/ur+1d:c+/ur+1d:c

mr - 4N 557
< )+ DT ooy + (r+ DA+ () Ta)

1 X
+/ur+1dx—f,u/u5+7+1dx
Q 2" Ja

< O1(r)(r+ D) [[uF |21 gy + Calr), (14)
2y S
Q\) <u> 9.

Now we use the following Moser-type iteration. Let r = r;, with r; = 27 +m—2
for j € Nt that is, 71 = m and

where

Co(r) = (7“ +1) (46+7~M|Q| n (i) FEer

ri +m i
rji+l==0—, jeN'.

We can invoke Lemma 3.10 to find Cy such that

sup  |u] i) < Co.
t€(0,Tmax)

From (14) and an ODE comparison, we have

ri+1

sSup ||UHL ,Jrl(Q)

t€(0,Tinax)

< max {/ (uo + 1) dw, Cy(r;)(rj + 1) sup ||u||i(:J 11:-1122) + Cs(r5)
Q t€(0,Tmax)

(15)

A simple analysis shows that C1(r)(r + 1) < a;7® and Cy(r) < agbh for some
positive constants a1, as and by, by that all are greater than 1 and independent of
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r. Therefore, we can rewrite the above inequality (15) into

ri+1
(0 T Fellyi 0
y 2(rj_1+1 j
<max {/ﬂ(uo + 1)73+1dx, alré?l - sup ||u||L(7;711+1(32) + agbgy} ) (16)
t€(0,Timax)

Let

Mj:max{ sup /u’”ﬁldz,l}.
t€(0,Tmax) JQ

Since boundedness of u in L>(Q) is evident in the case when M; < max{ [, (uo +
1)7+dx, 1} for infinitely many j > 1, we may assume that M; > max{ [, (uo +
1)7i+1dx, 1} and thus, according to (16), there holds

Mj < al’l“?l j<271 + Cbzb;j. (17)

We note that if Mffl < agby’ for infinitely many j > 1, then

e n 3 =
TS Ti\No(m L1 rit+m ; ri+m
lujill < (a2b21)2<”71+1> < CLQJ bQJ < 2b2,

for j sufficiently large, which shows the boundedness of w in L>®(Q2). Otherwise,

MJ{l > agby’ except for a finite number of j > 1. Thus, there exists a jo > 1 such
that

2 ; . .
Mjfl > a2b;]7 72 Jo-

Therefore, we can rewrite (17) into
M; < 2a7%" M7, < DIM?, (18)

for all j > jo with a constant D independent of j, whence upon enlarge D if
necessary we can achieve that (18) actually holds for all j > 1. By introduction,
this yields

2J+1

M; < DXizs—i)2 .‘]\412#1 = D2j+2j’1—j—2]\/‘,'12j*1 <D ]\/‘,'12]‘71

for all j > 1, and hence that

5i+1 2/ 71

o _giol
Mj1vj+1 S DmMozj+'rrt—l S D2M17
for all j > 1. This implies that u indeed belongs to L™ (€ X (0, Trax))- O

Now we turn to the regularity estimates.

Lemma 3.13. Let 1 < n < 3. Then there ezists a constant C independent of t and
€ such that

(SUP )(HZsHLoo(Q) +IVzell Lo (@) + Vel @) + [[VVe || Lo (@) < C.
+€(0, Toae

And the third solution component w. fulfills
[Vwe (-, 1)l Lo (@) < 2[|Vwo||Lee @) + (Jwoll e @) + 1)t sup || VzellL=(a)t,

€(0,Thax

for all t € (0, Tyaz)-



1362 TIANYUAN XU, SHANMING JI, CHUNHUA JIN, MING MEI AND JINGXUE YIN

Proof. According to Lemma 3.12, Lemma 3.5, Lemma 3.6, we see that |luc||z~q,
lzell o (@, [ Vel Lo (@ are uniformly bounded in (0, Tinax). The standard LP — L4
type estimates also shows the boundedness of ||vc|| o (o and || V2| £ . We denote
Ve, We, Ze DY v, w, z in this proof for the sake of simplicity. Since both w and z are
nonnegative according to the third and fourth equation in (5) and the initial data,
we have

w(z,t) = woe(x)e” Jo 2@m)dr,

t
Vw(z,t) = Vwo:(z)e™ Jo z(@mdr _ woe(x)e™ Jo Z(E’T)dT/ Vz(z,T)dr.
0

Therefore,
|Vw(z,t)| < |[Vwoe(z,t)| +woe(x)  sup  [|[Vz||poyt
t€(0,Tmax)
< 2[[Vwol| Lo () + (lwollz= ) +1) (SUP V2| Lo (o)t
t€(0, Trmax
This completes the proof. O

Lemma 3.14. There exists a constant C > 0 independent of € and T, such that
T
/ / |Av.|?dzdt < C(1+T?), T € (0,Tmaz)-
o Ja

Proof. We denote v, we, ze by v,w, z in this proof for the sake of simplicity. Mul-
tiplying the second equation in (5) by —Aw and integrating over ) yields

/g|VU|2daj+/ |Av\2dx:/Vv~V(wz)dx§C</ |Vw|dx+1) < C(1+t),
o Ot Q Q Q

since Vv, z and Vz are uniformly bounded in L*°(Q2) according to Lemma 3.13.
Integrating over (0,7"), we complete this proof. O

Lemma 3.15. There exists a constant C > 0 independent of € and T, such that
T
/ / |Vu™|?dedt < C(1+T), T € (0,Tyaz)
o Ja

Proof. We denote u.,v. by u,v in this proof for the sake of simplicity. We test the
first equation in (5) by (u + &)™ and get

1 d +1 / 2
= mtlg ™°d
m+1dt/9(u+€) x + Q|V(u+6) |*dx

< / u"Vou - V(u+e)"dr + ,u/ u (u + &)™ da
Q Q
- ,u/ uw T (u+ e)mdx + / (u+e)"dx.  (19)
Q Q
According to Lemma 3.11 and Lemma 3.12, Vv and u are uniformly bounded. Thus,

1
/ u"Vo - V(u+e)"dr < 3 / |V (u+¢)™*dz + C,
Q )

where C is a constant independent of ¢ and . Integrating (19) on (0,7) yields

T
/(u+€)m+1dm+/ /\V(u+5)m|2dx§ /(uog—l—s)m“dx—FCT. (20)
Q o Jo Q
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We note that
IVu™| = mu™ | Vu| < m(u+ &)™ HV(u+e)| = |V(u+e)™|

This completes the proof. O

Lemma 3.16. There exists a constant C > 0 independent of € and T, such that

T m+1
/0 /gz‘(uﬁ)t‘dedt—i—/QIVu?

Moreover,
4m?
< Gr e elE=io ‘

T 2
| Jam.
0o Ja
for all T € (0, Trnaz)-

Proof. We denote u,,v. by u, v in this proof for the sake of simplicity. We multiply
the first equation in (5) by [(u + €)™]; and then we have

(1+T%), T € (0,Tha)

(1+71?),

/m(u—l—e)m_l\ut\zda:—&—/ V(u+e)™ - V|[(u+e)"dz
Q Q
S/uva~V[(u+e)m]tdx+u/u5[(u+€)m]tdx
Q Q
—u/ W (u + €)™)ds + ‘ u+e)™ ’dx. (21)
Q
We note that ||u[| () is uniformly bounded and then
/,uu‘s[(u—i—a)m]tdx:/muu‘;(u—l—s)m_lutdx
Q Q
1
< f/m(u+£)m_1|ut|2dx+017
5 Ja
/—uu6+1[(u+s)"”]tdm: —/ mpu® T (u 4 €)™ tuyde
Q Q
1
< f/ m(u+ &)™ Huy[2dx + Cs,
5 Ja
/H(u—i—a)m]t’dm:/m(u—i—e)m_lutdaj
Q Q
1
< f/ m(u+ €)™ Huy[2dz + Cs,
5 Ja

where C1, Cy, C3 are constants independent of ¢ and €. We also have

/Qm(u—l—e)mfl\utﬁdiﬂz (nffl)Q/(zK(u—i-g)th)t

2
dx,

and

/QV(u—Fs) -V(u+e)™ dx—§at/’V +¢) ‘dx
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There holds
/ WV - V(U + &)™ eda = — / [+ &)™),V - (™ Vo)da
Q Q

=— / m(u+¢)™ tuy - (mu™ V- Vo + u™ Av)dx
Q
1
<5 [ mlus o uldn + G [ (e 2PV VuPde + G [ (Ao
Q Q o

1
<- / m(u+ )™ Huy|2dx + Cy / |V (u+e)™|?dx + Cs / |Av|?dz,
5 Jo Q Q
where C4 and Cj are constants independent of ¢ and ¢, since the uniform bound-

edness of ||Vv||=(q). Inserting the above inequalities into (21), and noticing the
inequality (20) in the proof of Lemma 3.15, we find a constant C independent of ¢

and ¢ such that
[ flros),

2
g/ ’V(uoere)m‘ dz+ C(1+T?) < C(1+T?).
Q

2 2
dxdt+/ ’V(qus)m’ dz
Q

Clearly, we have

’(umTH> 2 - (m+1)2um71|ut|2 < (m+1)2
t

4 - 4
and

(u+ &)l = | ((w+0)"F),

47’77,2 m+1 2 4m2 m+1 2
my |2 m—1 m—1 nrs
) < o lueli=io| ()| < Gy lelizto | (e r ™) |-

The proof is completed. O

Proof of Theorem 3.1. According to the estimates, for any e, the approximation
solution (ue, Ve, we, ze) exists globally. The regularity estimates of v, we, 2z are
trivial. For any T € (0,00), we see that u™ € L*®°(Qr), Vu™ € L?*(Qr), and
ou™ /ot € L*(Qr), Thus, there exists a function u € W12(Qr), such that u™
weakly in W12(Qr) and strongly in L?(Qr) converges to 4. We denote u = u*/™
since © > 0. Thus, u* converges almost everywhere to u'™, and u. converges
almost everywhere to u. We can verify the integral identities in the definition of
weak solutions. By taking a sequence of T' € (0, 00) and the diagonal subsequence
procedure, we can find the existence of a global weak solution. O

Now we show the regularity of the globally bounded weak solution.

Lemma 3.17. Let (u,v,w, z) be a globally bounded weak solution of (3) such that
lu(-, )@y is uniformly bounded with v = max{1,n/3}. Then there exists a
constant C' such that

tSI]llg {||U||L°°(Q) + [|[vllwr.o @y + [[wll o ) + HZHWLDO(Q)} <C.
S

Proof. Since [lu(-,t)[| = @ is uniformly bounded, for any r > 1 we can apply Lemma
3.5 and 3.6 to find a constant C(r) independent of ¢ such that ||[Vv(-,t)| L) < C(r)
for all £ > 0. The estimates in the proof of Theorem 3.1 in section 3 can be carried
on to complete this proof here. O
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In Lemma 3.13, we have proved ||[Vw(-, 1)z ) < C(1 +1) (same as Vw,) for
some constant C' > 0. However that is an estimate depending on time ¢t. Employing
the method in the proof of Lemma 4.4 in next Section and iteration technique, we
can prove the following uniform estimate.

Lemma 3.18. Let (u,v,w, 2z) be a globally bounded weak solution of (3). Then for
any p > 1 there holds

/ Vu(,HPde < Clp), >0,
Q

for some constant C(p) independent of time t.

Proof. This proof proceeds along the idea of the arguments of Lemma 4.3 in [47]
and Lemma 4.1 in [40]. Since

w(x,t) = wo(z)e” I #(x,s)ds
and
t
Vw(z,t) = Vwg(a)e™ Jo 2% _ o (z)e= o Z(w,S)ds/ Vz(z,s)ds.
0
We see that

2
|Vw(x,t)|2 < 2|V’U)0(£L’)|2672f0t z(z,s)ds + 2|w0($)‘2672f(;z($’3)d8 ‘

t
/ Vz(x,s)ds
0
And thus
t ¢ 2
/ |Vw(z,t)|*de §C’+C/ e=2Jo 2(z5)ds / Vz(x,s)ds’ dx
Q Q 0
¢
<C - g/ Ve 25 z@s)ds | (/ Vz(z, s)ds)da?
2 o) 0
¢
<C + g/ e 2Jo 2(@8)ds (/ Az(:z:,s)ds)dx
2 0 0
¢
<C+ 9/ e—2Jo 2(z,s)ds | (/ (zt +2— u)ds)dm
2 O 0

t

<C+ 9/ e—zfot 2(z,s)ds (Z(:E,t) +/ z(z,s)ds)dx
2 Q 0

<C.

Using the same method, we have

4

b

|Vw(3:,t)|4 < 23|Vw0<3;‘)|46_4f0t 2(x,s)ds + 23|w0($>|4€_4f0t z(x,s)ds

t
/ Vz(z,s)ds
0

and

t t 4
/ |Vw(z,t)|*de < C + C/ e~ 4o 2(@s)ds / Vz(x, s)ds‘ dx
Q Q 0

t t 3
<C - g/ Ve 4o #(@9)ds . (/ Vz(x,s)ds) dx
4 Ja 0

t ¢ 2 ¢
<C + E/ e~ 4Jo #(@s)ds | (/ Vz(@s)ds) : (/ Az(x,s)ds)dx
4 Q 0 0
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3C —4 ff‘ z(xz,s)ds ’ 2 ‘
<C+ — | e Mo =lms)as. Vz(x, s)ds : ( (2t + 2 — u)ds) dx
4 Q 0
3C —4 [t z(z,s)ds !
<C+ Rl A ( Vz (z,s) d . (z(m,t) + z(x,s)ds)dx
Q 0
3C
<C+ T/ e~2 o #(@s)ds . (/ Vz(z,s ds) dx
Q

. 21618 [ei2fot #(,5)ds (z / 2(z, S)dS)}

<C,
according to the proof of the previous estimate on ||Vw||12(q) and the boundedness
of ||z][ (). Repeating this process for ||Vwl| k) with k = 6,8, ..., we complete
this proof by iteration. O

Proof of Theorem 3.2. Lemma 3.18 shows the uniform bound of ||Vw]|pn+2(q). Ac-
cording to the third equation of (3), we see that ||w;||p~(q) = ||lwz|p=@) < C.
Therefore, w € WHn+2(Q x (¢, + 1)) and its norm is uniformly bounded for any
t > 0. Sobolev embedding theorem implies the existence of « € (0,1) and C > 0
such that

||w||C0<(§><[t’t+1]) < C, t > 0.

Since w is uniformly bounded, the strong solution theory of parabolic equation
applied to the fourth equation in (3) shows

2tl| Lo @x (t,e41)) + 18] Lo@x(t,0+1)) < C(p), >0,
for some constant C(p) > 0. Taking p > 1+ n/2, we see that for some « € (0, 1)
12l ca@xt 41y <€ £>0.
Thus,

[wz]
This can also be deduced by

[V(wz)|| e @) + [(w2)ellLr@x(te41)) < C5 >0,

ce@x(tarr) =G >0

with p > n 4+ 1. Using bootstrap arguments involving the standard parabolic regu-
larity theory, we can verify that

||U||c2+a,1+a/2(§x[t7t+1]) + ”Z”sz*l(Qx(t’tJrl)) <C(p).

The proof is completed. 0

4. Propagating properties and large time behavier. This section is devoted
to the study of the propagating properties of the tumour cells and the large time
behavior of the weak solution (u,v,w, z) to the problem (3). In contrast with the
heat equation, it is known that the porous medium equation has the property of
finite speed of propagation. Therefore, the first component u may not have positive
minimum for some time ¢ > 0. We use the comparison principle together with two
kinds of weak lower solutions, one is decaying but its support is expanding with
finite speed of propagation, the other one is an increasing function of time ¢, to
overcome the difficulty of degenerate dispersion.
We first present the following comparison principle of the first component.
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Lemma 4.1. Let T > 0 and the function space
E={uec L®Qr);u>0,Vu™ € L*((0,T); L*(Q)),u™ 'u; € L*((0,T); L*(Q))},

ui,us € E, Vv € L™®(Qr), and uy, uy satisfy the following differential inequalities

0

% > AUl — V- (u"Vo) 4 pud (1 — uy),
%§Au§”—V~(u§”Vu)+uug(1—uQ), x e te (0,T),
8u1 8UQ

—2>0> — Q T
81/—0_81/’ r €0, te(0,T),
ui(x,0) > ug(z,0) >0, x €,

in the sense that the following inequalities

/ /ulgotdxdt—i—/ u1o(z)p(x, O)dsc</ /Vul Vpdxdt

/ /u1 Vu - V(pdxdtf/ /uul (1 — uqy)pdadt,
T
/ /uggotdacdt—i-/ugo(m)go(:zc,O)dch/ /Vug“~V<pdxdt
0o Jo Q o Jao

T T

—/ /ugva-Vgodxdt—/ /uué(l—uz)gpd:vdt,
0 Q 0 Q

hold for some fized wuig,usq € L?(Q2) such that uig > uzo > 0 on Q and all test
functions 0 < p € L2((0,T); WH2(Q))nWL2((0,T); L2(2)) with p(x,T) = 0 on Q.
Then uy(x,t) > us(x,t) almost everywhere in Q.

Proof. The following inequality

T T
/ /(u1 — ug)prdadt < / / V(ul* —uy') - Vdzdt
/ / —uy")Vou - Vodzdt — / / p(ud (1 —uy) — ud(1 — ug))pdrdt,

holds for all 0 < ¢ € L2((0,T); WH2(Q)) n W12((0,7); L*(Q)) with op(x,T) = 0.
Let

ul® —uy'
U — U ] 7t 7t ’
a(z,t) =< up —ug ur(z,t) # uz(x,)
mu uy (2, t) = us(z,t),
(ui* —ug")Vou
A s A ; ;
b(z,t) = o —uy uy(2,t) # ua(z,t),
mu"~ Vo, uy(z,t) = us(x,1),
and
p(ud (1 = uy) — ud(1 — un))
c(z,t) = U1 — Uy . ur(w,t) # us(x,t)
M(su‘ls*l _ ,u(é + l)u‘f, u1($,t) — Uz(:l?,t).

Since Vv, u1, ug are bounded, there exists a constant C' > 0 such that |b| < Ca and
le] < C. Henceforth, a generic positive constant (possibly changing from line to
line) is denoted by C. However, c is not bounded by Ca and we have no estimate
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on Ve since we only assume that § > 1. Then for all 0 < ¢ € L?((0,T); WH2(Q)) N
W2((0,7); L*()) with ¢(z, T) = 0 on Q and 22 = 0 on 9Q x (0,T), there holds

T
/0 /Q(ul —u2) (ot + alz, t)Ap + b(x,t) - Vo + c(z, t)p)dzdt < 0.

We employ the standard duality proof method or the approximate Hohmgren’s
approach to complete this proof (see Theorem 6.5 in [43], Chapter 1.3 and 3.2 in
[56]). For any smooth function ¢ (z,t) > 0, we solve the inverse-time problem

ot + (k+ac(z, ) Ap + bz, t) - Vo + co(x, t)p + 1 =0, (z,t) € Qr,

%:0, (z,t) € 0 x (0,T),
QO(.I,T) = 07 X € Q,
(22)
where k > 0, 0 > 0, a. is a smooth approximation of a, a. > a, and
1 é
p(ug (1 —ug) — us(1 — ug))
— >
co(z,t) = Uy — Uz ’ |ur(z,t) — ua(z, t)| > 0,

0, lui(z,t) — us(z,t)| < 0.

This definition of ¢y allows us to find a constant C(#) such that
2
)
£ <C().
< o)

We may also need to replace b(x,t) and cg(z,t) by their smooth approximation
functions b.(x,t) and cg(x,t) respectively in (22). For the sake of simplicity we
omit this procedure. Here we note that (22) is a standard parabolic problem as the
initial data is imposed at the end time ¢t = T'. Therefore, it has a smooth solution
@ > 0. Maximum principle shows the boundedness of ¢. Then we get the estimate

// (u1 — ug)pdxdt > — // |up — uslla — ac||Ap|dxdt
Qr Qr
- H// |lup — us||Ap|dxdt — // |uy — us||e — coldadt
Qr Qr

127[17_[27]3.

Now we need the a priori estimate on a.|Ap|>. We can assume that T is appro-
priately small, otherwise we can prove step by step on each time interval. We
multiply the equation (22) by n(t)Ap where 1/2 < n(t) < 1 is a smooth function
with /(¢) > M > 0 for ¢t € (0,T). Since T is small, we can choose M appropriately
large. Integrating over Qr yields

// oinApdxdt + // (k + ac)(Ap) dxdt
// n|b||[V||Ap|dxdt + // ncecpAgpda:dt—i—// npApdrdt

// nCa\V@||Ago\dxdt+4// n(k + az)(Ap)?dzdt
Qr

+// dedmf/ n|V||Vo|dxdt
Qr K1 ae Qr
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1 2.2 2
55// 0k + a) (Ay) da:dt+// wad dt+// nC(0)p>dudt
// 77|V1/)|2dxdt+// n|V|>dadt.

Using ¢(z,T) = 0, we have

// enApdrdt = // NV - Voudadt = —f// nat\Vgodedt
// t)|V|*drdt > —// |V o|?dadt.

// |w\2dxdt+// (k + ac)(Ap)?dzdt < C(8). (23)

It follows that

I :// |ur — uslla — ac||Ap|dadt

1
// (k4 ae) \Aap|2dmdt // | |uq —uz\Qd;vdt)2
r Ktae
1
// la—a . at)’
- /£—|—a5
1 // a—a5|2dxdt> ,
E T

which converges to zero if we let ¢ — 0. For any fixed v > 0, denote

F, ={(z,t) € Qr;|u1 — ua| > 7},

Therefore,

and
Gy ={(z,t) € Qr;|ur —ua| <~}
Then there exists a constant C(y) such that a(z,t) > C(v) on F, and

I, = m// lur — us||Ap|dzdt

Qr
< /@// |lur — us||Ap|dzdt + H// lur — us||Ap|dzdt

G, F,

Ck 1
< 7// /<¢|A<p\d33dt+ B // a? | Ap|dxdt
2 C/{ 9 3

< Cv /<o|A<p| dmdt 2 a|Ag0\ dxdt

<A0(0) + Cw(f)

which converges to zero if we first let K — 0 and then let v — 0. We also have

1
13:// |u17u2|\6709\g0d:cdt§0(// |cfc(9|2dxdt)2,
T T
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which converges to zero if we let § — 0. Now we conclude that

[ (= ot =0

for any given v > 0 and then u; > uy almost everywhere on Q7. O

Here we recall some lemmas about the asymptotic behavior of solutions to evo-
lutionary equations.

Lemma 4.2 ([7]). Let (u,v,w,z) be a global solution of (3). Then there exists a
constant L > 0 such that

[v(+t) = Ll[wr.= () = 0, as t — 0o.

In particular,
V(- )| Lo () — 0, as t — oco.

Lemma 4.3 ([47] Lemma 4.1). If z is a global classical solution of

2 = Az — z 4+ u, z e, t>0,

%:O, e, t>0,
ov
2(x,0) = zo(x), x €,

where u(x,t) > 0 is given. Then there exist constants C; and Co > 0 only depend
on diamf) and sup, -, ||ul|L1(q) respectively, such that

t t
/ z(x, s)ds > C’l/ / u(y, s)dyds — Cy, €, t>0.
0 o Ja

Lemma 4.4 ([47] Lemma 4.3, [40] Lemma 4.1). If (w, z) is a global solution of

wy = —wz,
2zt = Az — z +u, re, t>0,
%:0, r e, t>0,
v

w(z,0) = wo(x),

Z($,0) = Z0($), HAS Qa

withu >0 on Q x RT and%:o on 09, then

1€

/ |Vw(-, t)[2dz < 2/ \Vwo|?dx + —
Q Q 2e

for all t > 0.

le0l12 ) + l0]120 /Q (- t)de

Now we construct a self similar weak lower solution with expanding support.

Lemma 4.5. Let (u,v,w,z) be a globally bounded weak solution of (3) with the

first component initial data ug > 0, ug Z0 and 1 < § < m, Q is convex. Define a
function

_ |z — 20|?

R (O -

olat) =<1+ (1= T

where d =1/(m—1), 8 € (0,1/2) is sufficiently small, K = (1 —8)/(m—1), o € Q

such that inf,cp (z0)uo(z) > 0 for some r > 0, e € (0,1/2), n > 0. Then by

d
) } L zeQ, t>0,
+
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appropriately selecting 8, € and 1, the function g(x,t) can be a weak lower solution
of the first equation in (3), that is,

0

S SAT -V ("VO) 4 ug’(1-g),  weQte(0.1),
99

—= < Q T
81/_0’ x €0, te(0,T),
0 < g(2,0) < uo(a), zeq,

in the sense that the following inequality

T T
/ / gordrdt —I—/ g(x,0)p(z,0)dx > / / Vg™ - Vepdzdt
o Ja Q 0o Ja

T T
— / / g Vv - Vdadt — / / 1g® (1 — g)edzdt,
0o Ja 0o Ja

holds for any T > 0 and all test functions such that 0 < ¢ € L*((0,T); WH2(Q)) N
WL2((0,T); L?(Q)) with ¢(z,T) =0 on Q, and 0 < g(z,0) < ug(z) on Q. There-
fore, u(z,t) > g(x,t) and there exist to > 0 and g > 0 such that u(x,t) > eq for
all v € Q and t > tg.

Proof. For simplicity, we let

|z — 20 |?
h(m,t):(n—w)+, e, t>0,
and | |2
T — X0
A(t) = Q — > 0.
(t) {xe N <n}, t>0

Since ug > 0, ug # 0 and uy € C(Q), we see that there exists zo € € such that
up(x) > €1 on Br(xp) for some r > 0 and £; > 0. Without loss of generality, we
may assume that B,.(xg) C Q, 2o = 0 and 7 < 1/2. Straightforward computation
shows that

_ —k—11d —K d—1 ﬁ"rl2
gt——ﬁf(1+t) h +E(1+t) dh W,
2z
mo_ oM 4 p)TmE dhmd—l
Vg eM(L+)"""m Lk
_ L, 4lx)?
m __m mkK o md—2
Ag™ =" (1 +t)" ™ md(md — 1)h T+
2n
—em(1 t)—me dhmd71
L+ m 1+1)F’
for all z € A(t) and ¢t > 0. According to the definition of g, we see that % <0 and
65—; < 0 on 09 since {2 is convex, and

9(2,0) = £l(n — |2)4]* < e115, (o) < wo(z). zED,
provided that
n<ri en?<e. (24)
In order to find a weak lower solution g, we only need to check the following differ-
ential inequality on A(t)

0
a—j <AG" =V (g"Vo) +ug®(1—g), =€ A(t), t > 0. (25)
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Since g(z,t) < en? < g1 < 1/2, we see that ug®(1 — g) > pg®/2 for all x € Q and
t > 0. Further,
V- (g™ V)| < g™|Av| + [mg™ | V|| Vol
< 9" |AY| Lo (axr) + (M + 1)V |V Lo (@xr+)-

We denote Cy = ||[Vv||pexrt) and Cy = [|Av|[ (o xr+) for convenience, since
they are bounded according to Theorem 3.2. A sufficient condition of inequality

(25) is

2 2n
1+t _”dhd_lw M1 4 )M dhA1
S A+eft ¢ (1+57"m 1+1)?
- _ 2|z

m mk 1. md m mk md—1
+ O™ (1 + )™ h™% 4 (m + 1)Cre™(1 4+ t) "™ mdh 107

< ke(L+t) " AT 4 e™(1 + )™ md(md — 1)hmd—24|7”c|2

- (1+1)28
g Ef(1+1)"h®, ze Al), t>0. (26)

As we have chosen d =1/(m — 1) and k = (1 — 8)/(m — 1), we rewrite (26) into
B e, m

—1(1+1)P m— 1

+ Coe™(1 +t)Ph? +2(m + 1)Clem%hlxl

e™h

m 4|x|?
(m—1)2(1+1t)8
+ %a‘s(l )RR O =L e A®f) ¢ > 0. (27)
Let €, 8 and 7 be chosen such that

56<45 T

m—1"
2 m < L
-1t = 21 (28)
2mClem|x| < 5K
Coe™pdt1=d0 < Lgd(] 4 ¢)=mOFTR+1=B" 5 € A(t), t > 0.

L
2¢

Since 1 <d<m, B€(0,1/2),x=(1—-08)/(m—1)>1/[2(m —1)], h <1/2 and

|z] < diam$, we see that d+1—dd =d(m—40) >0, —kd+k+1—8 = (m—408)k > 0.

Thus, for (24) and (28), it suffices to choose 7 = 12,

()™ o)™ o ()™
B 8nm "\8m(m — 1)Cydiam Tr2d’ \ 20, ’

and then 8 = 4e™ tm/(m — 1).
Now, we find a weak lower solution with expanding support and comparison
principle Lemma 4.1 implies

< keh+e™

|z — xol?

d
Q, t>0.
Tror).) s een >

w(a,t) > g(z,t) = (1 + )" [(n _

There exists a tg such that

|t —xol> _ 1
_7>7a EQ?
1+t)f =20 7



EARLY AND LATE STAGE PROFILES 1373

and thus
u(z,to) > g(@,to) > &(1 +t0)’“(g>d, zeq.
Next, we construct another constant lower solution
u(x,t) =eg, x€Q, t>tp,

with 0 < g9 < e(1 + ) 7%(n/2)? < 1/2 to be determined. Clearly, a—% =0 on IN.
We only need to check the following differential inequality

0 < —ellAv(z,t) + ped(1 —g9), = €Q, t > to,

which is valid if we further let

c < < ,LL ) m—24
0= )
2[Av]l Lo (@ (10, 400))

since § < m and Aw is uniformly bounded according to Theorem 3.2. Applying the
comparison principle Lemma 4.1 again, we find

u(z,t) > u(x,t) =eg, x€Q, t>ty.

This completes the proof. O

Remark 3. It is interesting to compare the self similar weak lower solution g(z,t)
in the proof of Lemma 4.5 to the Barenblatt solution of porous medium equation

pe 0w (- S0 ) )

with & = 1/(m — 1 + 2/n). The Barenblatt solution B(z,t) is decaying at the
rate (14 )~/ (m=142/) iy [°°(R") and the support is expanding at the rate (1 +
t)2k/™. While the self similar weak lower solution g(x,t) is decaying at the rate
(14 t)=(1=A)/(m=1) and its support is expanding at the rate (1 +t)?. Here in the
proof we have selected 8 > 0 sufficiently small, which means the support of g is
expanding with a much slower rate and the maximum of g is decaying at a slightly
faster rate.

Proof of Theorem 2.3. This has been proved in Lemma 4.5. O

After proving the support expanding property of the first equation in (3), which is
a degenerate diffusion equation, we can deduce the following convergence properties
of all components.

Lemma 4.6. Let (u,v,w, z) be a globally bounded weak solution of (3) with the first
component initial data ug > 0, ug Z0 and 1 < 6 < m. Then there exist constants
C1,C5 > 0 and cq1,co > 0 independent of t such that

[w(, )| Lo () + [V (- t)|| L) < Cre™ Y,
and
[v(-,t) = (©o + Wo)l| () + IVO(, )l e () + [AV(, )] Lo () < Cae™ 2,

for all t >0, where f = [, fdz/|Q)].



1374 TIANYUAN XU, SHANMING JI, CHUNHUA JIN, MING MEI AND JINGXUE YIN

Proof. Applying Lemma 4.3, we see that

t t
/ z(x,t)ds > C/ / u(y, 8)dyds — C
0 o Jo

¢

> C’/ /u(y,s)dyds -C
to JQ

> ClQfeo(t —to) = C

zclth’, IEQ,t>t0,
since u(z,t) > gp for z € Q and ¢ > ¢y according to Lemma 4.5. Therefore,
w(x,t) = wo(x)e” Joz@s)ds < wo(x)e”MC < Cre™ @, zeQ, t>ty.  (29)

This is also valid for ¢ € (0, tp) upon enlarging C if necessary and hereafter we only
need to prove this lemma for ¢t > ty. We also have

IVw(z,t)| = |Vwg(z)|e™ Jo 2@9)ds 4o (z)e Jo #(@:s)ds

t
/ Vz(ac,s)ds‘
0

< Ce 4 Ce Mt < Cle ™, zeQ, t>to,

with 0 < ¢} < ¢;. We may write C] and ¢} as Cy and ¢; for simplicity. Therefore,
|V(wz)(x,t)| < [zVw(z, t)] + [wVz(x,t)| < Ce™ M,z €Q, t>to,
It follows form the second equation in (3) that

¢
v(z,t) = ey —|—/ e (w2) (-, s)ds, t >0,
0

and

t

Vo(z,t) = e"*Vuy +/ AV (wz) (-, s)ds, t>0,
0

Using the standard LP — L? type estimate for Av, we get

t
|Au(, 1) 1 ) <[V Vol ey + / VetV (w2) (2, 8)| | 1o 2y s
<C(1+t72)e™ | Vg L= ()
t
e / (1+ (t— 8)5)e ) [T (wz) (-, 8) | 1
0

t
<Ce Mty C/ (1+ (t—s)"2)e ME=9)ec15gs
0

<Che 2tz e, t>tg,

where A; > 0 is the first nonzero eigenvalue of —A with homogeneous Neumann
boundary condition. The L estimate of Vv can be deduced in a similar way. In
the proof of Lemma 3.7, we have obtained

/Q (v(,t) + w(a, t))dz = / (vo() + wo(e))de,

Q

which is the same as the estimate of v. + w.. It follows from (29) that w(x,t) is
decaying to zero exponentially. This implies that

v —L v(x €T
o0) = gy | vl
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is converging to Ty + Wy exponentially. A Poincaré type inequality shows
[v(z,t) = 0(t)|| L= () < O Vo(@,t)]|Le@) < Ce "
Therefore,
[o(z,t) = (Vo + Wo)l| L) < llv(z,t) = V()L (@) + 10(E) — (Do +Wo) [ (0)
< [v(@,t) =o)L= (0) + @) |~ (2)
< Ce_c/2t, x € Q, t > to,

The proof is completed. O
Lemma 4.7. For constants C,c > 0 and m > 1, the local solution g of the following
ODE

J() = Celgm, >0,

9(0) = go > 0,
blows up in finite time if ¢/C < (m — 1)g"~", while remains bounded if ¢/C >
(m—1)gg" "
Proof. There holds

—1 1 /
(L) =, 150
g

m—1\gm-1

Integrating over (0,t) shows

1 ( 1 1 )
m—1\gn=t  gm=L(t) c
A simple analysis completes this proof. O

Lemma 4.8. Let (u,v,w, z) be a globally bounded weak solution of (3) with the first
component initial data ug > 0, ug Z0 and 1 < 6 < m. Then there exist constants
Cs3 > 0 and c3 > 0 independent of t such that

u(-t) = 1| o () < Cae™ ",
for allt > 0.

Proof. Lemma 4.5 implies that u(xz,t) > go for x € Q and t > ty. It suffices to
prove this lemma for ¢ > t; with some fixed t; > tg to be determined. We use
upper and lower solution method to achieve this. Let w;(t) and us(t) be one pair
of the solutions of the following ODE

t) > ul||Av (-, t)|| e o) + pud (1 — uy),

uy (t) =

(t) < —us | Av (-, 8)]| oo ) + pud(1 —uz), ¢ >t
(

(

/
1
/

2

<

(30)
uy(t) > [Ju(, )|l L)
Uug tl) S £0-

Lemma 4.1 shows that

ur(t) > u(z,t) > ua(t), x€Q, t> 1.
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We only need to find one pair of (uy,us) such that u; and us both converge to 1
exponentially. A sufficient condition of (30) is

= Che 2t 4 pud (1 — uy),
= —Che™ 2t + pud (1 —ug), > ty,

(31)

since [|Av(-,t)||p(q) < C2e” " according to Lemma 4.6. We note that we can
choose t; sufficiently large such that

C2

m—1
_ 2 o9 —1( )| e 1) .
> 20— 1) (sup Bl +

Lemma 4.7 implies that wu;(¢) is uniformly bounded by some constant C. And a
simple ODE comparison shows that u(t) > 1 for all ¢ > t;. Therefore,

uh(t) < C™Ce™ 2t + ped(1 —uy), > ty,
ur(ts) = [lu(- t1)[ L (o) + 1.

We see that u;(t) is an upper solution of u(x,t) and an upper solution of w4 (t) is
w1 (t) such that

¢ (32)
u(t1) = [lu(-t)llL() + 1,

{u’l(t) = CmChe™! + peg(1 =), ¢ >,
which can be solved as
() = 1+ e 0 ((fu(-, 1) | Lo () + 1)

t
+ CmCQ/ e—ueg(t—s)e—(:gsds _ e—,usg(t—t])

ty

<14 e #SE) u(c )| oo ) + O CoCle™ ™nlnedealt/2 g 5 gy
On the other hand, the lower solution of u(x,t) satisfies
uh(t) = —Coe™ Ml + pud(1 — ug), t > ty,
{uz (t1) = eo.
We note that we can choose t; sufficiently large that
Coe™ 'l < el (1 — o).
An ODE comparison shows that g < us(t) < 1 for all t > t; and

ub(t) > —Coe 2t + usg(l —ug), t>t,
Ug(tl) = £y-.

We see that us(t) is a lower solution of u(x,t) and a lower solution of ua(t) is uy(t)
such that

2/2(75) = _026_62t + Uag(l - @2)v t> tlﬁ
Mg(tl) = €o-
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This can also be solved as

t
yg(t) =1+ e—usg(t—tl)go _ 02/ e—ﬂEg(t—S)e—C‘ZSds _ e—ueg(t—tl)
t1

>1 - e heot=t) _ o, e minfusliealt/2 45y
Thus, we conclude
o (t) < ue(t) <w(zw,t) <u(t) <ur(t), t>ty,
and w,(t), Ty (t) converge to 1 exponentially. O
Lemma 4.9. Let (u,v,w, z) be a globally bounded weak solution of (3) with the first

component initial data ug > 0, ug Z0 and 1 < 0 < m. Then there exist constants
Cy > 0 and ¢4 > 0 independent of t such that

[2(-,8) = 1| poe () < Cae™ ",
for allt > 0.
Proof. From the fourth equation in (3), we have

¢
2(x,t) = !BV 2 +/ =)A=y (. s)ds, t>0.
0

We note that
/t et=)A=D)1ge =1 — e,
which can be deduced by so(l)ving the ODE 2z’ = —z + 1 with 2(0) = 0. Therefore,
lz(z,t) — 1| Lo ()

t
<[l D20/l o) + / et =)A= (u(-, 5) = 1) | e (s + "
0
t
<Ce™"(||z0ll o= () + 1) + C/ e (s 8) = 1)l oo () ds
0

t
<Ce t+ C’C’g/ e~ (t=s)g=css g
0

<Che~%t  t>0.

The proof is completed. O

Proof of Theorem 2.4. This is proved by collecting Lemma 4.5, Lemma 4.6, Lemma
4.8 and Lemma 4.9. 0

Finally, we construct a self similar upper solution with expanding support to
prove Theorem 2.2. We note that for constructing a weak upper solution for the
heat equation, one should replace the cut-off composite function ()4 by (-)—. But
here for the degenerate porous medium type equation and the self similar function
of the form g = [(1 — |z|?)4]? with md > 1, we can check that Vg™ is continuous
and Ag™ € L1(Q) for some ¢ > 1. This shows that the differential inequality for
an upper solution only need to be valid almost everywhere, without the possible
Radon measures on the boundary of its support.
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Lemma 4.10. Let (u,v,w, z) be a globally bounded weak solution of (3). We further
assume that

suppug C By (z0) C €,
for some g > 0 and xy € 2. Define a function

r—X 2
gte.t) =<(r+0°[(n- =20

whered=1/(m—1), 8>0,06>0,e>0,n>0, 7€ (0,1). Then by appropriately
selecting B, o €, n and T, the support of g(x,t) is contained in Q for t € (0,ty) with
some tg > 0 and the function g(x,t) can be an upper solution of the first equation
in (3) on Q x (0,ty), that is,

)Jd, e, t>0,

0 ,

a—i > Ag™ — V- (g"Vv) + ug’ (1 - g), x € Q,te(0,ty),
0

2>, 2 €00t € (0,t0),
g(x,0) > up(x) >0, z € Q,

in the sense that the following inequality

to to
/ /ggptdxdt+/g(x,0)<p(a:,0)dxS/ /ng-V<pdxdt
o Jo
to tO
/ / Vo - Vgadxdtf/ /,ug (1 — g)pdadt,

holds for all test functions 0 < ¢ € L*((0,t0); WH2(Q)) N WL2((0,t0); L*(Q)) with
o(x,tg) =0 on  and g(x,0) > ug(z) > 0 on Q. Therefore u(z,t) < g(x,t) and
there exist a family of monotone increasing open sets {A(t)}ie(0,4,) such that

suppu(-,t) c Z(t) C Qv te (O,to),
and JA(t) has a finite derivative with respect to t.
Proof. For simplicity, we let

T — x0|?
h(m,t):(n—W)Jr, zeQ, t>0,
and | 2
T — X0
= e —— > .
A(t) {er, T <n}, t>0

Since ug € C(Q) and suppug C By, (z9) C ©Q, we see that there exist r; > 7o and
g1 > 0 such that B, (xg) CC Q and ug(z) < &1 for all z € Q. Without loss of
generality, we may assume that zy = 0. Straightforward computation shows that

_ o—11d o d—1 ,8|32‘|2
gt —U€(T+t) h +€(T+t) dh W,
Vg™ =—em(r+ t)”“’mdhmd_li
(T +1)%
4]x|? 2
Ag™ =™ (7 + )" md(md — 1)hmd*27(T E)m — (7 + )" mdh™ 0P +"t) 7
for all z € A(t) and ¢t > 0. Let 7 € (0,1) to be determined and
2 2
rgzro—;_rl, 77:%, tozmin{r,r((%)ﬁ—l)}. (33)
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According to the definition of g, we see that A(0) = B,.,(z0), suppuy CC A(0) C €,
and A(tg) C By, (z9) CC Q. Therefore, % =0 and 65: =0on 0N forallt € (0,%),
and

9(x,0) = 57-0[(77 ez ;50|2>Jd

2 2
2 0

d
Z 87-0 (’Tiﬂ B 7—7) ' lBro(xO) Z 81]-BTO(xO) 2 UO(x)’ Te Q,

provided that

2 2.d
o ’;2_’;0) > 34
eT (T/3 - > 1. (34)

In order to find a weak lower solution g, we only need to check the following differ-
ential inequality on A(t)
% > Ag" =V (¢"Vo) +ug’(1—g), =€ A(), t € (0,t0). (35)
Since 0 < g < en?, we see that ug’(1 — g) < pg® for all x € Q and t > 0. Further,
[V (g™ V)| < g™ |Av] + [mg™ || Vg||Vo|
< gm||AU||L°°(Q><R+) +(m+ €7(777d)|V9m| : ||VU||L°°(QxR+)~

We denote C1 = |[|Vv||p(axr+) and Cy = ||Av|| g @xr+) for convenience, since
they are bounded according to Theorem 3.2. A sufficient condition of inequality
(35) is

2n

Blz|?
(r+1t)8

oe(r+)7thd + (1 +)7dh*? CEmER

+em(r+ t)mgmdhmdfl

2||

>Che™ (1 + )™ ™ 4 (m + e CrLe™ (1 + )™ mdh™4 ! Tt 17

4|
(1 +1)%8
for all z € A(t) and ¢ € (0,tp). As we have chosen d = 1/(m — 1), we rewrite (36)
into

+e™(1 + )™ md(md — 1)h™4~2 + el (1 +1)°7h%, (36)

_ ef |z)? m h
) h 4+ —— ) 2 m fHmo___°
oe(T + 1) +m_1(7'+) (T+t)5+1+ no——¢ (r+1) CEmE
>Coe™ (1 + )" h* 4 2(m + ern?)Cre™ (T + )" mdh = j—dt)ﬂ
+ " (T + t)m074|x|2 + pe (1 + )2 RN e A(t), t € (0, 1)
(m_ 1)2 (T+t)26 ) 5 s L0 )-
Let ¢, 8, o and T be chosen such that
1 ep || 4]x|?
- t g > m t mo
2m71(7+ ) (14 t)8+1 = (mfl)QE (r+9) (1 +1)28°
1
505(7 + )7 h > Coe™ (7 4+ )™ b2,
1
gas(r + 1) h > ped (1 + )97 pdo—dFL (37)
1 eB |2 1 1
= ) ———— 4+ = )’ "h
a1 D e e )
> 2(m 4 e77n ) Che™ (7 + )M mdh—Z— @ € A(t), t € (0,t0).

(T+t)8>



1380 TIANYUAN XU, SHANMING JI, CHUNHUA JIN, MING MEI AND JINGXUE YIN

We have the following estimate
2(m + eron?)Cre™ (1 + t)m"mdhi(T |Jf|t)5
" om(r _
—(m—1)2 (t+1t)%8

for all z € A(t) and ¢t € (0,t9). Therefore, a sufficient condition of (37) is

+ (m+ 67’07]d)2012m8m(7' + t)"whz,

(m _ 1)ﬁ > 8m€m—1<7_ + t)(m—l)a—,B—}—l)
20/3 > (Cy + (m + e77nh)2Cm)e™ (1 + t)(m—Dotip, (38)
0/3 > ped Y1 + )0 DIFIpd@=1) " g e A(t), t € (0,1p).

We note that 1, T and t¢ satisfy the condition (33) and (34), and then h < n = r3 /75,
T+t <74ty <27, e W (r2 —r2)? > £y, For 7 € (0,1), we choose

€1 dp—
=——————— = Cs7%7 7.
= )

Now, we only need to find 7 € (0, 1) such that

(m — 1) > $mCy~tgmax{0.(m=Do=F+1} 7,
20/3 > (CQ + (m + Cgrgd)QC%,WL)C:gnfl2(m—1)g+1r%7_7
c/3> Mcg—12(571)a+1rgd(5—1)7_.

This can be done by selecting 8 =1, 0 = 1, and 7 € (0, 1) sufficiently small.
The comparison principle Lemma 4.1 implies that u(z,t) < g(x,t) for all z € Q
and ¢ € (0,tp). Thus,

suppu(-,t) C A(t) = {x € O |z — xo|? < n(r + 1)}, t€(0,t0),

and
B
2

DA(t) ={w € Qlz —zo| =n2(r+1)2}, t€(0,1),

which has finite derivative with respect to t. O

Remark 4. Similar to the weak lower solution in Lemma 4.5, we compare the self
similar weak upper solution g(x,t) in the proof of Lemma 4.10 to the Barenblatt
solution of porous medium equation

1

& k(m—1) | |? T

B(z,1) = (1+1) Kl 2mn  (1+ t)Qk/")J ’

with £ = 1/(m — 1 + 2/n). The Barenblatt solution B(z,t) is decaying at the rate

(141t)~Y/(m=142/7) in [°°(R") and the support is expanding at the rate (1+t)2*/".

As we have shown the support of the lower solution in Lemma 4.5 is expanding with

a much slower rate and decaying at a slightly faster rate. Here, the upper solution

is increasing at the rate (7 + )7 and its support is expanding at the rate (7 + t)%.

The increasing of g(x,t) makes it possible to be an upper solution, which can be
seen from the proof.

Remark 5. From the proof of Lemma 4.10, we can choose 8 > 0 to be as small
as we want. But we note that suppug CC suppg(+,0) and if we choose a smaller
B > 0, then the parameters 7 and tg are also smaller. This shows if we let the
upper solution expands slower, then it may only be an upper solution for a smaller
time interval. Thus, the slower expanding upper solution g(z,t) on a smaller time
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interval does not contradict to the possible feature that the solution u(z,t) expands
at a fixed rate since suppug CC supp ¢(+,0) at the initial time.

Proof of Theorem 2.2. This has been proved in Lemma 4.10. O

Appendix. In this section, we extend the derivation of the classical taxis models
in [36]. The derivation of the model begins with a master equation for a continuous-
time and discrete-space random walk

6ui
ot

where 7?() denote the transitional-probabilities per unit time of a one-step jump
to 7 + 1 and wu; denotes the cell density at 7.

Painter and Hillen [11, 28] proposed volume filling approach. In this model, the
transitional probability then takes the form

T = q(uisr) (@ + B(7(viz1) — 7(v:))), (40)

where ¢(u) denotes the probability of a cell finding space at its neighboring location,
constant « is the intrinsic dispersion coefficient, constant S the coefficient signal
detection, v; the signal concentration, and 7 the mechanism of tactic responses in
cell populations, such as chemotaxis, haptotaxis or phototaxis. Substituting (40)
to the master equation (39), in the PDE limits they derives

% =V - (di(q(u) = ¢'(u)) Vu = x(v)q(w)uVu)

= T yuioy + Tquie — (T, + T s, (39)

where dy = ka, x(v) = 2k d:l(vv), k is a scaling constant. Note that ¢(u) is a non-
increasing function in this model, which says that the probability of a cell finding
space at its neighboring site decreases in the cell density at that site.

Since a different combination of the above strategies may be necessary to reflect
cell movement, we combine the local and gradient-based strategies and assume the

transitional probability of the form

T = q(w)(a+ B(r(visr) = 7(v2))), (41)

where g(u) represents the jump probability of a cell due to the population pressure
at present site. At the microscopic level, a high cell density results in increased
probability of a cell being “pushed” from departure site [19, 25, 29], for example
due to the pressure exerted by neighboring cells. We shall assume that only a finite
number of cells, Upyax, can be accommodated at any site. We study the relative
density @ = u/Upax, (and drop the symbol ~ for simplicity). Moreover, the jump
probability is 1 when the cell density exceeds Upn.x and it is zero when the cell
density is zero. Thus we stipulate the following conditions on g:

q(0)=0, ¢(1)=1 and g¢(u)>0, foral0<u<I.
A natural choice for ¢(u) is
dw) =, w1, (42)

which states that the probability of a jump leaving one site increases with the cell
density at that site [24, 37].
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Substituting (41) into the Master Equation (39) gives:

PR =qi—1(a+ Bi1(Ti — Tim1))uio1 + Girr (@ + Biy1 (7 — Tig1) Juiv1
= gi(a + Bi(Tit1 — 7))ui — qi(a + Bi(Ti—1 — 7i))wi
=a(qi—1ui-1 + Gir1Uiv1 — 2¢iwi) + Bim1qi—1 (T — Tim1)ui—1
+ Biv1@iv1(Ti — Tig1)uiv1 — Bigqi(Tix1 + Tim1 — 273wy
=a(gi—1Ui—1 + Gir1Uit1 — 2¢iwi) — Biv1¢i+1Uiv1(Tiv1 — Ti)
+ Biqiui(Ti — Tio1) — (51“]1‘“1‘(7'1‘—0—1 = 7i) = Bi1qi—1ui—1(Ti — Ti—l))
=a(gi-1Ui—1 + Giy1Uit1 — 2¢iu;)

- ((5i+1%+1ui+1 + Biqiui)(Tiy1 — Ti)

— (Bic1Gi—1ui—1 + Bigiu; ) (1; — Ti—l))-

We set © = kh, interpret x as a continuous variable and extend the definition of
u; accordingly. The transitional probabilities of jumping to a neighboring location
depend on the spatial scale h. Thus we assume that 7,° = %Ti for some scaling
constant k. Expanding the right-hand side with respect to h, we obtain for the cell
density u(zx,t):

By taking the limit of h — 0, we arrive at the following model

ou 9?(q(u)u) 0 o
)
ot o MO L

where D, = ka, x(v) = 2]{:%—5}’). The function x(v) is commonly referred as the
tactic sensitivity function. The simplest form is x(v) = xo with xo being a constant.

Apart from that, we consider a modification of the Verhulst logistic growth term
to model organ size evolution introduced by Blumberg [2] and Turner [41], which is
called hyper-logistic function, accordingly

Flu) = rut (1 = o).
Including cell kinetics and signal dynamics, we derive the resulting model for the
cell movement
ou

i Dy A(g(u)u) — X0V - (q(u)uVv) + pu’ (1 — ru) .

dispersion chemotaxis proliferation

Incorporating the kinetic equation of ECM and MDE, we arrive at a modified
Chaplain and Lolas’ chemotaxis model, see (3), where we assume the constants
Dy, xo,7 = 1 for simplification.
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