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Abstract. This paper is concerned with invasion entire solutions of a monos-

table time periodic Lotka-Volterra competition-diffusion system. We first give

the asymptotic behaviors of time periodic traveling wave solutions at infinity by
a dynamical approach coupled with the two-sided Laplace transform. Accord-

ing to these asymptotic behaviors, we then obtain some key estimates which

are crucial for the construction of an appropriate pair of sub-super solutions.
Finally, using the sub-super solutions method and comparison principle, we es-

tablish the existence of invasion entire solutions which behave as two periodic

traveling fronts with different speeds propagating from both sides of x-axis. In
other words, we formulate a new invasion way of the superior species to the

inferior one in a time periodic environment.

1. Introduction. In this paper, we consider the following time periodic Lotka-
Volterra competition-diffusion system{

ut = uxx + u(r1(t)− a1(t)u− b1(t)v),

vt = dvxx + v(r2(t)− a2(t)u− b2(t)v),
(1.1)

where u = u(t, x) and v = v(t, x) denote the densities of two competing species
at time t ∈ R+ and x ∈ R, d ∈ (0, 1] denotes the relatively diffusive coefficient of
the two species, ri(t), ai(t) and bi(t) are T-periodic continuous functions, ai(·) and

bi(·) are positive in [0,T], and ri := 1
T

∫ T
0
ri(t)dt > 0, where i = 1, 2. Systems like

(1.1) arise in interactive populations which live in a fluctuating environment, for
instance, physical environmental conditions such as temperature and humidity and
the availability of food, water and other resources usually vary in time with seasonal
or daily variations [45]. Time periodic traveling waves of (1.1) are solutions with
the form (

u(t, x)
v(t, x)

)
=

(
X(t, x− ct)
Y (t, x− ct)

)
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satisfying (
X(t+ T, z)
Y (t+ T, z)

)
=

(
X(t, z)
Y (t, z)

)
and (

X(t,±∞)
Y (t,±∞)

)
:= lim

z→±∞

(
X(t, z)
Y (t, z)

)
=

(
u±(t)
v±(t)

)
,

where c ∈ R is the wave speed, z = x − ct is the co-moving frame coordinate, and
(u±(t), v±(t)) are periodic solutions of the corresponding kinetic system{

du
dt = u(r1(t)− a1(t)u− b1(t)v),
dv
dt = v(r2(t)− a2(t)u− b2(t)v).

(1.2)

Traveling wave solutions of system (1.1) with autonomous nonlinearities have
been extensively studied. In particular, we can refer to Hosono [17] and Kan-on
[20] for the monostable case, Conley and Gardner [8], Gardner [11] and Kan [19] for
the bistable case, Tang and Fife [36] and Vuuren [37] for the coexistence case. At the
same time, during the past decades, there have been many works on the space/time
periodic traveling waves of scalar reaction-diffusion equations. For instance, one
can see Alikakos et al. [1], Bates and Chen [4] and Shen [33] on time periodic
traveling waves of the local, nonlocal and lattice equations, respectively, Berestycki
and Hamel [5] and Hamel [14] on space periodic traveling waves, and Nadin [30, 31]
and Nolen et al. [32] on the space-time periodic traveling waves.

It is well known that traveling wave solutions are special examples of the so-
called entire solutions defined for all time and whole space. As we all know, it is
of great significance in studying the entire solution since it is essential for a full
understanding of the transient dynamics and structures of the global attractor. In
addition, entire solutions can be used to describe the dynamics of two solutions
that have distinct histories in the configuration, though their asymptotic profiles as
t→ +∞ coincide. The study of new types of entire solutions can be traced back to
the works of Hamel and Nadirashvili [15, 16] and Yagisita [41], see also [10, 7, 12, 28,
22, 39] for equations with and without delays, and [21, 35] with nonlocal dispersal.
Note that all these works mainly concentrate on entire solutions of scalar space-time
homogeneous equations. Recently, some researchers paid attention to the study of
entire solutions for space/time periodic equations (see [34, 6, 23, 25]). With regard
to some systems, Morita and Tachibana [29] first established the existence of entire
solutions for a homogeneous Lotka-Volterra competition-diffusion system while Li et
al [24] lately considered the corresponding nonlocal dispersal system. The basic idea
in establishing such entire solutions is to use traveling fronts propagating from both
sides of the x-axis to construct sub-super solutions, and then obtain the existence
of entire solutions by comparison principle. A similar result was established by
Guo and Wu [13] for the discrete system. One can also see Zhang et al. [42] for a
nonlocal dispersal epidemic system.

However, to the best of our knowledge, the issue on constructing new types
of entire solutions other than traveling waves for time periodic reaction-diffusion
systems is still open, which is the motivation of our present work. More precisely,
we deal with the time periodic system (1.1) focusing on the following monostable
case

r1 > max
t∈[0,T ]

(
b1(t)

b2(t)

)
r2 > 0, min

t∈[0,T ]

(
a2(t)

a1(t)

)
r1 ≥ r2 > 0, (1.3)
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which implies that (1.2) has only three nonnegative T-periodic solutions (0, 0),
(p(t), 0) and (0, q(t)), with (p(t), 0) globally stable and (0, q(t)) unstable in the
positive quadrant R2

+ = {(u, v)| u ≥ 0, v ≥ 0}, where p(t) and q(t) are given by
p(t) = p0e

∫ t
0 r1(s)ds

1+p0
∫ t
0
e
∫ s
0 r1(τ)dτa1(s)ds

, p0 = e
∫T
0 r1(s)ds−1∫ T

0
e
∫ s
0 r1(τ)dτa1(s)ds

,

q(t) = q0e
∫ t
0 r2(s)ds

1+q0
∫ t
0
e
∫ s
0 r2(τ)dτ b2(s)ds

, q0 = e
∫T
0 r2(s)ds−1∫ T

0
e
∫ s
0 r2(τ)dτ b2(s)ds

.

For system (1.1), the time periodic traveling wave solution (X(t, z), Y (t, z)) con-
necting (0, q(t)) and (p(t), 0) actually satisfies

Xt = Xzz + cXz +X(r1(t)− a1(t)X − b1(t)Y ),

Yt = dYzz + cYz + Y (r2(t)− a2(t)X − b2(t)Y ),

(X(t, z), Y (t, z)) = (X(t+ T, z), Y (t+ T, z)),

lim
z→−∞

(X,Y ) = (0, q(t)), lim
z→+∞

(X,Y ) = (p(t), 0).

(1.4)

In the past few years, there were a few works devoted to the study of this issue. In
particular, Zhao and Ruan [43] established the existence, uniqueness and stability
of time periodic traveling waves under the monostable assumption (1.3). In 2014,
the authors extended the results to a class of more general time-periodic advection-
reaction-diffusion systems in [44]. In addition, Bao and Wang [3] obtained the
existence and stability of time periodic traveling waves for the bistable case. Very
recently, Bao et al. [2] further studied the existence, non-existence and asymptotic
stability of bistable time-periodic traveling curved fronts in two-dimensional spatial
space.

In our present paper, we shall consider the invasion entire solutions of system
(1.1), that is, an entire solution (u(t, x), v(t, x)) satisfying (1.1) as well as the fol-
lowing conditions

lim
t→−∞

{|u(t, x)|+ |v(t, x))− q(t)|} = 0 locally in x ∈ R,

lim
t→+∞

{|u(t, x)− p(t)|+ |v(t, x)|} = 0 locally in x ∈ R.

For future reference, we denote a vector by u = (u1, . . . , un), where ui stands for
the ith component of u. Let I, Γ ⊂ R be two (possibly unbounded) intervals and
M ⊂ Rn. Denote by C(I ×Γ,M) the space of continuous functions u : I ×Γ→M ,
Cb(I×Γ,M) the space of functions u ∈ C(I×Γ,M) with |u|∞ <∞, Ck,l(I×Γ,M)
the space of functions u ∈ C(I × Γ,M) such that u(·, x) is k-time continuously

differentiable and u(t, ·) is l-time continuously differentiable, Ck,lb (I × Γ,M) the

space of functions u ∈ Ck,l(I × Γ,M) such that all partial derivatives of u are
uniformly bounded. Throughout the paper, we always assume that

(A1): ri, ai, bi ∈ Cθ(R,R) for some 0 < θ < 1, ri(t + T ) = ri(t), ai(t + T ) =
ai(t), bi(t+ T ) = bi(t), i = 1, 2.

(A2): ri > 0, ai(t) > 0, bi(t) > 0 for all t ∈ [0, T ]. Moreover, r1 > max
t∈[0,T ]

( b1b2 )r2

and r2 ≤ min
t∈[0,T ]

(a2a1 )r1.

(A3): a1(t)p(t)− b1(t)q(t) ≥ a2(t)p(t)− b2(t)q(t) ≥ 0 for all t ∈ [0, T ].
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Now let u∗(t, x) = u(t,x)
p(t) and v∗(t, x) = q(t)−v(t,x)

q(t) , then (1.1) becomes (omitting

∗ for simplicity) {
ut = uxx + a1pu[1−N1(t)− u+N1(t)v],

vt = dvxx + b2q(1− v)[N2(t)u− v)],
(1.5)

where N1(t) = b1(t)q(t)
a1(t)p(t) ≤ 1 and N2(t) = a2(t)p(t)

b2(t)q(t) ≥ 1 for all t ∈ R. It is easy to see

that

(P (t, z), Q(t, z)) :=

(
X(t, z)

p(t)
,
q(t)− Y (t, z)

q(t)

)
is a periodic traveling wave solution of (1.5) connecting (0, 0) and (1, 1), that is

Pt = Pzz + cPz + a1pP [1−N1(t)− P +N1(t)Q],

Qt = dQzz + cQz + b2q(1−Q)[N2(t)P −Q)],

(P (t, z), Q(t, z)) = (P (t+ T, z), Q(t+ T, z)),

lim
z→−∞

(P,Q) = (0, 0), lim
z→+∞

(P,Q) = (1, 1).

(1.6)

Clearly, if (P (t, z), Q(t, z)) = (P (t, x− ct), Q(t, x− ct)) is a periodic traveling wave

solution of (1.5) with speed c, then (P̃ (t, z), Q̃(t, z)) := (P (t,−x−ct), Q(t,−x−ct))
is a periodic traveling wave solution of (1.5) as well, with speed c̃ := −c > 0 and
satisfies

lim
z→−∞

(P̃ , Q̃) = (1, 1) and lim
z→+∞

(P̃ , Q̃) = (0, 0).

Under assumptions (A1)–(A3), for any c ≤ c∗, (1.5) admits a time periodic

traveling wave solution (P,Q) ∈ C1,2
b (R×R,R2) with (Pz, Qz) > (0, 0) and (P,Q) ≤

(1, 1) for all (t, z) ∈ R× R, where

c∗ = −2

√
(a1p− b1q)

is the maximal wave speed (see [43]). In particular, the authors in [43] obtained
the exact exponential decay rate of solutions of (1.6) as z → −∞ in establishing
the uniqueness of the periodic traveling wave solution. Next we will consider the
cooperative system (1.5) to obtain invasion entire solutions of system (1.1). In or-
der to employ the basic idea developed in [29, 13, 27] to establish the existence
of such entire solutions, we essentially need some estimates which are concerned
with the asymptotic behavior of the periodic traveling wave solution. One of the
main difficulties arises in obtaining the exact exponential decay rate of the peri-
odic traveling wave as it tends to its limiting state. In the autonomous case, the
asymptotic behavior is usually obtained by investigating the linearized equations
at the equilibrium points (see e.g. [38, 18]), which can not be applied to system
(1.1) since the presence of time dependent nonlinearities. Inspired by [43], we em-
ploy the two-sided Laplace transform method to obtain the exact exponential decay
rate, which is essentially based on some a priori exponential decay estimates of the
periodic traveling wave tails as z → +∞. In particular, unlike the a priori expo-
nential estimates as z → −∞ characterized by the principle eigenvalue of the linear
periodic eigenvalue problem associated with the linearized system at the unstable
limiting state (see [43, Lemma 3.3]), the exponential estimates as z → +∞ can only
be characterized by a small perturbation of the corresponding principle eigenvalue
(see ‘λ±c,ε’ in Lemma 2.2). Fortunately, this small perturbation can be declined s-
mall enough such that it imposes no influence on the Laurent development of the
resolvent near the isolated principle eigenvalue.



A TIME PERIODIC LOTKA-VOLTERRA COMPETITION SYSTEM 1191

The rest of this paper is organized as follows. In Section 2, we study the exact
exponential decay rate of a periodic traveling wave solution of (1.5) as it approaches
its stable limiting state. We then establish some key and useful estimates in Section
3. In Section 4, we establish the existence and qualitative properties of entire
solutions by a comparing argument.

2. Asymptotic behavior of periodic traveling wave fronts. In this section
we shall study the asymptotic behavior of time periodic traveling waves of (1.5).

Denote

κ = a1p− b1q, φ(t) = e
∫ t
0

(a1(s)p(s)−b1(s)q(s))ds−κt, λ+
c =

−c−
√
c2 − 4κ

2

if c ≤ c∗ = −2
√
κ, and{

φd(t) = φd(0)e−
∫ t
0

(b2(s)q(s)+ρ0)ds +
∫ t

0
e−

∫ t
s

(b2(τ)q(τ)+ρ0)dτa2(s)p(s)φ(s)ds,

φd(0) = (1− e−
∫ T
0

(b2(t)q(t)+ρ0)dt)−1
∫ T

0
e−

∫ T
s

(b2(τ)q(τ)+ρ0)dτa2(s)p(s)φ(s)ds,

where ρ0 = κ + (1 − d)(λ+
c )2. For completeness, we first state the following as-

ymptotic behavior of solutions of system (1.6) as it approaches its unstable limiting
state (see [43, Theorem 3.8]).

Proposition 1. Assume (A1)-(A3) hold, and (P (t, z), Q(t, z)) ∈ C1,2
b (R × R,R2)

and c solve (1.6). Then

lim
z→−∞

P (t, z)

k1|z|leλ
+
c zφ(t)

= 1, lim
z→−∞

Q(t, z)

k1|z|leλ
+
c zφd(t)

= 1 uniformly in t ∈ R,

and

lim
z→−∞

Pz(t, z)

k1|z|leλ
+
c zφ(t)

= λ+
c , lim

z→−∞

Qz(t, z)

k1|z|leλ
+
c zφd(t)

= λ+
c uniformly in t ∈ R,

where k1 > 0 is a constant, l = 0 if c < c∗ and l = 1 if c = c∗.

In order to characterize the asymptotic behavior of time periodic traveling waves
as z → +∞, we now list a useful lemma of the Harnack inequalities for cooperative
parabolic system, which was given in [9] (see also [43, 3]).

Lemma 2.1. Let

Lk :=

n∑
i,j=1

aki,j(t,x)
∂2

∂xi∂xj
+

n∑
i=1

bki (t, x)
∂

∂xi
− ∂

∂t
(k = 1, 2, · · · , l)

be uniformly parabolic in an open domain (τ,M) × Ω of (t,x) ⊂ R × Rn, that is,

there is α0 > 0 such that aki,j(t,x)ξiξj ≥ α0

n∑
i=1

ξi
2 for any n-tuples of real numbers

(ξ1, ξ2, · · · , ξn), where −∞ < τ < M ≤ +∞ and ω is open and bounded. Suppose
that aki,j , b

k
i ∈ C((τ,M)× Ω,R) and

sup
(τ,M)×Ω

(∣∣aki,j(t,x)
∣∣+
∣∣bki (t,x)

∣∣) ≤ β0 for some β0 > 0.

Assume that w = (w1, w2, · · · , wl) ∈ C([τ,M) × Ω,Rl) ∩ C1,2((τ,M) × Ω,Rl) sat-
isfies:

l∑
s=1

ck,s(t,x)ws + Lkwk ≤ 0, (t,x) ∈ (τ,M)× Ω, k = 1, 2, · · · , l, (2.1)
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where ck,s ∈ C((τ,M)× Ω,R) and ck,s ≥ 0 if k 6= s, and

sup
(t,x)∈(τ,M)×Ω

∣∣ck,s(t,x)
∣∣ ≤ γ0 (k, s = 1, 2, · · · , l) for some γ0 > 0.

Let D and U be domains in ω such that D ⊂⊂ U, dist(D, ∂U) > ρ and |D| >
ε for certain positive constants ρ and ε > 0. Let θ be a positive constant with
τ + 4θ < M. Then there exist positive constants p, ω1 and ω2, determined by
α0, β0, γ0, ρ, ε, n, θ and diamΩ, such that

inf
(τ+3θ,τ+4θ)×D

wk ≥ ω1

∥∥∥(wk)
+
∥∥∥
Lp((τ+θ,τ+2θ)×D)

− ω2 max
j=1,··· ,k

sup
∂p((τ,τ+4θ)×U)

(wj)
−,

here (wk)+ = max{wk, 0}, (wk)− = max{−wk, 0} and ∂p((τ, τ + 4θ)× U) = {τ} ×
U ∪ [τ, τ + 4θ]× ∂U. Moreover, if all inequalities in (2.1) are replaced by equalities,
then the conclusion holds with p = +∞, and with ω1, ω2 independent of ε.

Let

(U(t, z), V (t, z)) =

(
p(t)−X(t, z)

p(t)
,
Y (t, z)

q(t)

)
,

then we have 
Ut = Uzz + cUz + g(t, U, V ),

Vt = dVzz + cVz + h(t, U, V ),

(U(t, z), V (t, z)) = (U(t+ T, z), V (t+ T, z)),

lim
z→−∞

(U, V ) = (1, 1), lim
z→+∞

(U, V ) = (0, 0),

(2.2)

where {
g(t, u, v) = −(1− u)[a1(t)p(t)u− b1(t)q(t)v],

h(t, u, v) = −v[a2(t)p(t)(1− u)− b2(t)q(t)(1− v)].

For any c ≤ c∗ = −2
√
κ, denote

κ0 = −hv(t, 0, 0) = a2p− b2q, λ−c =
−c−

√
c2 + 4dκ0

2d
, ψ(t) = e

∫ t
0
hv(s,0,0)ds+κ0t,

and

κ1 = −gu(t, 0, 0) = a1p, λc =
−c−

√
c2 + 4κ1

2
, ψ̃(t) = e

∫ t
0
gu(s,0,0)ds+κ1t.

To be specific and convenient, we give an additional assumption on the periodic
coefficients.

(A4): a1(t)p(t) < 5 b1(t)q(t) for all t ∈ [0, T ].

Remark 1. It follows from (A4) and (A3) that b1(t)q(t) ≤ a1(t)p(t) < 5 b1(t)q(t)
for all t ∈ [0, T ], that is, assumption (A4) is compatible with (A3). It should be
emphasized here that (A4) is a technique assumption that ensures λ−c > λc for any
c ≤ c∗, which is essential in obtaining the exact exponential decay rate of u in our
present work. Indeed, (A3) yields that κ0 ≤ κ < κ1, then a direct computation
shows that
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(A4)⇒ κ

κ1
<

4

5

⇒ κ0

κ1
≤ κ

κ1
<

2√
1 + κ1

κ + 1
=

2√
1 + 4κ1

(c∗)2 + 1
= min
c≤c∗

2√
1 + 4κ1

c2 + 1

⇒ κ0

κ1
<

2√
1 + 4κ1

c2 + 1
for any c ≤ c∗,

⇔ −4κ0

2c
<

4κ1√
c2 + 4κ1 − c

for any c ≤ c∗.

Thus,

2(λc − λ−c ) =
c+
√
c2 + 4dκ0

d
− (c+

√
c2 + 4κ1)

=
4κ0√

c2 + 4dκ0 − c
− 4κ1√

c2 + 4κ1 − c

<
−4κ0

2c
− 4κ1√

c2 + 4κ1 − c
< 0 for any c ≤ c∗.

Remark 2. We also remark here that when d = 1, condition (A4) can be deleted
since λ−c > λc holds certainly under condition (A3).

Noting that g(t, 0, 0) = h(t, 0, 0) = g(t, 1, 1) = h(t, 1, 1) = 0, system (2.2) can be
written as{

Ut = Uzz + cUz + U
∫ 1

0
gu(t, τU, τV )dτ + V

∫ 1

0
gv(t, τU, τV )dτ,

Vt = dVzz + cVz + U
∫ 1

0
hu(t, τU, τV )dτ + V

∫ 1

0
hv(t, τU, τV )dτ.

(2.3)

Let D = (z − 1
4 , z + 1

4 ), U = (z − 1
2 , z + 1

2 ), Ω = (z − 1, z + 1) with z ∈ R, τ = 0,
and θ = T. Since U(·, z) and V (·, z) are periodic of t, and (U, V ) are both positive
and bounded, Lemma 2.1 then implies that there is some N > 0 such that

(U(t, z), V (t, z)) ≤ N(U(t′, z), V (t′, z)) for all z ∈ R, t, t′ ∈ R. (2.4)

We now state an essential lemma for system (2.2) on the exponential decay
estimates of the periodic traveling wave tails as z → +∞ by using the method
similar to [2].

Lemma 2.2. Assume (A1)-(A4) hold. Let (U(t, z), V (t, z)) ∈ C1,2
b (R × R,R2) be

a solution of (2.2). Then for any 0 < ε < min{1, κ0

C+ }, there exist some constants
Ki > 0 (i = 1, 2, 3, 4) and σ < λc such that

K1e
σz ≤ U(t, z) ≤ K2e

λ+
c,εz for any (t, z) ∈ R× [0,+∞) (2.5)

and
K3e

λ−c,εz ≤ V (t, z) ≤ K4e
λ+
c,εz for any (t, z) ∈ R× [0,+∞), (2.6)

where λ±c,ε =
−c−
√
c2+4d(κ0∓C±ε)

2d , C+ = max
[0,T ]

a2(t)p(t) and C− = max
[0,T ]

b2(t)q(t).

Proof. According to definitions of ψ(t) and ψ̃(t), U(t,z)

ψ̃(t)
and V (t,z)

ψ(t) are T−periodic

in t for any z ∈ R. Let

û(z) =

∫ T

0

U(t, z)

ψ̃(t)
dt, v̂(z) =

∫ T

0

V (t, z)

ψ(t)
dt for any z ∈ R,
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then a direct calculation yields that
ûzz + cûz − κ1û+

∫ T
0

b1(t)q(t)V (t,z)

ψ̃(t)
dt

+
∫ T

0
a1(t)p(t)U2(t,z)−b1(t)q(t)U(t,z)V (t,z)

ψ̃(t)
dt = 0,

dv̂zz + cv̂z − κ0v̂ +
∫ T

0
a2(t)p(t)U(t,z)V (t,z)−b2(t)q(t)V 2(t,z)

ψ(t) dt = 0.

(2.7)

Since

lim
z→+∞

(U(t, z), V (t, z)) = (0, 0) uniformly in t ∈ R,

for any 0 < ε < min{1, κ0

C+ }, we can choose constant M >> 1 such that (0, 0) <
(U(t, z), V (t, z)) ≤ (ε, ε) for any (t, z) ∈ [0, T ]× [M,+∞).

We first show (2.6). Let

V +(z) = ρeλ
+
c,εz with λ+

c,ε =
−c−

√
c2 + 4d(κ0 − C+ε)

2d
< 0,

then V +(z) is a solution of the linear equation

dvzz + cvz − κ0v + C+εv = 0. (2.8)

Since v̂ is bounded, we can choose ρ > 0 large enough such that v̂(M) ≤ ρeλ
+
c,εM .

In addition, we obtain from the second equation of (2.7) that

0 = dv̂zz + cv̂z − κ0v̂ +

∫ T

0

a2(t)p(t)U(t, z)V (t, z)− b2(t)q(t)V 2(t, z)

ψ(t)
dt

≤ dv̂zz + cv̂z − κ0v̂ +

∫ T

0

a2(t)p(t)U(t, z)V (t, z)

ψ(t)
dt

≤ dv̂zz + cv̂z − κ0v̂ + C+εv̂

for any z ∈ [M,+∞), which implies that v̂(z) is a subsolution of (2.8) in [M,+∞).
Since lim

z→+∞
v̂(z) = lim

z→+∞
V +(z) = 0, the maximum principle then yields that

v̂(z) ≤ ρeλ
+
c,εz for any z ∈ [M,+∞). Hence, there exists constant ρ′ ≥ ρ such that

v̂(z) ≤ ρ′eλ
+
c,εz for any z ∈ [0,+∞). Furthermore, we have inf

[0,T ]
V (t, z) ≤ C1

T v̂(z) ≤
C1ρ

′

T eλ
+
c,εz for any z ∈ [0,+∞) with some constant C1 > 0, which combining the

Harnack inequalities (2.4) shows that there exists K4 > 0 such that V (t, z) ≤
K4e

λ+
c,εz for any (t, z) ∈ R × [0,+∞). Similarly, let V −(z) = ηeλ

−
c,εz, where λ−c,ε =

−c−
√
c2+4d(κ0+C−ε)

2d < 0 and v̂(M) ≥ ηeλ
−
c,εM for some η > 0. Then V −(z) satisfies

dvzz + cvz − κ0v − C−εv = 0. (2.9)

On the other hand, by the second equation of (2.7), we have

0 = dv̂zz + cv̂z − κ0v̂ +

∫ T

0

a2(t)p(t)U(t, z)V (t, z)− b2(t)q(t)V 2(t, z)

ψ(t)
dt

≥ dv̂zz + cv̂z − κ0v̂ −
∫ T

0

b2(t)q(t)V 2(t, z)

ψ(t)
dt

≥ dv̂zz + cv̂z − κ0v̂ − C−εv̂

for any z ∈ [M,+∞), thus v̂(z) is a supersolution of (2.9) in [M,+∞). Since
lim

z→+∞
v̂(z) = lim

z→+∞
V −(z) = 0, it follows from the maximum principle that v̂(z) ≥
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ηeλ
−
c,εz for any z ∈ [M,+∞). A similar argument yields that there exists K3 > 0

such that V (t, z) ≥ K3e
λ−c,εz for any (t, z) ∈ R× [0,+∞).

We now prove (2.5). Note that (A4) implies λc < λ−c < λ+
c,ε < 0, it then

follows from the definition of λc that L := −(λ+
c,ε)

2 − cλ+
c,ε + κ1 > 0. In view of

V (t, z) ≤ K4e
λ+
c,εz for any (t, z) ∈ R× [0,+∞), the Harnack inequalities (2.4) imply

that there exist positive constants M1 and M2 such that∫ T

0

b1(t)q(t)V (t, z)

ψ̃(t)
dt ≤ T max

[0,T ]

b1(t)q(t)

ψ̃(t)
K4e

λ+
c,εz ≤M1e

λ+
c,εz,∫ T

0

a1(t)p(t)U2(t, z)

ψ̃(t)
dt ≤ max

[0,T ]
[a1(t)p(t)ψ̃(t)]

∫ T

0

U2(t, z)

ψ̃2(t)
dt ≤M2(û(z))2

for any z ∈ [0,+∞). Moreover, we know from lim
z→+∞

û(z) = 0 that there exists a

constant M ′ > 0 such that M2û(z) ≤ 1
2 min{L, κ1} for any z ∈ [M ′,+∞). The first

equation of (2.7) indicates that

0 = ûzz + cûz − κ1û+

∫ T

0

b1(t)q(t)V (t, z)

ψ̃(t)
dt

+

∫ T

0

a1(t)p(t)U2(t, z)− b1(t)q(t)U(t, z)V (t, z)

ψ̃(t)
dt

≤ ûzz + cûz − κ1û+

∫ T

0

b1(t)q(t)V (t, z)

ψ̃(t)
dt+

∫ T

0

a1(t)p(t)U2(t, z)

ψ̃(t)
dt

≤ ûzz + cûz − κ1û+M1e
λ+
c,εz +M2(û(z))2

≤ ûzz + cûz − κ1û+M1e
λ+
c,εz +

L

2
û

for any z ∈ [M ′,+∞), that is, û is a subsolution of equation

− uzz − cuz + κ1u−
L

2
u−M1e

λ+
c,εz = 0, z ∈ [M ′,+∞). (2.10)

Let U+(z) = δeλ
+
c,εz with δ ≥ 2M1

L large enough such that û(M ′) ≤ δeλ
+
c,εM

′
, then

− U+
zz − cU+

z + κ1U
+ − L

2
U+ −M1e

λ+
c,εz

= [−(λ+
c,ε)

2 − cλ+
c,ε + κ1 −

L

2
− M1

δ
]δeλ

+
c,εz

=

(
L

2
− M1

δ

)
δeλ

+
c,εz ≥ 0

for any z ∈ [M ′,+∞), which shows that U+(z) is a supersolution of (2.10). Since
lim

z→+∞
û(z) = lim

z→+∞
U+(z) = 0, the maximum principle yields that û(z) ≤ U+(z)

for all z ∈ [M ′,+∞). On the other hand, there exists N3 > 0 such that∫ T

0

b1(t)q(t)U(t, z)V (t, z)

ψ̃(t)
dt ≤ max

[0,T ]
(b1q)K4e

λ+
c,εz · û ≤ N3e

λ+
c,εzû
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for any z ∈ [0,+∞), and we then have

0 = ûzz + cûz − κ1û+

∫ T

0

b1(t)q(t)V (t, z)

ψ̃(t)
dt

+

∫ T

0

a1(t)p(t)U2(t, z)− b1(t)q(t)U(t, z)V (t, z)

ψ̃(t)
dt

≥ ûzz + cûz − κ1û−
∫ T

0

b1(t)q(t)U(t, z)V (t, z)

ψ̃(t)
dt

≥ ûzz + cûz − κ1û−N3e
λ+
c,εzû

for any z ∈ [0,+∞), that is, û(z) is a supersolution of the equation

Uzz + cUz − κ1U −N3e
λ+
c,εzU = 0, z ∈ [0,+∞). (2.11)

By the definition of λc, we have σ2 + cσ − κ1 > 0 for σ < λc. Let M ′′ ≥ M ′ such

that eλ
+
c,εM

′′
≤ σ2+cσ−κ1

N3
. Taking U−(z) = δ′eσz with δ′ > 0 large enough satisfying

û(M ′′) ≥ δ′eσM ′′ , it then follows that

U−zz + cU−z − κ1U
− −N3e

λ+
c,εzU− = (σ2 + cσ − κ1 −N3e

λ+
c,εz)δ′eσz

≥ (σ2 + cσ − κ1 −N3e
λ+
c,εM

′′
)δeσz ≥ 0

for any z ∈ [M ′′,+∞), that is, U−(z) is a subsolution of (2.11). Note that
lim

z→+∞
û(z) = lim

z→+∞
U−(z) = 0, again the maximum principle yields that û(z) ≥

U−(z) for any z ∈ [M ′′,+∞). Thus δ′eσz ≤ û(z) ≤ δeλ
+
c,εz for all z ∈ [M ′′,+∞),

then (2.5) follows from the same argument as (2.6). The proof is complete.

Remark 3. The definitions of λ±c,ε indicate that there exist ε± = ε±(ε) > 0 such

that for any c ≤ c∗ and 0 < ε < min{1, κ0

C+ }, there holds λ±c,ε = λ−c ± ε± with

ε±(ε) → 0+ as ε → 0+. Actually, we know from the proof of Lemma 2.2 that the
exponential decay as z → +∞ can only be estimated by the perturbation λ±c,ε rather

than λ−c , since there is no such exponential type sub-super solutions that equipped
with λ−c as the exponential decay rate.

Lemma 2.3. Suppose (A1)-(A4) hold, let (U(t, z), V (t, z)) ∈ C1,2
b (R× R,R2) be a

solution of (2.2). Then there exist C1 > 0 and C2 > 0 such that

|U(t, z)|+ |Uz(t, z)|+ |Uzz(t, z)| ≤ C1e
λ+
c,εz for any (t, z) ∈ R× [0,+∞),

|V (t, z)|+ |Vz(t, z)|+ |Vzz(t, z)| ≤ C2e
λ+
c,εz for any (t, z) ∈ R× [0,+∞),

where λ+
c,ε are defined as in Lemma 2.2.

Proof. The proof is similar to [43, Proposition 3.4], using the interior parabolic
estimates and Lemma 2.1, so we omit the details here.

We next establish the exact exponential decay rate of the solution of (2.2) as
z → +∞. Specifically, regarding variable z as the evolution variable, we employ the
Laplace transform method and spectral theory for this purpose. In the following of
the current section, we denote (u(t, z), v(t, z)) := (U(t, z), V (t, z)) for convenience
of writing.
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Let Y = L2
T × L2

T , where L2
T := {

∫ T
0
|h(t+ s)|2ds <∞, h(t + T ) = h(t)} is e-

quipped with the norm ‖h‖L2
T

= (
∫ T

0
|h(s)|2ds) 1

2 , and H1
T = {h ∈ L2

T , sup
t∈R

∫ T
0
|h′(t+

s)|2ds <∞}. Define A : D(A) ⊂ Y → Y as

A =

(
0 I

1
d (∂t − hv(t, 0, 0)) − c

d

)
. (2.12)

It is easy to see that A is closed and densely defined in D(A) = H1
T × L2

T . Now let
w = vz, then the v–equation of (2.2) can be written as a first order system

d

dz

(
v
w

)
= A

(
v
w

)
+

(
0

1
d [hv(t, 0, 0)v − h(t, u, v)]

)
.

Similar to [43, Lemma 3.5], we have that λ−c ∈ σ(A) (the spectrum of A) and

ker(λ−c I −A)n = ker(λ−c I −A) = span

{(
ψ(t)
λ−c ψ(t)

)}
for n = 2, 3, · · · ,

which implies that λ−c is a simple pole of (λI −A)−1 (see [26, Remark A.2.4]).
Moreover, a similar argument as [43, Proposition 3.6] shows that there exists ε′ > 0
such that Θε′ ∩σ(A) = {λ−c }, where Θε′ = {λ ∈ C|λ−c − ε′ ≤ Reλ ≤ λ−c + ε′} is the
vertical strip containing the vertical line Reλ = λ−c . Thus, λ−c is the only singular
point of λI −A in Θε′ . Then by [26], we have

(λI −A)−1 =

∞∑
n=0

(−1)n(λ− λ−c )
n
Sn+1 +

P

(λ− λ−c )
+

∞∑
n=1

(λ− λ−c )
n+1

Dn, (2.13)

where P = 1
2πi

∫
Γ

(λI −A)
−1
dλ is the spectral projection with Γ : |λ− λ−c | < ε′ for

some small ε′ > 0 and

S =
1

2πi

∫
Γ

(λI −A)
−1

λ− λ−c
dλ = lim

λ→λ−c
(I − P )(λI −A)

−1
,

D = (A− λ−c I)P. Since λ−c is a simple pole of (λI −A)−1, [26, Proposition A.2.2]
then implies that R(P ) = ker(λ−c I−A) for any c ≤ c∗, hence Dn = 0 for all n ∈ N+

and (2.13) becomes

(λI −A)−1 =

∞∑
n=0

(−1)n(λ− λ−c )
n
Sn+1 +

P

(λ− λ−c )
. (2.14)

The formula (2.14) is therefore the Laurent series of (λI −A)−1 near λ = λ−c , and
the projection P is the residue of (λI −A)−1 at λ = λ−c . On the other hand, if we
let λ = µ+ iη ∈ ρ(A) with µ, η ∈ R, denote by

S =

{(
0
j

)∣∣∣∣ j ∈ L2
T

}
⊂ Y

and (λI−A)−1
S the restriction of (λI−A)−1 to S, similar to [43, Remark 3.7], there

exist positive constants C and % such that for any µ ∈ [λ−c −ε′, λ−c +ε′], there holds∥∥(λI −A)−1
S

∥∥ ≤ C

|η|
for |η| ≥ %. (2.15)

Now we state the main results of this section as follows.
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Theorem 2.4. Assume (A1)-(A4) hold. Let (u(t, z), v(t, z)) ∈ C1,2
b (R× R,R2) be

a solution of (2.2). Then for any c ≤ c∗, we have

lim
z→+∞

u(t, z)

k2eλ
−
c zφ̃(t)

= 1, lim
z→+∞

v(t, z)

k2eλ
−
c zψ(t)

= 1, uniformly in t ∈ R (2.16)

and

lim
z→+∞

uz(t, z)

k2eλ
−
c zφ̃(t)

= λ−c , lim
z→+∞

vz(t, z)

k2eλ
−
c zψ(t)

= λ−c , uniformly in t ∈ R, (2.17)

where k2 > 0 is some constant andφ̃(t) = φ̃(0)e
∫ t
0

(ρ+gu(s,0,0))ds +
∫ t

0
e
∫ t
s

(ρ+gu(τ,0,0))dτgv(s, 0, 0)ψ(s)ds,

φ̃(0) =
(

1− e
∫ T
0

(ρ+gu(s,0,0))ds
)−1 ∫ T

0
e
∫ T
s

(ρ+gu(τ,0,0))dτgv(s, 0, 0)ψ(s)ds

(2.18)
with ρ = (λ−c )2 + cλ−c .

Proof. The proof is divided into two steps.

Step I. We prove that there exists k2 > 0 such that

lim
z→+∞

v(t, z)

k2eλ
−
c zψ(t)

= 1, lim
z→+∞

vz(t, z)

k2eλ
−
c zψ(t)

= λ−c , uniformly in t ∈ R.

Now we introduce an auxiliary functionχ ∈ C3
b (R,R)

∣∣∣∣∣∣∣
(i). χ(z) ≡ 1, z ≥ 0;

(ii). χ(z) ≡ 0, z < −1;

(iii). |χ′|+ |χ′′|+ |χ′′′| <∞
for all z ∈ R


and set w = vz, v̆ = χv, w̆ = (χv)z. A direct calculation yields that

w̆z +
c

d
w̆− 1

d
v̆t = −1

d
hv(t, 0, 0)v̆+

1

d
χ[hv(t, 0, 0)v−h(t, u, v)] +χ′′v+ 2χ′vz +

c

d
χ′v.

(2.19)
Let

g̃(t, z) =
1

d
χ[hv(t, 0, 0)v − h(t, u, v)] + χ′′v + 2χ′vz +

c

d
χ′v,

then we can rewrite (2.19) as a first order system

d

dz

(
v̆
w̆

)
= A

(
v̆
w̆

)
+

(
0

g̃(t, z)

)
. (2.20)

Taking 0 < ε′ < min{−λ
−
c

4 , λ
−
c −λc} sufficiently small such that Θε′ ∩σ(A) = {λ−c }.

For this fixed ε′ > 0, it follows from Remark 3 that there exists 0 < ε < min{1, κ0

C+ }
small enough such that ±(λ±c,ε − λ−c ) = ε± = ε±(ε) < 1

2ε
′. Due to Lemma 2.3,

we have sup
t∈R

(|v̆| + |w̆| + |v̆z| + |w̆z|) = O(eλ
+
c,εz) as z → +∞. Thus for any Reλ ∈

(λ+
c,ε, λ

−
c +ε′], there holds (e−λz v̆, e−λzw̆) ∈W 1,1(R, Y )∩W 1,∞(R, Y ). We now take

the two-sided Laplace transform of (2.20) with respect to z and obtain that( ∫
R e
−λsv̆(·, s)ds∫

R e
−λsw̆(·, s)ds

)
= F(λ) := (λI −A)−1

(
0∫

R e
−λsg̃(·, s)ds

)
, (2.21)

where λ+
c,ε < Reλ ≤ λ−c +ε′. It follows from the expression of g̃ and Lemma 2.3 that

sup
t∈R

(|g̃|+ |g̃z|) = O(e2λ+
c,εz) as z → +∞.Hence

∫
R e
−λsg̃(·, s)ds and

∫
R e
−λsg̃z(·, s)ds
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are analytic for λ with Reλ ∈ (λ+
c,ε− 3ε′, 0). Let λ = µ+ iη, then

∫
R e
−λsg̃(·, s)ds =∫

R e
−iηs · e−µsg̃(·, s)ds = f̂µ(η), where f̂µ is the Fourier transform of fµ(s) :=

e−µsg̃(·, s). It is easy to see that fµ(s) ∈ W 1,1(R, L2
T ) ∩ W 1,∞(R, L2

T ) for any
fixed µ ∈ [λ+

c,ε − 5
2ε
′,− 1

2ε
′]. Particularly, ‖e−µsg̃‖W 1,1(R,L2

T ) is uniformly bound-

ed in µ ∈ [λ+
c,ε − 5

2ε
′,− 1

2ε
′], hence there exist positive constants C1 and %0 such

that
∥∥∥f̂(η)

∥∥∥
L2
T

=
∥∥∫

R e
−λsg̃(·, s)ds

∥∥
L2
T

≤ C1

|η| for any |η| ≥ %0 whenever µ ∈

[λ+
c,ε − 5

2ε
′,− 1

2ε
′]. Inequality (2.15) then yields that there exist C2 > 0 and % > 0

such that ∥∥(λI −A)−1G(λ)
∥∥
Y
≤ C2

|η|2
for any |η| ≥ %, (2.22)

whenever µ ∈ [λ−c − ε′, λ−c + 1
2ε
′]\{λ−c }, where G(λ) =

(
0∫

R e
−λsg̃(·, s)ds

)
. Thus

we have that F(λ) = F(µ + iη) ∈ L1(R, Y ) ∩ L∞(R, Y ) for any fixed µ ∈ [λ−c −
ε′, λ−c + 1

2ε
′]\{λ−c }.

Choose µ ∈ (λ+
c,ε, λ

−
c + 1

2ε
′]. By the inverse Laplace transform we get that(

v̆(·, z)
w̆(·, z)

)
=

1

2πi

∫ µ+i∞

µ−i∞
eλz(λI −A)

−1
G(λ)dλ.

Since (v̆(·, z), w̆(·, z)) = (v(·, z), w(·, z)) for z ≥ 0, it follows that(
v(·, z)
w(·, z)

)
=

1

2πi

∫ µ+i∞

µ−i∞
eλz(λI −A)

−1
G(λ)dλ for any z ≥ 0. (2.23)

Let µ̃ = λ−c − ε′, then λ−c is the only pole of F(λ) in Reλ ∈ (µ̃, λ+
c,ε]. In view of

(2.22), we have

lim
|η|→∞

∫ µ

λ−c −ε′

∥∥∥e(τ+iη)z((τ + iη)I −A)
−1
G(τ + iη)

∥∥∥
Y
dτ = 0 for any z ≥ 0.

Therefore, the path of integral in (2.23) can be shifted to Reλ = µ̃ such that(
v(·, z)
w(·, z)

)
=

1

2πi

∫ λ−c −ε
′+i∞

λ−c −ε′−i∞
eλz(λI −A)

−1
G(λ)dλ+Res(eλzF(λ), λ−c ), z ≥ 0,

(2.24)

where Res(g, λ0) := 1
2πi

∫
Γ:|λ−λ0|<ε′ g(λ)dλ denotes the residue of g at λ0 with ε′ > 0

sufficiently small. Furthermore, with the aid of

(λI −A)−1G(λ) =

∞∑
n=0

(−1)n(λ− λ−c )
n
Sn+1G(λ) +

PG(λ−c )

(λ− λ−c )
− P [G(λ−c )−G(λ)]

λ− λ−c

for |λ− λ−c | < ε′,

PG ⊂ ker(λ−c I −A) = span

{(
ψ(t)
λ−c ψ(t)

)}
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and G(λ) is analytic in Reλ ∈ (λ+
c,ε − 3ε′, 0), using the residue theorem, we obtain

that(
v(t, z)
w(t, z)

)
=
e(λ−c −ε

′)z

2π

∫ +∞

−∞
eiηz((λ−c − ε′ + iη)I −A)

−1
G(λ−c − ε′ + iη)dη

+ k2e
λ−c z

(
ψ(t)
λ−c ψ(t)

)
, z ≥ 0,

(2.25)

where k2 ≥ 0 is a constant. Let ζ(t, z) = v(t, z)−k2e
λ−c zψ(t) for all (t, z) ∈ R×R+.

Note that ζ(t, z) is T−periodic in t, then (2.25) and (2.22) imply that there exists

C3 > 0 such that
(∫ z+1

z−1

∫ 2T

0
|ζ(τ, s)|2dτds

) 1
2 ≤ C3e

(λ−c −ε
′)z for any z ≥ 0. Since

ζ(t, z) satisfies

[h(t, u, v)− hv(t, 0, 0)v] + hv(t, 0, 0)ζ + dζzz + cζz − ζt = 0 for all (t, z) ∈ R×R+

and Lemma 2.3 yields that [h(t, u, v) − hv(t, 0, 0)v] = O(e2λ+
c,εz) as z → +∞, by

the interior parabolic estimates, we infer that there exists C4 > 0 independent of z
such that(∫ z+ 1

2

z− 1
2

∫ 2T

T

(
|ζzz(τ, s)|2 + |ζz(τ, s)|2 + |ζt(τ, s)|2

)
dτds

) 1
2

≤ C4e
(λ−c −ε

′)z

for any z ≥ 0. Sobolev embedding theorem then implies that sup
t∈[0,T ]

|ζ(t, z)| ≤

C5e
(λ−c −ε

′)z for all z ≥ 0, where C5 > 0 is constant. Noting that λ−c,ε = λ−c − ε− >
λ−c − ε′, then (2.6) yields that k2 > 0, and thus

lim
z→+∞

v(t, z)

k2eλ
−
c zψ(t)

= 1 uniformly in t ∈ R.

Now set ζ̃(t, z) = vz(t, z) − k2λ
−
c e

λ−c zψ(t) for any (t, z) ∈ R × R+. We know from

(2.22) that there exits C6 > 0 such that

(∫ z+1

z−1

∫ 2T

0

∣∣∣ζ̃(τ, s)
∣∣∣2dτds) 1

2

≤ C6e
(λ−c −ε

′)z

for any z ≥ 0. Noting that for any (t, z) ∈ R× R+, ζ̃ satisfies

[hu(t, u, v)uz + hv(t, u, v)vz − hv(t, 0, 0)vz] + hv(t, 0, 0)ζ̃ + dζ̃zz + cζ̃z − ζ̃t = 0

and [hu(t, u, v)uz + hv(t, u, v)vz − hv(t, 0, 0)vz] = O(e2λ+
c,εz) as z → +∞ by Lemma

2.3. Through the same argument as above, we know that there exists C7 > 0 such

that sup
t∈[0,T ]

∣∣∣ζ̃(t, z)
∣∣∣ ≤ C7e

(λ−c −ε
′)z for any z ≥ 0, and hence

lim
z→+∞

vz(t, z)

k2eλ
−
c zψ(t)

= λ−c uniformly in t ∈ R.

Step II. We study the asymptotic behavior of u. Let ρ̃ = ρ + gu(t, 0, 0), where
ρ = (λ−c )2 + cλ−c , then ρ̃ = ρ− κ1 < 0. Hence the equation

gv(t, 0, 0)ψ(t) + [(λ−c )2 + cλ−c + gu(t, 0, 0)]w − wt = 0

has a unique positive periodic solution φ̃(t) given by (2.18). A direct calculation

shows that ω(t, z) := k2e
λ−c zφ̃(t) satisfies

gu(t, 0, 0)ω + gv(t, 0, 0)k2e
λ−c zψ(t) + ωzz + cωz − ωt = 0.
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Now let

ξ(t, z) =
u(t, z)− k2e

λ−c zφ̃(t)

ψ̃(t)
, η(t, z) =

v(t, z)− k2e
λ−c zψ(t)

ψ̃(t)
, (t, z) ∈ R× R+.

Then ξ(t, z) satisfies R(t, z)− κ1ξ + ξzz + cξz − ξt = 0 for any z ≥ 0, where

R(t, z) = [g(t, u, v)− gv(t, 0, 0)v − gu(t, 0, 0)u]ψ̃−1 + gv(t, 0, 0)η.

We know from Step I that sup
t∈R
|η(t, z)| = O(e(λ−c −ε

′)z) as z → +∞. In addition, we

know from Lemma 2.3 that sup
t∈R

[g(t, u, v)− gv(t, 0, 0)v− gu(t, 0, 0)u] = O(e2λ−c,εz) as

z → +∞. Thus there exist positive constants M and KM such that

|R(t, z)| ≤
∣∣∣[g(t, u, v)− gv(t, 0, 0)v − gu(t, 0, 0)u]ψ̃−1

∣∣∣+ |gv(t, 0, 0)η| ≤ KMe
(λ−c −ε

′)z

for all (t, z) ∈ R× [M,+∞). Next we show that sup
t∈R
|ξ(t, z)| = o(eλ

−
c z) as z → +∞.

In view of Lemma 2.2, we have sup
t∈R
|ξ(t, z)| = O(eλ

+
c,εz) as z → +∞. Notice that

λ−c − ε′ > λc, then Q := (λ−c − ε′)2 + c(λ−c − ε′)− κ1 < 0. It is easy to verify that

±Ke(λ−c −ε
′)z satisfy respectively

R(t, z)− κ1ω + ωzz + cωz − ωt ≤ (≥) 0 for all z ≥M,

whenever K ≥ KM
|Q| . Since |ξ(t, z)| is bounded in (t, z) ∈ R × R+, then there exists

KQ ≥ KM
|Q| such that |ξ(t,M)| ≤ KQe

(λ−c −ε
′)M for all t ∈ R, hence

−KQe
(λ−c −ε

′)z ≤ ξ(t, z) ≤ KQe
(λ−c −ε

′)z for all (t, z) ∈ R× [M,+∞). (2.26)

Indeed, set ω±(t, z) = ±KQe
(λ−c −ε

′)z − ξ(t, z) for all (t, z) ∈ R× [M,+∞), then we
have

ω+
zz + cω+

z − ω+
t − κ1ω

+ ≤ 0, ω−zz + cω−z − ω−t − κ1ω
− ≥ 0. (2.27)

Since ω±(t, z) is T− periodic in t, it is sufficient to show that ω+(t, z) ≥ 0 for (t, z) ∈
(0, 2T ) × [M,+∞), while the similar argument holds for ω−(t, z) ≤ 0. Assume to
the contrary that inf

(t,z)∈(0,2T )×[M,+∞)
ω+(t, z) < 0, since lim

z→+∞
sup

t∈[0,2T ]

ω+(t, z) = 0,

it follows that there exists (t∗, z∗) ∈ (0, 2T ) × (M,+∞) such that ω+(t∗, z∗) =
inf

(t,z)∈(0,2T )×[M,+∞)
ω+(t, z) < 0, and hence

[
ω+
zz + cω+

z − ω+
t − κ1ω

+
]
(t∗,z∗)

> 0,

which contradicts to (2.27). Hence (2.26) implies that sup
t∈R
|ξ(t, z)| = o(eλ

−
c z) as

z → +∞. Thus, we know from the definition of ξ(t, z) that

lim
z→+∞

u(t, z)

k2eλ
−
c zφ̃(t)

= 1 uniformly in t ∈ R.

The argument for uz(t, z) is similar and we only give a brief sketch here. Let

ξ̃(t, z) =
uz(t, z)− k2λ

−
c e

λ−c zφ̃(t)

ψ̃(t)
, η̃(t, z) =

vz(t, z)− k2λ
−
c e

λ−c zψ(t)

ψ̃(t)

for (t, z) ∈ R× R+, then

R̃(t, z)− κ1ξ̃ + ξ̃zz + cξ̃z − ξ̃t = 0 for all z ≥ 0
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with

R̃(t, z) = [(gu(t, u, v)− gu(t, 0, 0))uz + (gv(t, u, v)− gv(t, 0, 0))vz]ψ̃
−1 + gv(t, 0, 0)η̃.

The same argument as above implies that sup
t∈R

∣∣∣ξ̃(t, z)∣∣∣ = o(eλ
−
c z) as z → +∞, and

then

lim
z→+∞

uz(t, z)

k2eλ
−
c zφ̃(t)

= λ−c uniformly in t ∈ R.

Now we complete all the proof.

The following is a direct result of Theorem 2.4.

Corollary 1. Assume (A1)-(A4) hold. Let (P (t, z), Q(t, z)) ∈ C1,2
b (R × R,R2) be

a solution of (1.6). Then

lim
z→+∞

1− P (t, z)

k2eλ
−
c zφ̃(t)

= 1, lim
z→+∞

1−Q(t, z)

k2eλ
−
c zψ(t)

= 1 uniformly in t ∈ R, c ≤ c∗,

and

lim
z→+∞

Pz(t, z)

k2eλ
−
c zφ̃(t)

= −λ−c , lim
z→+∞

Qz(t, z)

k2eλ
−
c zψ(t)

= −λ−c uniformly in t ∈ R, c ≤ c∗,

for some constant k2 > 0.

Remark 4. For the autonomous system{
ut = uxx + u(1− u− k1v), (t, x) ∈ R× R,
vt = dvxx + av(1− k2u− v), (t, x) ∈ R× R,

(2.28)

where d, a, k1, k2 are positive constants. If we further assume that 1− k1 ≥ a(k2 −
1) > 0 and 1/5 < k1 < 1, then the nonlinearity is monostable and (A3) and (A4)
hold for (2.28). The traveling wave solution (φ(z), ψ(z)) (z = x − ct) of (2.28)
connecting (0, 1) and (1, 0) satisfies

0 = φ′′ + cφ′ + (1− φ− k1ψ),

0 = dψ′′ + cψ′ + a(1− k2φ− ψ),

lim
z→−∞

(φ, ψ) = (0, 1), lim
z→+∞

(φ, ψ) = (1, 0).

Then Proposition 1 yields that

φ(z) = α1|z|leλ
+
c z + h.o.t, 1− ψ(z) = β1|z|leλ

+
c z + h.o.t as z → −∞,

where l = 0 if c < c∗ and l = 1 if c = c∗, and by Corollary 1, we have

1− φ(z) = α2e
λ−c z + h.o.t, ψ(z) = β2e

λ−c z + h.o.t as z → +∞, for all c ≤ c∗,

where c∗ = −2
√

1− k1, h.o.t denotes the higher-order terms, αi, βi (i = 1, 2) are

positive constants, λ+
c =

−c−
√
c2−4(1−k1)

2 > 0 and λ−c =
−c−
√
c2+4da(k2−1)

2d < 0 are

roots of linear eigenvalue equations λ2+cλ+(1−k1) = 0 and dλ2+cλ−a(k2−1) = 0,
respectively. These results are consistent with those in Morita and Tachibana [29].
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3. Key estimates. In this section, we give some crucial estimates which are helpful
for the construction of sub-super solutions. Throughout this section, we always
assume that (A1)-(A4) hold. In view of Proposition 1 and Corollary 1, the following
lemma holds obviously.

Lemma 3.1. Let (P (t, z), Q(t, z)) ∈ C1,2
b (R×R,R2) be solution of (1.6) with c ≤ c∗.

Then there exist positive constants M(c), N(c), m(c), n(c), δj(c), γj(c) (j = 1, 2)
such that

Q(t, z) ≤M(c)P (t, z), t ∈ R, z ≤ 0, (3.1)

δ1(c)P (t, z) ≤ Pz(t, z) ≤ δ2(c)P (t, z), t ∈ R, z ≤ 0, (3.2)

γ1(c)Q(t, z) ≤ Qz(t, z) ≤ γ2(c)Q(t, z), t ∈ R, z ≤ 0. (3.3)

1−Q(t, z) ≤ N(c)(1− P (t, z)), t ∈ R, z ≥ 0, (3.4)

δ1(c)m(c)eλ
−
c z ≤ δ1(c)(1− P (t, z)) ≤ Pz(t, z), t ∈ R, z ≥ 0, (3.5)

γ1(c)n(c)eλ
−
c z ≤ γ1(c)(1−Q(t, z)) ≤ Qz(t, z), t ∈ R, z ≥ 0. (3.6)

In particular, for any 0 < ε < λ+
c , there exist Kε(c) > 0 such that

P (t, z) ≤ Kε(c)e
(λ+
c −ε)z, t ∈ R, z ≤ 0, (3.7)

Q(t, z) ≤ Kε(c)e
(λ+
c −ε)z, t ∈ R, z ≤ 0. (3.8)

We now give some key estimates in the following two lemmas.

Lemma 3.2. Let (Pi(t, z), Qi(t, z)) ∈ C1,2
b (R × R,R2) (i = 1, 2) be solutions of

(1.6). Assume that ci ≤ c∗ and p2 ≤ p1 ≤ 0. Denote

P1 = P1(t, x+ p1), P2 = P2(t,−x+ p2), Q1 = Q1(t, x+ p1), Q2 = Q2(t,−x+ p2)

and
H1(t, x) = −2a1pP1P2 + a1pN1[P1Q2(1−Q1) + P2Q1(1−Q2)].

Then there exist positive constants α1 and K1 such that

H1(t, x)

P1,z(t, x+ p1) + P2,z(t,−x+ p2)
≤ K1e

α1p1 for any (t, x) ∈ R× R. (3.9)

Proof. We divide x ∈ R into four intervals.

Case A. p2 ≤ x ≤ 0. Then x+ p1 ≤ 0 and −x+ p2 ≤ 0. By (3.1), (3.2), (3.7) and
(3.8), we have

H1(t, x)

P1,z(t, x+ p1) + P2,z(t,−x+ p2)

≤ a1pN1P1Q2

P2,z(t,−x+ p2)
+

a1pN1P2Q1

P2,z(t,−x+ p2)

≤ max
t∈[0,T ]

(b1q)

[
Kε(c1)e(λ+

c1
−ε)(x+p1) ·M(c2)P2

δ1(c2)P2
+
Kε(c1)e(λ+

c1
−ε)(x+p1)P2

δ1(c2)P2

]

≤ max
t∈[0,T ]

(b1q)
Kε(c1)(M(c2) + 1)

δ1(c2)
e(λ+

c1
−ε)p1 , t ∈ R.

Case B. 0 ≤ x ≤ −p1. Then x+ p1 ≤ 0 and −x+ p2 ≤ 0. Similar to case A,

H1(t, x)

P1,z(t, x+ p1) + P2,z(t,−x+ p2)

≤ max
t∈[0,T ]

(b1q)
Kε(c2)(M(c1) + 1)

δ1(c1)
e(λ+

c2
−ε)p1 , t ∈ R.
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Case C. x ≥ −p1. Then x + p1 ≥ 0 and −x + p2 ≤ 0. Note that N1 ≤ 1 and
Pi, Qi ≤ 1 (i = 1, 2), then

H1(t, x) ≤ −a1pN1P1P2 + a1pN1[P1Q2(1−Q1) + P2Q1]

≤ a1pN1Q2(1−Q1) + a1pN1P2(1− P1).

By (3.4), (3.5), (3.7) and (3.8), we have

H1(t, x)

P1,z(t, x+ p1) + P2,z(t,−x+ p2)
≤ a1pN1Q2(1−Q1)

P1,z(t, x+ p1)
+
a1pN1P2(1− P1)

P1,z(t, x+ p1)

≤ max
t∈[0,T ]

(b1q)

×

[
Kε(c2)e(λ+

c2
−ε)(−x+p2)N(c1)(1− P1)

δ1(c1)(1− P1)
+
Kε(c2)e(λ+

c2
−ε)(−x+p2)(1− P1)

δ1(c1)(1− P1)

]

≤ max
t∈[0,T ]

(b1q)
Kε(c2)(N(c1) + 1)

δ1(c1)
e(λ+

c2
−ε)p1 , t ∈ R.

Case D. x ≤ p2. Then x+ p1 ≤ 0 and −x+ p2 ≥ 0. Note that N1 ≤ 1, then

H1(t, x) ≤ −N1a1pP1P2 + a1pN1[P1Q2 + P2Q1(1−Q2)]

≤ a1pN1P1(1− P2) + a1pN1Q1(1−Q2),

Similar to case C, we can prove that

H1(t, x)

P1,z(t, x+ p1) + P2,z(t,−x+ p2)

≤ max
t∈[0,T ]

(b1q)
Kε(c1)(N(c2) + 1)

δ1(c2)
e(λ+

c1
−ε)p1 , t ∈ R.

For any fixed 0 < ε < min{λ+
c1 , λ

+
c2}, now let α1 = min{λ+

c1 − ε, λ+
c2 − ε} and

K1 = max
t∈[0,T ]

(b1q) max
i,j=1,2
i 6=j

{
Kε(ci)(M(cj)+1)

δ1(cj)
,
Kε(ci)(N(cj)+1)

δ1(cj)

}
, then (3.9) holds.

Lemma 3.3. Let (Pi(t, z), Qi(t, z)) ∈ C1,2
b (R × R,R2) (i = 1, 2) be solutions of

(1.6). Assume that ci ≤ c∗ and p2 ≤ p1 ≤ 0. Denote

Q1 = Q1(t, x+ p1), Q2 = Q2(t,−x+ p2)

and

H̃2(t, x) = 2dQ1,zQ2,z + b2qQ1Q2(1−Q1)(1−Q2).

Then there exist positive constants α2 and K2 such that

H̃2(t, x)

(1−Q2)Q1,z + (1−Q1)Q2,z
≤ K2e

α2p1 , (t, x) ∈ R× R. (3.10)

Proof. We divide x ∈ R into four intervals.

Case A. p2 ≤ x ≤ 0. Then x + p1 ≤ 0 and −x + p2 ≤ 0. By (3.3) and (3.8), we
have
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H̃2(t, x)

(1−Q2)Q1,z + (1−Q1)Q2,z

≤ 2dQ1,zQ2,z + b2qQ1Q2(1−Q1)(1−Q2)

(1−Q1)Q2,z

≤ 2dQ1,z

1−Q1
+
b2qQ1Q2

Q2,z

≤ 2dγ2(c1)Kε(c1)e(λ+
c1
−ε)(x+p1)

1−Q1(t, 0)
+
b2qKε(c1)e(λ+

c1
−ε)(x+p1)Q2

γ1(c2)Q2

≤
(

2dγ2(c1)Kε(c1)

1−Q1(t, 0)
+ max
t∈[0,T ]

(b2q)
Kε(c1)

γ1(c2)

)
e(λ+

c1
−ε)p1 , t ∈ R.

Case B. 0 ≤ x ≤ −p1. Then x+ p1 ≤ 0 and −x+ p2 ≤ 0. Similar to case A,

H̃2(t, x)

(1−Q2)Q1,z + (1−Q1)Q2,z

≤
(

2dγ2(c2)Kε(c2)

1−Q2(t, 0)
+ max
t∈[0,T ]

(b2q)
Kε(c2)

γ1(c1)

)
e(λ+

c2
−ε)p1 , t ∈ R.

Case C. x ≥ −p1. Then x+ p1 ≥ 0 and −x+ p2 ≤ 0. By (3.3), (3.6)and (3.8), we
have

H̃2(t, x)

(1−Q2)Q1,z + (1−Q1)Q2,z

≤ 2dQ1,zQ2,z + b2qQ1Q2(1−Q1)(1−Q2)

(1−Q2)Q1,z

≤ 2dQ2,z

1−Q2
+
b2qQ2(1−Q1)

Q1,z

≤ 2dγ2(c2)Kε(c2)e(λ+
c2
−ε)(−x+p2)

1−Q2(t, 0)
+
b2qKε(c2)e(λ+

c2
−ε)(−x+p2)(1−Q1)

γ1(c1)(1−Q1)

≤
(

2dγ2(c2)Kε(c2)

1−Q2(t, 0)
+ max
t∈[0,T ]

(b2q)
Kε(c2)

γ1(c1)

)
e(λ+

c2
−ε)p1 , t ∈ R.

Case D. x ≤ p2. Then x+ p1 ≤ 0 and −x+ p2 ≥ 0. Similar to case C, we have

H̃2(t, x)

(1−Q2)Q1,z + (1−Q1)Q2,z

≤
(

2dγ2(c1)Kε(c1)

1−Q1(t, 0)
+ max
t∈[0,T ]

(b2q)
Kε(c1)

γ1(c2)

)
e(λ+

c1
−ε)p1 , t ∈ R.

For any fixed 0 < ε < min{λ+
c1 , λ

+
c2}, now let α2 = min{λ+

c1 − ε, λ+
c2 − ε} and

K2 = max
i,j=1,2,i6=j
t∈[0,T ]

{
2dγ2(ci)Kε(ci)

1−Qi(t,0) + max
t∈[0,T ]

(b2q)
Kε(ci)
γ1(cj)

}
, then (3.10) holds. The proof

is complete.

4. Entire solutions. In this section, we establish the existence and some quali-
tative properties of invasion entire solutions by constructing appropriate sub-super
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solutions and using the comparison principle. Let{
F1(t, u, v) = ut − uxx − f1(t, u, v),

F2(t, u, v) = vt − dvxx − f2(t, u, v),

where f1(t, u, v) = a1pu(1−N1(t)−u+N1(t)v) and f2(t, u, v) = b2q(1−v)(N2(t)u−
v). Then (1.5) can be written as{

F1(t, u, v) = 0,

F2(t, u, v) = 0.

Definition 4.1. Suppose s < T ≤ ∞, a pair (U(t, x), V (t, x)) ∈ C1,2((s, T ) ×
R, [0, 1]2) is said to be a supersolution of (1.5) in (t, x) ∈ (s, T )× R, if there holds{

F1(t, U, V ) ≥ 0,

F2(t, U, V ) ≥ 0.

If for any s < T , (U(t, x), V (t, x)) is a supersolution of (1.5) in (t, x) ∈ (s, T ) × R,
then we call that (U(t, x), V (t, x)) is a supersolution of (1.5) in (t, x) ∈ (−∞, T )×R.
The subsolution (u(t, x), v(t, x)) can be defined in a similar way by reversing the
inequality.

Lemma 4.2. (i) For any (0, 0) ≤ (u0, v0) ≤ (1, 1), system (1.5) admits a u-
nique classical solution (u(t, x;u0), v(t, x; v0)) with (u(s, x;u0), v(s, x; v0)) = (u0, v0)
which satisfies (0, 0) ≤ (u, v) ≤ (1, 1) for all (t, x) ∈ [s,+∞)× R.
(ii) Let (U, V ) and (u, v) be supersolution and subsolution of (1.5) in (t, x) ∈
(s, T )× R, respectively. If (u(s, ·), v(s, ·)) ≤ (U(s, ·), V (s, ·)), then (u(t, ·), v(t, ·)) ≤
(U(t, ·), V (t, ·)) for all s ≤ t ≤ T.

Proof. The proof is similar to that of [14, Lemma 3.1] and we omit the details
here.

To construct a supersolution of (1.5), we first introduce an auxiliary coupled
system of ordinary differential equations

p′1(t) = −c1 +Keαp1(t), t < 0,

p′2(t) = −c2 +Keαp1(t), t < 0,

p2(0) ≤ p1(0) ≤ 0,

(4.1)

where c2 ≤ c1 ≤ c∗, α andK are positive constants. Solving the equations explicitly,
we obtainp1(t) = p1(0)− c1t− 1

α ln
(

1− K
c1
eαp1(0)(1− e−c1αt)

)
≤ 0 (t ≤ 0),

p2(t) = p2(0)− c2t− 1
α ln

(
1− K

c1
eαp1(0)(1− e−c1αt)

)
≤ 0 (t ≤ 0).

Then pi(t) is monotone increasing, and by virtue of p′2(t)− p′1(t) = c1 − c2 ≥ 0, we
have p2(t) ≤ p1(t) ≤ 0 for all t ≤ 0. Let

ω1 = p1(0)− 1

α
ln

(
1− K

c1
eαp1(0)

)
, ω2 = p2(0)− 1

α
ln

(
1− K

c1
eαp1(0)

)
. (4.2)

Then

pi(t)− (−cit+ ωi) = − 1

α
ln

(
1− ς

1 + ς
e−c1αt

)
with ς = −K

c1
eαp1(0),



A TIME PERIODIC LOTKA-VOLTERRA COMPETITION SYSTEM 1207

and there is a constant C0 > 0 such that

0 < p1(t)− (−c1t+ ω1) = p2(t)− (−c2t+ ω2) ≤ C0e
−c1αt for all t ≤ 0.

Now we can construct a supersolution of (1.5) as follows.

Lemma 4.3. Let (Pi(t, z), Qi(t, z)) ∈ C1,2
b (R × R,R2) (i = 1, 2) be the periodic

traveling wave of (1.5) with c2 ≤ c1 ≤ c∗. Choose α = min{α1, α2} and K =
max{K1,K2} in (4.1), where (α1,K1) and (α2,K2) are defined as in Lemmas 3.2
and 3.3, respectively. Then

U(t, x) := min{1, P1(t, x+ p1(t)) + P2(t,−x+ p2(t))},
V (t, x) := Q1(t, x+ p1(t)) +Q2(t,−x+ p2(t))

−Q1(t, x+ p1(t))Q2(t,−x+ p2(t))

(4.3)

is a supersolution of (1.5) defined in (t, x) ∈ (−∞, 0]× R.

Proof. Firstly, we prove F1(t, U, V ) ≥ 0. Denote

S1 = {(t, x)|P1(t, x+ p1(t)) + P2(t,−x+ p2(t)) > 1},
S2 = {(t, x)|P1(t, x+ p1(t)) + P2(t,−x+ p2(t)) ≤ 1},

If (t, x) ∈ S1, then U ≡ 1 and thus F1(t, U, V ) = b1q(1−V ) ≥ 0. If (t, x) ∈ S2, then
U = P1(t, x+ p1(t)) + P2(t,−x+ p2(t)). Moreover, we have

F1(t, U, V )

= P1,t − c1P1,z − P1,zz + P2,t − c2P2,z − P2,zz +Keαp1(P1,z + P2,z)

− a1p(P1 + P2)[1−N1 − (P1 + P2) +N1(Q1 +Q2 −Q1Q2)]

= Keαp1(P1,z + P2,z) + a1pP1(1−N1 − P1 +N1Q1)

+ a1pP2(1−N1 − P2 +N1Q2)

− a1p(P1 + P2)[1−N1 − (P1 + P2) +N1(Q1 +Q2 −Q1Q2)]

= Keαp1(P1,z + P2,z)−H1(t, x),

where H1(t, x) = −2a1pP1P2 + a1pN1[P1Q2(1 −Q1) + P2Q1(1 −Q2)]. By Lemma
3.2, there hold

H1(t, x)

P1,z(t, x+ p1) + P2,z(t,−x+ p2)
≤ K1e

α1p1 ≤ Keαp1 for any (t, x) ∈ (−∞, 0]× R,

and hence

F1(t, U, V ) = Keαp1(P1,z + P2,z)−H1(t, x) ≥ 0 for any (t, x) ∈ (−∞, 0]× R.

Then we prove that F2(t, U, V ) ≥ 0. Noting that

F2(t, U, V )

= (Q1,t − c1Q1,z − dQ1,zz)(1−Q2) + (Q2,t − c2Q2,z − dQ2,zz)(1−Q1)

− 2dQ1,zQ2,z − b2q[1− (Q1 +Q2 −Q1Q2)][N2U − (Q1 +Q2 −Q1Q2)]

+Keαp1 [(1−Q2)Q1,z + (1−Q1)Q2,z]

= b2q(1−Q1)(N2P1 −Q1)(1−Q2) + b2q(1−Q2)(N2P2 −Q2)(1−Q1)

− 2dQ1,zQ2,z − b2q[1− (Q1 +Q2 −Q1Q2)][N2U − (Q1 +Q2 −Q1Q2)]

+Keαp1 [(1−Q2)Q1,z + (1−Q1)Q2,z]

= Keαp1 [(1−Q2)Q1,z + (1−Q1)Q2,z]−H2(t, x),



1208 LI-JUN DU, WAN-TONG LI AND JIA-BING WANG

where H2(t, x) = 2dQ1,zQ2,z + b2q(1 − Q1)(1 − Q2)[N2(U − P1 − P2) + Q1Q2]. It

is easy to see that H2(t, x) ≤ 2dQ1,zQ2,z + b2qQ1Q2(1 − Q1)(1 − Q2) = H̃2(t, x).
Then it follows from Lemma 3.3 that

H̃2(t, x)

(1−Q2)Q1,z + (1−Q1)Q2,z
≤ K2e

α2p1 ≤ Keαp1 for any (t, x) ∈ (−∞, 0]× R.

Hence

F2(t, U, V ) = Keαp1 [(1−Q2)Q1,z + (1−Q1)Q2,z]−H2(t, x) ≥ 0

for any (t, x) ∈ (−∞, 0]× R. The proof is complete.

We now state our main result as follows.

Theorem 4.4. Assume (A1)-(A4) hold. Let (Pi(t, z), Qi(t, z)) be the periodic trav-
eling wave solution of system (1.5) with c2 ≤ c1 ≤ −2

√
κ. Then for any given

constants θ1, θ2 ∈ R, there exists an entire solution (Uθ1,θ2(t, x), Vθ1,θ2(t, x)) of
(1.5) such that (0, 0) < (Uθ1,θ2 , Vθ1,θ2) < (1, 1), and satisfying

lim
t→−∞

{
sup
x≥0
|Uθ1,θ2(t, x)− P1(t, x− c1t+ θ1)|

+ sup
x≤0
|Uθ1,θ2(t, x)− P2(t,−x− c2t+ θ2)|

}
= 0

(4.4)

and

lim
t→−∞

{
sup
x≥0
|Vθ1,θ2(t, x)−Q1(t, x− c1t+ θ1)|

+ sup
x≤0
|Vθ1,θ2(t, x)−Q2(t,−x− c2t+ θ2)|

}
= 0.

(4.5)

Furthermore, we have

(i) (Uθ1,θ2(t + T, x), Vθ1,θ2(t + T, x)) = (Uθ1,θ2(t, x), Vθ1,θ2(t, x)) for any (t, x) ∈
R×R or (Uθ1,θ2 , Vθ1,θ2)(t+T, x) > (Uθ1,θ2 , Vθ1,θ2)(t, x) for any (t, x) ∈ R×R;

(ii) lim
t→+∞

sup
x∈R
{|Uθ1,θ2(t, x)− 1|+ |Vθ1,θ2(t, x)− 1|} = 0;

(iii) lim
t→−∞

sup
x∈(x1,x2)

{|Uθ1,θ2(t, x)|+ |Vθ1,θ2(t, x)|} = 0 for any x1 < x2;

(iv) lim
|x|→+∞

sup
t≥t0
{|Uθ1,θ2(t, x)− 1|+ |Vθ1,θ2(t, x)− 1|} = 0 for any t0 ∈ R;

(v) (Uθ1,θ2(t, x), Vθ1,θ2(t, x)) is monotone increasing with respect to θ1 and θ2 for
any (t, x) ∈ R2;

(vi) (Uθ1,θ2(t, x), Vθ1,θ2(t, x)) converges to (1, 1) locally in (t, x) ∈ R2 as θi → +∞.

Proof. Let ω1 and ω2 be as in (4.2) and define{
u(t, x) = max {P1(t, x− c1t+ ω1), P2(t,−x− c2t+ ω2)} ,

v(t, x) = max {Q1(t, x− c1t+ ω1), Q2(t,−x− c2t+ ω2)} ,
(4.6)

then (u, v) is a subsolution of (1.5) in (t, x) ∈ R × R, satisfying (u, v) ≤ (U, V )
for any (t, x) ∈ (−∞, 0] × R, where (U, V ) is defined in (4.3). Now consider the
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following initial value problem
unt = unxx + f1(t, un, vn), (t, x) ∈ (−n,+∞)× R,
vnt = dvnxx + f2(t, un, vn), (t, x) ∈ (−n,+∞)× R,
un(−n, x) := un0 (x) = u(−n, x), x ∈ R,
vn(−n, x) := vn0 (x) = v(−n, x), x ∈ R.

(4.7)

We know from [26] that the problem (4.7) is well posed and the (strong) maximum
principle holds since all the coefficients are periodic with respect to t. By virtue of
Lemmas 4.2 and 4.3, for x ∈ R, we have{

(u(t, x), v(t, x)) ≤ (un(t, x), vn(t, x)) ≤ (un+1(t, x), vn+1(t, x)) ≤ (1, 1), t ≥ −n,

(u(t, x), v(t, x)) ≤ (un(t, x), vn(t, x)) ≤ (U(t, x), V (t, x)), t ∈ (−n, 0].

Using the standard parabolic estimates and the diagonal extraction process, there
exists a subsequence {(unk(t, x), vnk(t, x))}k∈N such that {(unk(t, x), vnk(t, x))}
converges to a function (u(t, x), v(t, x)) locally in (t, x) ∈ R×R as k → +∞ (nk →
+∞). In view of (un(t, x), vn(t, x)) ≤ (un+1(t, x), vn+1(t, x)) for any t > −n,
(un(t, x), vn(t, x)) converges to (u(t, x), v(t, x)) in (t, x) ∈ R2 as n → +∞. Clearly,
(u(t, x), v(t, x)) is an entire solution of (1.5) and satisfies{

(u(t, x), v(t, x)) ≤ (u(t, x), v(t, x) ≤ (1, 1), x ∈ R, t ∈ R.

(u(t, x), v(t, x)) ≤ (u(t, x), v(t, x) ≤ (U(t, x), V (t, x)), x ∈ R, t ∈ (−∞, 0].

(4.8)
Particularly, the (strong) maximum principle implies that for any (t, x) ∈ R × R,
(0, 0) < (u(t, x), v(t, x)) < (1, 1).

We now prove (4.4) and (4.5). Firstly, we prove

lim
t→−∞

{
sup
x≥0
|u(t, x)− P1(t, x− c1t+ ω1)|+ sup

x≤0
|u(t, x)− P2(t,−x− c2t+ ω2)|

}
= 0.

(4.9)

For x ≥ 0, there exists L1 > 0 such that

0 ≤ u(t, x)− u(t, x)

≤ u(t, x)− P1(t, x− c1t+ ω1)

≤ U(t, x)− P1(t, x− c1t+ ω1)

≤ P1(t, x+ p1(t)) + P2(t,−x+ p2(t))− P1(t, x− c1t+ ω1)

≤ Kε(c2)e(λ+
c2
−ε)(−x+p2) + sup

(t,z)∈[0,T ]×R
|P1,z(t, z)| · |p1(t)− (−c1t+ ω1)|

≤ Kε(c2)eαp1 + L1e
−c1αt → 0 as t→ −∞.

For x ≤ 0, there exists L2 > 0 such that

0 ≤ u(t, x)− u(t, x)

≤ u(t, x)− P2(t,−x− c2t+ ω2)

≤ U(t, x)− P2(t,−x− c2t+ ω2)

≤ P1(t, x+ p1(t)) + P2(t,−x+ p2(t))− P2(t,−x− c2t+ ω2)

≤ Kε(c1)e(λ+
c1
−ε)(x+p1) + sup

(t,z)∈[0,T ]×R
|P2,z(t, z)| · |p2(t)− (−c2t+ ω2)|

≤ Kε(c1)eαp1 + L2e
−c1αt → 0 as t→ −∞.
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(4.9) then follows.
Note from (4.2) that ω1 = ω1(p1(0)) and ω2 = ω2(p1(0), p2(0)) are defined for

any p2(0) ≤ p1(0) ≤ 0. Then for any θ1, θ2 ∈ R, there exist p2(0) ≤ p1(0) ≤ 0
such that ω1 = ω1(p1(0)) and ω2 = ω2(p1(0), p2(0)) satisfy n∗ := ω1−θ1+ω2−θ2

(c1+c2)T ∈ Z.
Define

(Uθ1,θ2(t, x), Vθ1,θ2(t, x)) = (u(t+ n∗T, x+ x0), v(t+ n∗T, x+ x0))

with x0 = c2(θ1−ω1)−c1(θ2−ω2)
c1+c2

, then (Uθ1,θ2(t, x), Vθ1,θ2(t, x)) is an entire solution of

(1.5). In view of (4.9), we can easily see (4.4) holds. A similar argument yields that
(4.5) holds.

The assertions (ii)-(vi) in Theorem 4.4 are straightforward consequences of (4.8).
Therefore, we only prove the assertion (i).

(i) For any (0, 0) ≤ (u0, v0) ≤ (1, 1), let (u(t, x;u0), v(t, x; v0)) be the unique
classical solution of (1.5) with initial value (u(0, x;u0), v(0, x; v0)) = (u0, v0), then
it is easy to see that (un(t, x), vn(t, x)) = (u(t+n, x;u(−n, ·)), v(t+n, x; v(−n, ·))).
Note that for any (t, x) ∈ R× R, there is

u(t+ T, x) = max {P1(t+ T, x− c1(t+ T ) + ω1), P2(t+ T,−x− c2(t+ T ) + ω2)}
= max {P1(t, x− c1(t+ T ) + ω1), P2(t,−x− c2(t+ T ) + ω2))}
> max {P1(t, x− c1t+ ω1), P2(t,−x− c2t+ ω2)}
= u(t, x),

and similarly v(t + T, x) > v(t, x). it follows from the uniqueness of solutions and
the comparison principle that for any (t, x) ∈ [−n,+∞)× R, there hold

un(t+ T, x) = u(t+ T + n, x;u(−n, ·)) = u(t+ n, x;u(T, x;u(−n, ·)))
≥ u(t+ n, x;u(T − n, ·)) ≥ u(t+ n, x;u(−n, ·)) = un(t, x),

and similarly vn(t + T, x) > vn(t, x). Then there holds (u(t + T, x), v(t + T, x)) ≥
(u(t, x), v(t, x)) for any (t, x) ∈ R × R. Therefore, the (strong) maximum principle
further implies that (u(t+ T, x), v(t+ T, x)) = (u(t, x), v(t, x)) or (u(t+ T, x), v(t+
T, x)) > (u(t, x), v(t, x)) for any (t, x) ∈ R×R. (i) then follows. This completes the
proof.

Remark 5. For the autonomous Lotka-Volterra competition system with random
(local) and nonlocal dispersal, Morita and Tachibana [29] and Li et al. [24] estab-
lished the existence of invasion entire solutions, respectively. Notice that in their
papers, the following condition is needed, which may be technical:

(C): There exists a positive number η0 such that φ(z)
1−ϕ(z) ≥ η0 for z ≤ 0, where

(φ(z), ψ(z)) is the invasion traveling wave solution.

In fact, according to Remark 4, when the time periodic system (1.1) degenerates
into the homogeneous case, the condition (C) holds obviously under our assumptions
(A1)–(A3). We point out that the following supersolution{

U(t, x) := P1(t, x+ p1(t)) + P2(t,−x+ p2(t))− P1(t, x+ p1(t))P2(t,−x+ p2(t)),

V (t, x) := Q1(t, x+ p1(t)) +Q2(t,−x+ p2(t))−Q1(t, x+ p1(t))Q2(t,−x+ p2(t)),

which has been used in [29, 24], is also applicable to our problem. In this sense, we
generalize the result about entire solutions from autonomous case to periodic case.
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Remark 6. By the relation between systems (1.5) and (1.1), we get that (1.1)
admits an entire solution (u(t, x), v(t, x)) := (p(t)Uθ1,θ2(t, x), q(t)(1− Vθ1,θ2(t, x))).
According to Theorem 4.4 (ii) and (iii), we have

lim
t→−∞

{|u(t, x)|+ |v(t, x))− q(t)|} = 0 locally in x ∈ R,

lim
t→+∞

{|u(t, x)− p(t)|+ |v(t, x)|} = 0 uniformly in x ∈ R,

which indicates that the entire solution (u, v) exhibits the extinction of the inferior
species v by the superior one u invading from both sides of x-axis. In fact, this
kind of entire solution describes a different type of biological invasion from one
presented by traveling waves in a time periodic environment. On the other hand,
we point out in particular that the continuous dependence of such an entire solution
on parameters such as wave speeds and the shifted variables is important but still
open. For some related works on this issue, one can see Hamel and Nadirashvili [15]
for a local dispersal KPP equation, Wang et al. [40] for a delayed lattice differential
equation, and Li et al. [23] for a nonlocal dispersal periodic monostable equation.
We will leave such problems about our system (1.1) for a future study.
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