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Abstract. This paper studies the global existence and uniqueness of classical

solutions for a generalized quasilinear parabolic equation with appropriate ini-
tial and mixed boundary conditions. Under some practicable regularity criteria

on diffusion item and nonlinearity, we establish the local existence and unique-

ness of classical solutions based on a contraction mapping. This local solution
can be continued for all positive time by employing the methods of energy

estimates, Lp-theory, and Schauder estimate of linear parabolic equations. A

straightforward application of global existence result of classical solutions to
a density-dependent diffusion model of in vitro glioblastoma growth is also

presented.

1. Introduction. In this paper, we consider the existence and uniqueness of clas-
sical solutions for a generalized quasilinear parabolic equation of the form

ut − div [A(x, t, u,∇u)] = F (x, t, u,∇u) in Ω× (0,∞) (1)

with initial and mixed boundary conditions

u(x, 0) = u0(x) in Ω,

∂u

∂ν
= σ(x, t, u) on ∂Ω× (0,∞),

(2)
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where Ω ⊂ Rn is a bounded open domain with the boundary ∂Ω being C2+α(0 <
α < 1), ν is the unit outward normal vector on ∂Ω and ∇u = (ux1 , · · · , uxn).

Throughout this paper, we assume that A : Ω × R+ × R × Rn → Rn and F :
Ω×R+×R×Rn → R, and A = A(x1, · · · , xn, t, u, p1, · · · , pn) satisfies the strongly
uniformly parabolic condition

µ2|ξ|2 ≥
n∑

i,j=1

∂Aj
∂pi

(x, t, u, p)ξiξj ≥ µ1|ξ|2 > 0

for all ξ = (ξ1, · · · , ξn) ∈ Rn.
In the last few decades, many quasilinear parabolic equations, equipped with ap-

propriate initial or boundary conditions, have been widely investigated to explain
and predict the real-world phenomena in areas such as chemistry, physics, biology,
ecology. For example, some of these mathematical models can be applied in depict-
ing various biological processes, such as bacterial growth process, development and
growth of tumors, immune response of the body, see [5, 14] and [18].

Mathematically, quasilinear parabolic systems have been extensively studied by
the methods in nonlinear analysis and theory of PDEs. Besides the existence of
time-dependent solutions which have been discussed in [2, 3, 4, 11, 13, 15, 17, 20]
and [21], research efforts have also focused on spatial or spatio-temporal patterns
in [9, 12] and [16]. While [7] and [8] investigated traveling waves or other types of
entire solutions, and in addition to numerical simulations by finite element methods
with small diffusion found in [6] and [10].

In [11], three types of generalized quasilinear equations, i.e., (1) and

ut − aij(x, t, u, ux)uxixj = F (x, t, u, ux) (3)

for the first boundary value problem, and

ut − aij(x, t, u)uxixj = F (x, t, u, ux) (4)

for other boundary value problem are considered. Based on Leray-Schauder prin-
ciple, the local solvability of classical solutions to these systems are established
provided that |u| and |ux| are both bounded on Ω × (0, T ), F and the derivatives
of A (or the second derivative of aij) satisfy some regularity or growth restrictions.

In a series of papers on dynamic theory for quasilinear parabolic equations ([2],
[3], [4]), Amann discussed the local and global existence of classical solution for a
general second order quasilinear parabolic systems. According to Amann’s results,
equation

ut − div [a(x, t, u)∇u] = F (x, t, u, ux) (5)

with initial value of W s,p class and homogeneous Neumann boundary condition has
a unique solution

u ∈ C1((0, T ), C(Ω)) ∩ C((0, T ), C2(Ω)) ∩ C1([0, T ),W s,p(Ω))

if s, p are chosen properly,

a ∈ C2(Ω× R+ × R,R), F ∈ C2(Ω× R+ × R× Rn,R), (6)

and

(|F |+ |∂2F |+ |∂3F |+ (1 + |p|)|∂4F |)(x, t, u, p) ≤ c(|u|)(1 + |p|κ) (7)

for some constant κ ≥ 1 and an increasing function c. Moreover, the regularity
assumption for F and condition (7) have only been used in the proof of the existence
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and regularity of u. If we are already in possession of a classical solution u, it suffices
to assume F ∈ C1(Ω× R+ × R× Rn,R),

lim sup
t→∞

‖u(·, t)‖L∞(Ω) <∞

and

|F (x, t, u,p)| ≤ c(|u|)(1 + |p|κ)

for the global existence of u. Based on these results and comparison theorem, [22]
gave some conditions on the nonlinear part F for the global-in-time existence of
classical solution to equation (5) under homogeneous Neumann boundary condi-
tion. However, for some concrete forms of equations (1) and (3)-(5), diffusion and
nonlinearity functions may have low regularity than those in (6) or can not meet so
many assumptions in §5.6, §5.7 and §6.4 of [11]. Consequently, the results available
in the literature are not readily applicable to these cases. Therefore, there are prac-
tical needs for additional studies for establishing both local and global existence of
classical solutions to the generalized quasilinear parabolic equations under weaker
regularity or fewer growth restrictions.

In this paper, we investigate the global existence and uniqueness of classical
solution to problem (1)-(2). In Section 2, under some continuity conditions on
diffusion and growth terms, the local existence and uniqueness of classical solution
are established by using the contraction mapping theory. Next, we perform some
priori estimates, and then show that the local solution can be extended to entire
time interval in Section 3. In Section 4, we apply the main results to two specific
examples, including a recently data-validated glioblastoma growth model.

2. Local existence and uniqueness. In this section, we explore the local exis-
tence and uniqueness of classical solution to problem (1)-(2). The approach is based
on the theory of fixed point.

In the following, let QT = Ω× (0, T ),ΓT = ∂Ω× (0, T ), where 0 < T < +∞. Let
W 2,1
q (QT ) and V2(QT ) denote Banach spaces with the usual norms

‖u‖W 2,1
q (QT ) = ‖u‖Lq(QT ) + ‖Dtu‖Lq(QT ) + ‖Dxu‖Lq(QT ) + ‖D2

xu‖Lq(QT )

and

‖u‖V2(QT ) = sup
0≤t≤T

‖u(·, t)‖L2(Ω) + ‖∇u‖L2(QT ),

and Cl,l/2(QT ) = {u|Dr
tD

s
xu ∈ C(QT ), 0 ≤ 2r + s < l, l > 0} denotes Hölder space

with the norm

‖u‖Cl,l/2(QT ) =

blc∑
j=1

∑
2r+s=j

max
QT
|Dr

tD
s
xu|+ max

QT
|u|+

∑
2r+s=blc

〈Dr
tD

s
xu〉

(l−blc)
x,QT

+
∑

0<l−(2r+s)<2

〈Dr
tD

s
xu〉

l−(2r+s)
2

t,QT
,

where

〈v〉αx,QT = sup
(x1,t),(x2,t)∈QT ,|x1−x2|≤ρ0

|v(x1, t)− v(x2, t)|
|x1 − x2|α

, 0 < α < 1,

〈v〉αt,QT = sup
(x,t1),(x,t2)∈QT ,|t1−t2|≤ρ0

|v(x, t1)− v(x, t2)|
|t1 − t2|α

, 0 < α < 1.

(8)
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In order to establish the local solvability of problem (1)-(2), we make the following
assumptions.

(H1) A(x, t, u, p) is differentiable in the variables x, u and p.
∂Aj
∂xi

,
∂Aj
∂u ,

∂Aj
∂pi

and F are locally Cα,α/2 continuous with respect to (x, t) and locally Lipschitz
continuous with respect to (u, p), uniformly with respect to the other variables.

(H2) u0(x) ∈ C2+α(Ω).
(H3) σ is twice differentiable in the variable x and differentiable in the variable

t, each of these derivatives is locally Cα,α/2 continuous with respect to (x, t) while
locally Lipschitz continuous with respect to u. Further, σ satisfies the compatibility
condition of 0-order:

∂u

∂ν
(x, 0) = σ(x, 0, u0(x)), x ∈ ∂Ω.

Theorem 2.1. Assume that (H1)-(H3) hold true. Then, there exists a unique
solution u(x, t) ∈ C2+α,1+α/2(QT ) of the system (1)-(2) for some T > 0 depending
on ‖u0‖C2+α(Ω).

Proof. Define

X = {φ|φ ∈ C1+α,α/2(QT ), 0 < T < 1},
XB = {φ ∈ X|φ(x, 0) = u0(x), ‖φ‖C1+α,α/2(QT ) ≤ B},

where B = ‖u0‖C2+α(Ω) + 1.

For any u ∈ XB , define a mapping G : u 7→ ũ, where ũ satisfies
ũt −

n∑
i,j=1

bij(x, t)ũxixj +
n∑
j=1

bj(x, t)ũxj = f1(x, t) in Ω× (0,∞),

ũ(x, 0) = u0(x) in Ω,
∂ũ
∂ν = σ1(x, t) on ∂Ω× (0,∞),

(9)

with

bij(x, t) =
∂Aj
∂pi

(x, t, u(x, t),∇u(x, t)),

bj(x, t) = −∂Aj
∂u

(x, t, u(x, t),∇u(x, t)),

f1(x, t) = F (x, t, u(x, t),∇u(x, t)) +

n∑
j=1

∂Aj
∂xj

(x, t, u(x, t),∇u(x, t)),

σ1(x, t) = σ(x, t, u(x, t)).

(10)

From u ∈ XB , (H1), (H3) and the definition of Hölder spaces, it is easy to verify
that bij , bj , f1 ∈ Cα,α/2(QT ), σ1 ∈ C2+α,1+α/2(ΓT ). By Theorem 5.3 (pp.320-321)

in [11], (9) possesses a unique solution ũ ∈ C2+α,1+α/2(QT ) satisfying

‖ũ‖C2+α,1+α/2(QT ) ≤C1

(
‖u0‖C2+α(Ω) + ‖f1‖Cα,α/2(QT ) + ‖σ1‖C2+α,1+α/2(ΓT )

)
≤C2(B).

(11)



EXISTENCE OF SOLUTIONS IN A GBM MODEL 411

By the norm definition in (8) and differential mean value theorem, one has

‖ũ− u0‖C1+α,α/2(QT )

=‖ũ− u0‖C1,0(QT ) + ‖ũ− u0‖Cα,0(QT ) + ‖∇(ũ− u0)‖Cα,0(QT )

+ ‖ũ− u0‖C0,α/2(QT ) + ‖∇(ũ− u0)‖C0,α/2(QT )

≤‖ũ− u0‖C1,0(QT ) +
(

2‖ũ− u0‖C(QT ) + ‖∇(ũ− u0)‖C(QT )

)
+
(

2‖∇(ũ− u0)‖C(QT ) + ‖∇2(ũ− u0)‖C(QT )

)
+ ‖ũ− u0‖C0,α/2(QT ) + ‖∇(ũ− u0)‖C0,α/2(QT )

≤Tα/2
(
‖ũ‖C0,α/2(QT ) + ‖∇ũ‖C0,α/2(QT )

)
+ Tα/2

(
2‖ũ‖C0,α/2(QT )

+ ‖∇ũ‖C0,α/2(QT ) + 2‖∇ũ‖C0,α/2(QT ) + ‖∇2ũ‖C0,α/2(QT )

)
+ T‖ũ‖C0,1+α/2(QT ) + T 1/2‖∇ũ‖C0,(1+α)/2(QT )

6max{3Tα/2, T 1/2}‖ũ‖C2+α,1+α/2(QT )

6max{3Tα/2, T 1/2}C2(B),

which implies that for sufficiently small T relations

‖ũ‖C1+α,α/2(QT ) ≤‖ũ− u0‖C1+α,α/2(QT ) + ‖u0‖C1+α(Ω)

<1 + ‖u0(x)‖C2+α(Ω) = B
(12)

hold true. Hence, ũ ∈ XB , i.e., G maps XB into itself.
Next, we show that G is contractive. Let u, v ∈ XB , ũ = Gu, ṽ = Gv. We only

need to verify

‖ũ− ṽ‖XB 6 δ‖u− v‖XB for some δ ∈ (0, 1). (13)

Denote w̃ = ũ− ṽ. Then, w̃ satisfies
w̃t −

n∑
i,j=1

bij(x, t)w̃xixj +
n∑
j=1

bj(x, t)w̃xj = f2(x, t) in Ω× (0,∞),

w̃(x, 0) = 0 in Ω,
∂w̃
∂ν = σ2(x, t) on ∂Ω× (0,∞),

(14)

where bij and bj are given in (10),

f2(x, t) =

n∑
i,j=1

[
∂Aj
∂pi

(x, t, u(x, t),∇u(x, t))− ∂Aj
∂pi

(x, t, v(x, t),∇v(x, t))

]
ṽxixj

+

n∑
j=1

[
∂Aj
∂u

(x, t, u(x, t),∇u(x, t))− ∂Aj
∂u

(x, t, v(x, t),∇v(x, t))

]
ṽxj

+

n∑
j=1

[
∂Aj
∂xj

(x, t, u(x, t),∇u(x, t))− ∂Aj
∂xj

(x, t, v(x, t),∇v(x, t))

]
+ F (x, t, u(x, t),∇u(x, t))− F (x, t, v(x, t),∇v(x, t)),

σ2(x, t) =σ(x, t, u(x, t))− σ(x, t, v(x, t)).
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By Cauchy inequality, (H1), (H3) and (11), we have

‖f2‖L∞(QT ) 6C3

[
C2(B)nL‖u− v‖C(QT ) + C2(B)n

√
nL‖u− v‖C(QT )

+ C2(B)n‖D(u− v)‖C(QT ) + C2
2 (B)nL‖u− v‖C(QT )

+ L‖D(u− v)‖C(QT ) + L‖u− v‖C(QT )

]
6C4(B)‖u− v‖C1,0(QT ),

‖Dkσ2‖L∞(ΓT ) 6C5L‖u− v‖C1,0(ΓT ), 0 ≤ k ≤ 2,

where L is the maximum of Lipschitz constants. Notice that, bij(x, t) is bounded
continuous in QT . By Theorem 9.1 (pp.341-342) in [11], one has

‖w̃‖W 2,1
q (QT ) 6 C6

(
‖f2‖L∞(QT ) + ‖σ2‖W 2−1/q,1−1/(2q)

q (ΓT )

)
for any q > 3. (15)

Lemma 3.3 (p.80) in [11] implies that

‖w̃‖C1+β,(1+β)/2(QT ) 6 C7‖w̃‖W 2,1
q (QT ),

where β = 1− (n+ 2)/q. It is clear that β > α when q is sufficiently large. Hence,

‖w̃‖C1+β,(1+β)/2(QT ) 6 C8(B)‖u− v‖C1,0(QT ),

and then

‖w̃‖C1+α,α/2(QT )

=‖w̃‖Cα,0(QT ) + ‖w̃‖C0,α/2(QT ) + ‖Dw̃‖Cα,0(QT ) + ‖Dw̃‖C0,α/2(QT )

+ ‖w̃‖C1,0(QT )

6|Ω|β−α(‖w̃‖Cβ,0(QT ) + ‖Dw̃‖Cβ,0(QT )) + T (1+β−α)/2(‖w̃‖C0,(1+β)/2(QT )

+ ‖Dw̃‖C0,(1+β)/2(QT )) + ‖w̃‖C1,0(QT )

6C9(B)‖u− v‖C1,0(QT )

6C9(B)Tα/2‖u− v‖C1+α,α/2(QT ).

(16)

Take T = T0 small enough such that

max{3Tα/20 , T
1/2
0 }C2(B) < 1, C9(B)T

α/2
0 < 1/2,

then inequality (13) holds. By the classical contraction mapping theorem, G has a
unique fixed point u ∈ XB , which is the unique local solution of (1)-(2).

Taking T0 as initial time and u(·, T0) as initial value, one can continue the solution
to a larger time interval. The procedure may be repeated indefinitely leading to the
construction of a maximally defined solution u ∈ C2+α,1+α/2(Ω × [0, T )) for some
T > 0.

3. Global existence for the case A(x, t, u,∇u) = a(x, t, u)∇u. In this section,
we investigate the global existence of classical solution to system (1)-(2) by extend-
ing the existence interval of the local solution to [0,+∞). Let a : Ω×R+×R→ R.
We only consider the special case of A(x, t, u,∇u) = a(x, t, u)∇u and σ ≡ 0, i.e.,

ut − div [a(x, t, u)∇u] = F (x, t, u,∇u) in Ω× (0,∞) (17)

with initial and boundary conditions

u(x, 0) = u0(x) ≥ 0 in Ω,
∂u

∂ν
= 0 on ∂Ω× (0,∞). (18)

According to the discussion in Section 2, we assume that
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(H1)∗ a(x, t, u) is differentiable in the variables x, t and u. a, ∂a
∂xi

, ∂a
∂u and F

are locally Cα,α/2 continuous with respect to (x, t) and locally Lipschitz continuous
with respect to u, uniformly with respect to the other variables. Further, there exist
positive constants µ̃1, µ̃2 such that

µ̃1 ≤ a(x, t, u) ≤ µ̃2, ∀(x, t, u) ∈ Ω× R+ × R.

In order to establish the non-negativity and Lp-estimate of solutions for system
(17)-(18), we further assume that the nonlinear part satisfies

(H4) |F (x, t, u, p)| 6 h(x, t, u)(1 + |p|) for ∀(x, t, u, p) ∈ Ω× R+ × R+ × Rn with
some h ∈ C(Ω× R+ × R+, (0,∞)).

(H5) F (x, t, 0, 0) ≥ 0 for ∀(x, t) ∈ QT .
Now, we investigate the non-negativity of solution to problem (17)-(18). Note

that, if u is a classical solution to (17)-(18), then we have u ∈ C2,1(QT ) ∩ C(QT ).
Assume that u(x, t) is a classical solution to (17)-(18). Then, u also satisfies the
following differential inequality

∂u

∂t
−

n∑
i,j=1

aij(x, t)
∂2u

∂xixj
+

n∑
j=1

aj(x, t)
∂u

∂xj
≥ 0,

where

aij(x, t) = a(x, t, u(x, t))δij , δij is Kronecker delta function,

aj(x, t) = − ∂a

∂xj
(x, t, u(x, t))− ∂a

∂u
(x, t, u(x, t))

∂u

∂xj
(x, t).

(19)

Considering the assumptions (H1)∗, one can easily verify that aij , aj are all
continuous. By the maximum principle for linear parabolic equation, one has u ≥
0 in QT .

Then, similar to the proof of Theorem 2.1, we get a local existence conclusion
for problem (17)-(18).

Theorem 3.1. Assume that (H1)
∗
, (H2), (H4) and (H5) hold. Then, there exists a

unique non-negative solution u(x, t) ∈ C2+α,1+α/2(QT ) of the system (17)-(18) for
some T > 0 depending on ‖u0‖C2+α(Ω).

In the following discussion, denote by C(T ), Ci(T )(i = 1, 2, · · · ) the constants
depending not only on the parameters and initial value in (17)-(18) but also on time
span T , and by C, Ci(i = 1, 2, · · · ) the constants only depending on the parameters
and initial value in (17)-(18).

3.1. A priori estimates. To continue the local solution established in Theorem
2.1, we need to perform some a priori estimates for the unknown function and its
derivative.

First, suppose that a bounded function u is the classical solution of (17)-(18),
i.e., there exists a positive constant M such that max

QT
|u| ≤ M . We then develop

the Lp estimate of u.

Lemma 3.2. (L2-estimate) Let u(x, t) be a bounded function satisfying (17)-(18).

Then, u ∈W 2,1
2 (QT ) and

‖u(·, t)‖L2(Ω), ‖∇u(·, t)‖L2(Ω) 6 C(M,T ), 0 < t < T.
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Proof. Multiplying (17) by 2u and integrating it over QT , we have∫
Ω

u2(·, t)dx−
∫

Ω

u2
0(·)dx = −2

∫
QT

a|∇u|2dxdt+ 2

∫
QT

uFdxdt.

Then by (H1)∗, (H2), (H4), (H5) and Young inequality, one has∫
Ω

u2(·, t)dx+ 2µ̃1

∫
QT

|∇u|2dxdt

6
∫

Ω

u2
0(·)dx+ 2

∫
QT

uh dxdt+
1

ε1

∫
QT

u2h2dxdt+ ε1

∫
QT

|∇u|2dxdt.

Let 0 < ε1 ≤ µ̃1, then∫
Ω

u2(·, t)dx+ µ̃1

∫
QT

|∇u|2dxdt 6 C10(M,T )

(
1 +

∫
QT

u2dxdt

)
. (20)

By Gronwall’s inequality, we have

‖u‖L2(QT ) 6 C11(M,T ). (21)

From (20) and (21), it follows that

‖u(·, t)‖L2(Ω), ‖∇u(·, t)‖L2(Ω) 6 C(M,T ), 0 < t < T. (22)

By (H1)∗, (H2) and (22), the standard Lp-estimate for parabolic equation, and

aid of Theorem 9.1 (pp.341-342) in [11], this implies that u ∈W 2,1
2 (QT ).

Remark 1. From the proof of Lemma 3.2, one can easily conclude that u ∈ V2(QT )
and ‖u‖V2(QT ) 6 C(M,T ). Moreover, the Hölder continuity of solution to problem

(17)-(18) yields that u ∈ V 1,0
2 (QT ).

Lemma 3.3. (Lp-estimate) Let u(x, t) be a bounded function satisfying (17)-(18).
Then, for any p > 1 and 0 < t < T ,

‖u(·, t)‖Lp(Ω), ‖u‖Lp(QT ) 6 C(M,T ).

Proof. Multiplying (17) by pup−1 and integrating it over QT leads to∫
Ω

up(·, t)dx−
∫

Ω

up0(·)dx =− p(p− 1)

∫
QT

aup−2|∇u|2dxdt+ p

∫
QT

up−1Fdxdt.

From (H2), (H4) and Young inequality, it follows that∫
Ω

up(·, t)dx+ p(p− 1)µ̃1

∫
QT

up−2|∇u|2dxdt

6
∫

Ω

up0(·)dx+ p

∫
QT

hup−1(1 + |∇u|)dxdt

6
∫

Ω

up0(·)dx+ p

∫
QT

hup−1dxdt+
p2

4ε2

∫
QT

h2updxdt

+ ε2

∫
QT

up−2|∇u|2dxdt.

(23)

Choose an ε2 with 0 < ε2 ≤ p(p− 1)µ̃1/2. By (23), one has∫
Ω

up(·, t)dx 6 C12(M,T )

(
1 +

∫
QT

updxdt

)
. (24)

Then, Gronwall’s lemma implies that ‖u‖Lp(QT ) 6 C(M,T ). Therefore, ‖u(·, t)‖
Lp(Ω) 6 C(M,T ) for any t ∈ [0, T ).
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In order to achieve higher regularity of |∇u|, we introduce the following lemma.

Lemma 3.4. Let w ∈W 2,1
p (QT )∩C2,1(QT ) be a nonnegative and bounded function

satisfying{
∂w
∂t 6 div [a(x, t, w)∇w] + r1(x, t, w)|∇w|+ r2(x, t) in Ω× (0,∞),
∂w
∂ν 6 0 on ∂Ω× (0,∞),

(25)

where r1 ∈ C(Ω× R+ × R+,R), r2 ∈ Lp(QT ) . Then, Dw ∈ L2p(QT ).

Proof. For any t ∈ (0, T ), multiplying (25) by w|∇w|2(p−1) and integrating it over
Ω produce∫

Ω

wtw|∇w|2(p−1)dx

6
∫
∂Ω

aw|∇w|2(p−1) ∂w

∂ν
dx−

∫
Ω

a∇w · ∇(w|∇w|2(p−1))dx

+

∫
Ω

wr1|∇w|2p−1dx+

∫
Ω

r2w|∇w|2(p−1)dx

=

∫
∂Ω

aw|∇w|2(p−1) ∂w

∂ν
dx− 2(p− 1)

∫
Ω

aw|∇w|2(p−2)
n∑

i,j=1

wxiwxjwxixjdx

−
∫

Ω

a|∇w|2pdx+

∫
Ω

wr1|∇w|2p−1dx+

∫
Ω

r2w|∇w|2(p−1)dx

≤ µ̃2(p− 1)

ε3

∫
Ω

w2|∇w|2(p−2)|D2w|2dx+ µ̃2n(p− 1)ε3

∫
Ω

|∇w|2pdx

− µ̃1

∫
Ω

|∇w|2pdx+

∫
Ω

wr1|∇w|2p−1dx+

∫
Ω

wr2|∇w|2(p−1)dx.

By the Young inequality, one has

µ̃1

∫
Ω

|∇w|2pdx

6C13

∫
Ω

[ε3|∇w|2p + ε4|∇w|2p +
1

4ε4
wp|wt|p + ε5|∇w|2p +

1

4ε5ε
p/2
3

wp|D2w|p

+ ε6|∇w|2p +
1

4ε6
w2p|r1|2p + ε7|∇w|2p +

1

4ε7
wp|r2|p]dx, (26)

where identities 1/p + 2(p− 1)/(2p) = 1, 2/p + 2(p− 2)/(2p) = 1 and 1/(2p) +
(2p− 1)/(2p) = 1 are applied. Let 0 < ε3, ε4, ε5, ε6, ε7 ≤ µ̃1/10. Then, (26) implies

µ̃1

2

∫
Ω

|∇w|2pdx 6 C14

∫
Ω

wp
[
|wt|p + |D2w|p + wp|r1|2p + |r2|p

]
dx. (27)

Suppose that max
QT
|w| ≤ M̃ . Then, integrating (27) with respect to t from 0 to T

leads to

‖∇w‖L2p(QT ) 6 C15(M̃, T )
[
‖w‖1/2

W 2,1
p (QT )

+ ‖r2‖1/2Lp(QT ) + 1
]
6 C16(M̃, T ).

The following lemma directly follows from Lemma 3.2, Lemma 3.3 and Lemma
3.4.
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Lemma 3.5. Let u be a bounded function satisfying (17)-(18). Then, for any

positive integer k, Du ∈ L2k+1

(QT ) and ‖Du‖
L2k+1 (QT )

6 C(M,T ).

Proof. Applying Lemma 3.4 to problem (17)-(18), one can obtain Du ∈ L4(QT )
due to the result in Lemma 3.2. Since u(x, t) is bounded and a classical solution
for (17)-(18), we can rewrite this equation as the following linear form

ut −
n∑

i,j=1

aij(x, t)
∂2u

∂xixj
+

n∑
j=1

aj(x, t)
∂u

∂xj
= f∗(x, t), (28)

where f∗(x, t) = F (x, t, u(x, t),∇u(x, t)), aij and aj are given in (19). Then, (H4),
(H5) and Lemma 3.3 indicate that each aij is bounded continuous function on QT ,
and aj , f

∗ ∈ L4(QT ). By employing Theorem 9.1 (pp.341-342) and its remark

(p.351) in [11], one has u ∈W 2,1
4 (QT ) and

‖w̃‖W 2,1
4 (QT ) 6 C17

(
‖f∗‖L4(QT ) + ‖u0‖W 2−1/2

4 (Ω)

)
6 C18(M,T ). (29)

Using Lemma 3.4 again, one has Du ∈ L8(QT ) and ‖Du‖L8(QT ) 6 C19(M,T ).

By mathematical induction arguments, we conclude that Du ∈ L2k+1

(QT ) and
‖Du‖

L2k+1 (QT )
6 C(M,T ) for any k = 1, 2, · · ·.

Remark 2. We can establish the boundedness of u on QT by using Theorem 7.1
(pp.181-182) in [11]. In fact, suppose further that

(H6) F (x, t, u, p) 6 h∗(x, t, u)(u+ |p|) for ∀(x, t, u, p) ∈ Ω×R+ ×R+ ×Rn with
some bounded function h∗ ∈ C(Ω×R+×R+, (0,∞)). Similar to the proof of Lemma
3.2 and 3.3, one can obtain

u ∈W 2,1
2 (QT ) ∩ Lp(QT ) ∩ V 1,0

2 (QT ),

and the corresponding norms are bounded by some positive constant C20(T ). On
the other hand, by Gagliardo-Nirenberg interpolation inequality for n ≤ 3 ([1]), one
can conclude that

‖Du(·, t)‖L4(Ω) ≤ C21‖Du(·, t)‖1−θL2(Ω)‖D
2u(·, t)‖θL2(Ω) ≤ C22(T ) (θ = n/4).

Thus, Du ∈ L4(QT ). A standard Lp estimate for linear parabolic equation shows

that u ∈W 2,1
4 (QT ). Similar to estimate (27), one has

µ̃1

2

∫
Ω

|∇u|6dx 6C23

∫
Ω

(
u3|ut|3 + u3|D2u|3 + u6

)
dx

6C24

∫
Ω

(
u12 + |ut|4 + |D2u|4 + u6

)
dx.

And then,

‖∇u‖L6(QT ) 6 C25

(
‖u‖2L12(QT ) + ‖u‖2/3

W 2,1
4 (QT )

+ ‖u‖L6(QT )

)
6 C26(T ).

Now, we are at the right position to establish the boundedness of u. Since the
coefficients a2

ij , a
2
j , f
∗ of equation (28) are in L3(QT ), all conditions of Theorem

7.1 (pp.181-182) [11] are fulfilled for n ≤ 3. Therefore, there must be a positive
constant C27(T ) such that ‖u‖L∞(QT ) ≤ C27(T ).

By Remark 2 and the proof of Lemma 3.4, we can easily prove the following
result similar to Lemma 3.5.
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Lemma 3.6. Let u be a classical solution of (17)-(18) and n ≤ 3. Then, for any

positive integer k, Du ∈ L2k+1

(QT ) and ‖Du‖
L2k+1 (QT )

6 C(T ).

3.2. Continuation of local solution. Now, we extend the local solution of (17)-
(18) obtained in Theorem 2.1 to [0,∞).

Lemma 3.7. Let u be a bounded function satisfying (17)-(18). Then

‖u‖C2+α,1+α/2(QT ) 6 C(M,T ).

Proof. From the proof of Lemma 3.5, we can conclude that there must be some
positive integer k0 such that 2k0+1 > n + 2. Then, we can stop the regularity
argument at this k0 and draw a conclusion that

‖u‖W 2,1
q0

(QT ) 6 C28(M,T ), q0 = 2k0+1.

By the embedding relation (for example, Lemma 3.3, p.80 in [11]) W 2,1
q (QT ) ↪→

C1+β,(1+β)/2(QT ) with β = 1− (n+ 2)/q > α for q > n+ 2, we have

‖u‖C1+α,(1+α)/2(QT ) 6C29‖u‖C1+β,(1+β)/2(QT )

6C30‖u‖W 2,1
q0

(QT ) 6 C31(M,T ).

Then, aij , aj , f
∗ ∈ Cα,α/2(QT ). Applying Schauder theory (for example, Theorem

5.3, pp.320-321 in [11]) to (17), we can obtain

‖u‖C2+α,1+α/2(QT ) 6 C(M,T ).

Theorem 3.8. Assume that (H1)∗, (H2), (H4) and (H5) hold. Then, for any given
T > 0, there exists a unique non-negative solution u(x, t) ∈ C2+α,1+α/2(QT ) of the
system (17)-(18). Moreover, if u is bounded on QT , then T = +∞.

Proof. We prove it by contradiction arguments. Assume that [0, T ∗) is the maximum
existence interval of the solution to (17)-(18). For any ε ∈ (0, T ∗), take u(x, T ∗− ε)
as the new initial value. By Theorem 2.1, one can extend the solution to Q(T∗−ε)+T1

for some T1 > 0, here T1 only depends on the upper bound of ‖u(x, T ∗−ε)‖C2+α(Ω).

By the a priori estimate in Lemma 3.7, T1 only depends on T ∗ but does not depend
on ε. Hence, we can choose an appropriate ε satisfying ε < max{T ∗, T1} and
then (T ∗ − ε) + T1 > T ∗, which contradicts to the definition of T ∗. The proof is
complete.

Theorem 3.9. Assume that (H1)∗, (H2), (H4)-(H6) hold and n ≤ 3. Then, there
exists a unique non-negative solution u(x, t) ∈ C2+α,1+α/2(Ω × [0,+∞)) of the
system (17)-(18).

Remark 3. It is easy to see that a ∈ C2(Ω × R+ × R,R) and F ∈ C1(Ω × R+ ×
R× Rn,R) are sufficient to ensure (H1)∗ holds true.

4. Examples. In order to illustrate the main feature of the this study, in this
section, we will explore the global existence and uniqueness of solution to some
models, including an application to a data-based density-dependent diffusion model
of in vitro glioblastoma growth.
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Example 1. In order to model the glioblastoma tumor growth, [19] proposed
a density-dependent convective-reaction-diffusion equation, whose one-dimensional
Cartesian coordinate version reads

ut = D(u)uxx +D′(u)(ux)2 − γux + u(1− u), (30)

where the behavior of both proliferation and migration processes are incorporated.
In (30), diffusion is large for areas where the amount of cells are small (the

migrating tumor cells), but diffusion is small where the cell density is large (the
proliferating tumor cells). There are many functions that could serve as the diffusion
function D(u), for example,

D(u) = D1 −
D2u

n

an + un
,

here D1, D2, a, n are all positive constants, n > 1, and D2 ≤ D1 to avoid negative
diffusion.

Although the dynamics of (30) are well explored, the existence and uniqueness of
solutions are not investigated since the criteria existing in the literature can not be
applied. We claim that the existence and uniqueness of (30) satisfying the boundary
condition (18) falls into the framework of this study.

In fact, It is easy to see that (30) is a special case of (17). We have

D′(u) = −na
nD2u

n−1

(an + un)2
,

D
′′
(u) = nanD2

−(n− 1)a2nun−2 + 2anu2n−2 + (n+ 1)u3n−2

(an + un)4
.

Then, D′(0) = D
′′
(0) = 0. Moreover, if n > 2, then, for any u > 1,

|D′(u)| = nanD2u
n−1

(an + un)2
6
nanD2u

n

2anun
=
nD2

2
,

|D
′′
(u)| 6 nanD2

(n− 1)a2nun−2 + 2anu2n−2 + (n+ 1)u3n−2

u4n

6 nD2a
n[(n− 1)a2n + 2an + (n+ 1)],

and, for any u ∈ (0, 1),

|D′(u)| = nanD2u
n−1

(an + un)2
6
nanD2u

n−1

a2n
<
nD2

an
,

|D
′′
(u)| 6 nanD2

(n− 1)a2nun−2 + 2anu2n−2 + (n+ 1)u3n−2

a4n

<
nD2[(n− 1)a2n + 2an + (n+ 1)]

a3n
.

Therefore, for any u ∈ [0,∞), we have

|D′(u)| 6 nD2 ·max

{
1

2
,

1

an

}
,

|D
′′
(u)| 6 nD2[(n− 1)a2n + 2an + (n+ 1)] ·max

{
an,

1

a3n

}
.

This shows that D(u) and D′(u) have bounded derivatives on [0,∞). Clearly,
D(u), D′(u) are both Lipschitz continuous on [0,∞), and F (u, p) = u(1 − u) − γp
is locally Lipschitz continuous with respect to u or p.
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From the above discussion, we know that (H1)∗, (H2), (H5) and (H6) are sat-
isfied for model (30). Moreover, the maximum principle yields that 0 6 u 6 1.
Then Theorem 3.8 implies that there exists a unique non-negative solution u(x, t) ∈
C2+α,1+α/2(Ω× [0,+∞)) of (30) satisfying the boundary condition (18).

Example 2. Consider the following quasilinear parabolic equation

ut − div [a(x, t, u)∇u] = min{ku,K} in Ω× (0,∞) (31)

where k andK are positive constants. Since F (u) = min{ku,K} is non-differentiable
at u = K

k , results in [3], [4] and [22] can not be applied to problem (18) and (31).
However, it is obvious that F (u) is Lipschitz continuous on R. Suppose that

a(x, t, u) and initial value satisfy assumptions in §3. Then, according to Theo-
rem 3.9, problem (18) and (31) possesses a unique non-negative solution u(x, t) ∈
C2+α,1+α/2(Ω× [0,+∞)).

5. Discussion. This paper is devoted to the study of the global-in-time solutions
for a generalized quasi-linear parabolic equation with applications in biology and
medicine. Under some practical regularity and structure conditions on diffusion
term and nonlinearity, we establish the local and global existence and uniqueness
of classical solutions for problem (17)-(18). The main results are Theorems 3.1, 3.8
and 3.9, which show that the unique solution of problem (17)-(18) and its derivatives
(u, uxi , uxixj and ut) are all continuous in QT . One of the main difficulties for global
existence is to perform the Lp-estimate of Du. Comparing to the existing results on
the global solutions of quasi-linear parabolic equations, our conditions on diffusion
item and nonlinearity function represented by ((H1)∗, (H4) − (H6)) are easier to
verify and need weaker regularity.

However, we only investigate the existence of classical solutions for a single-
equation system in the present paper. In real-world applications, quasi-linear para-
bolic systems consisting of two or more equations are more common and significant.
Thus, we are also interested in the existence of classical solutions for quasi-linear
parabolic systems of equations. The method of classical fixed point theory is usu-
ally effective for studying the question of local existence of solutions to systems of
equations. But the Lp-estimate techniques for the unknowns and their gradients are
more difficult due to the coupled diffusion and nonlinear terms. To overcome this
difficulty, we may need some novel Sobolev embedding results and new interpolation
inequalities. We encourage future efforts along these directions.
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2004.

[9] T. Hillen and K. J. Painter, A user’s guide to PDE models for chemotaxis, J. Math. Biol.,

58 (2009), 183–217.
[10] V. John and E. Schmeyer, On finite element methods for 3D time-dependent convection-

diffusion-reaction equations with small diffusion, BAIL 2008 - Boundary and Interior Layers,

Lect. Notes Comput. Sci. Eng., Springer, Berlin, 69 (2009), 173–181.
[11] O. A. Ladyzenskaja, V. A. Solonnikov and N. N. Ural’ceva, Linear and Quasilinear Equations

of Parabolic Type, Translations of Mathematical Monographs, Amer. Math. Soc., Vol. 23,

1968.
[12] J. M. Lee, T. Hillena and M. A. Lewis, Pattern formation in prey-taxis systems, J. Biol.

Dynamics, 3 (2009), 551–573.
[13] G. P. Mailly and J. F. Rault, Nonlinear convection in reaction-diffusion equations under

dynamical boundary conditions, Electronic J. Diff. Eqns, 2013 (2013), 1–14.

[14] J. D. Murray, Mathematical Biology I: An Introduction, Springer, Vol. 17, 2002, 3rd Edition.
[15] H. G. Othmer and A. Stevens, Aggregation, blowup and collapse: The ABC’s of taxis in

reinforced random walks, SIAM J. Appl. Math., 57 (1997), 1044–1081.

[16] K. J. Painter and T. Hillen, Spatio-temporal chaos in a chemotaxis model, Physica D, 240
(2011), 363–375.

[17] C. V. Pao and W. H. Ruan, Positive solutions of quasilinear parabolic systems with Dirichlet

boundary condition, J. Diff. Eqns, 248 (2011), 1175–1211.
[18] N. Shigesada and K. Kawasaki, Biological Invasions: Theory and Practice, Oxford Series in

Ecology and Evolution, Oxford University Press, 1997.

[19] T. L. Stepien, E. M. Rutter and Y. Kuang, A data-motivated density-dependent diffusion
model of in vitro glioblastoma growth, Mathematical Biosciences and Engineering, 12 (2015),

1157–1172.

[20] Y. Tao, Global existence of classical solutions to a predator-prey model with nonlinear prey-
taxis, Nonl. Aanl.: RWA, 11 (2010), 2056–2064.

[21] Y. Tao and M. Winkler, Energy-type estimates and global solvability in a two-dimensional
chemotaxis-haptotaxis model with remodeling of non-diffusible attractant, J. Diff. Eqns., 257

(2014), 784–815.
[22] Z. Yin, On the global existence of solutions to quasilinear parabolic equations with homoge-

neous Neumann boundary conditions, Glasgow Math. J., 47 (2005), 237–248.

Received January 27, 2016; Accepted June 28, 2016.

E-mail address: wenzj@lzu.edu.cn

E-mail address: mfan@nenu.edu.cn

E-mail address: amkasiri@kau.edu.sa

E-mail address: eoalzahrani@kau.edu.sa

E-mail address: mahmed4@kau.edu.sa

E-mail address: kuang@asu.edu

http://www.ams.org/mathscinet-getitem?mr=MR0511740&return=pdf
http://dx.doi.org/10.1016/0001-8708(78)90130-5
http://dx.doi.org/10.1016/0001-8708(78)90130-5
http://www.ams.org/mathscinet-getitem?mr=MR2877964&return=pdf
http://dx.doi.org/10.1016/j.cma.2011.10.004
http://dx.doi.org/10.1016/j.cma.2011.10.004
http://www.ams.org/mathscinet-getitem?mr=MR2306482&return=pdf
http://dx.doi.org/10.1016/j.jtbi.2006.10.024
http://dx.doi.org/10.1016/j.jtbi.2006.10.024
http://www.ams.org/mathscinet-getitem?mr=MR2081104&return=pdf
http://dx.doi.org/10.1007/978-3-0348-7964-4
http://www.ams.org/mathscinet-getitem?mr=MR2448428&return=pdf
http://dx.doi.org/10.1007/s00285-008-0201-3
http://www.ams.org/mathscinet-getitem?mr=MR2581488&return=pdf
http://dx.doi.org/10.1007/978-3-642-00605-0_13
http://dx.doi.org/10.1007/978-3-642-00605-0_13
http://www.ams.org/mathscinet-getitem?mr=MR0241822&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2573966&return=pdf
http://dx.doi.org/10.1080/17513750802716112
http://www.ams.org/mathscinet-getitem?mr=MR3020226&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1908418&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1462051&return=pdf
http://dx.doi.org/10.1137/S0036139995288976
http://dx.doi.org/10.1137/S0036139995288976
http://www.ams.org/mathscinet-getitem?mr=MR2592885&return=pdf
http://dx.doi.org/10.1016/j.jde.2009.12.011
http://dx.doi.org/10.1016/j.jde.2009.12.011
http://www.ams.org/mathscinet-getitem?mr=MR3394082&return=pdf
http://dx.doi.org/10.3934/mbe.2015.12.1157
http://dx.doi.org/10.3934/mbe.2015.12.1157
http://www.ams.org/mathscinet-getitem?mr=MR2646615&return=pdf
http://dx.doi.org/10.1016/j.nonrwa.2009.05.005
http://dx.doi.org/10.1016/j.nonrwa.2009.05.005
http://www.ams.org/mathscinet-getitem?mr=MR3208091&return=pdf
http://dx.doi.org/10.1016/j.jde.2014.04.014
http://dx.doi.org/10.1016/j.jde.2014.04.014
http://www.ams.org/mathscinet-getitem?mr=MR2203490&return=pdf
http://dx.doi.org/10.1017/S0017089505002442
http://dx.doi.org/10.1017/S0017089505002442
mailto:wenzj@lzu.edu.cn
mailto:mfan@nenu.edu.cn
mailto:amkasiri@kau.edu.sa
mailto:eoalzahrani@kau.edu.sa
mailto:mahmed4@kau.edu.sa
mailto:kuang@asu.edu

	1. Introduction
	2. Local existence and uniqueness
	3. Global existence for the case A(x,t,u,u)=a(x,t,u)u.
	3.1. A priori estimates
	3.2. Continuation of local solution

	4. Examples
	5. Discussion
	Acknowledgments
	REFERENCES

