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Abstract:  Non-traveling wave solutions are crucial, as they provide deeper insights into the
complex dynamics and diverse wave structures of nonlinear systems, expanding the understanding of
phenomena beyond traditional traveling wave approaches. This research focuses on deriving explicit
non-traveling wave solutions for the (3+1)-dimensional KdV-Calogero-Bogoyavlenskii—Schiff (KdV-
CBS) equation. A new method using an improved variable separation technique is applied to find
abundant explicit non-traveling wave solutions. This technique integrates elements from both the KdV
and CBS equations, extending and unifying previous methodologies. The derived solutions incorporate
multiple arbitrary functions, showcasing greater versatility than previous methodologies. By selecting
specific forms for these functions, diverse non-traveling exact solutions such as periodic solitary waves
and cross soliton-like patterns are constructed. All derived solutions are validated by plugging them
into the original equation using Maple software, confirming their correctness. Since non-traveling
wave solutions for the (3+1)-dimensional KdV-CBS equation have not been thoroughly explored, this
study makes a significant contribution to the field.
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1. Introduction

Exact solutions of partial differential equations (PDEs) improve our understanding of the physical
phenomena they describe, helping researchers identify key features and behaviors of different nonlinear
systems [1,2]. Traveling wave solutions and non-traveling wave solutions represent two distinct classes
of solutions to PDEs. Traveling wave solutions are characterized by a wave profile that propagates at a
constant speed without changing its shape, often expressed in the form u(x, t) = f(x—ct), where c is the
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wave speed. These solutions are widely studied due to their simplicity and applicability to phenomena
like solitons and wave propagation in homogeneous media. In contrast, non-traveling wave solutions
do not exhibit a fixed propagation pattern and may involve more complex structures, such as spatially
localized or time-dependent behaviors. These solutions often arise in systems with inhomogeneous
or nonlinear effects, providing deeper insights into the dynamics of more intricate physical systems.
While traveling wave solutions are well-established in the literature, non-traveling wave solutions offer
a broader perspective, capturing phenomena that cannot be described by traditional traveling wave
approaches. In recent years, there has been an increasing focus on discovering non-traveling wave
solutions to nonlinear partial differential equations. For example, through symbolic computation and
the (G’/G)-expansion method, a range of exact solutions in hyperbolic and trigonometric function
forms are derived, leading to various non-traveling wave solutions to the (3+1)-dimensional Boiti—
Leon-Manna—Pempinelli equation [3]. By integrating the generalized variable separation method
with the extended homoclinic test approach (EHTA), some explicit non-traveling wave solutions of
the (3+1)-dimensional potential Yu—Toda—Sasa—Fukuyama (YTSF) equation were constructed in [4].
Using the same methodology, some explicit non-traveling wave solutions for the (2+1)-dimensional
breaking soliton equation were derived in [5] using symbolic computation. The research in [6]
investigates the variable coeflicient Date—Jimbo—Kashiwara—Miwa equation using the EHTA, yielding
several diverse non-traveling exact solutions, including kink-like, singular solitary, and periodic
solitary wave solutions. Another article [7] investigates non-traveling wave solutions for the time-
dependent coeflicient Bogoyavlenskii—-Kadomtsev—Petviashvili equation.

The celebrated KdV equation is a fundamental nonlinear partial differential equation that models
wave propagation in dispersive media, playing a pivotal role in soliton theory and integrable
systems [8]. Since its introduction in 1895, the KdV equation has been widely studied, driving
significant progress in nonlinear science, fluid dynamics, and mathematical physics. For example,
the work of [9] explores the generalized scale-invariant analog of the KdV equation, bridging the
KdV and scale-invariant dependent variable (SIdV) equations. Using the tanh-coth method, new
traveling wave solutions are derived, revealing bell-shaped solutions consistent with the KdV and
SIdV equations. The results highlight the method’s effectiveness as a mathematical tool for solving
nonlinear problems in cross-disciplinary sciences. In [10], the Whitham modulation equations for
the complex modified Korteweg—de Vries (cmKdV) equation with step-like initial data. Using the
Lax pair and Krichever’s algebro-geometric scheme, the N-genus Whitham equations are derived and
solved via Hodograph transformation. Numerical simulations confirm the theory, revealing exotic wave
patterns and validating the analytical results. In [11], the author introduced two new (3+1)-dimensional
equations: the KdV-Calogero-Bogoyavlenskii—Schiftf (KdV-CBS) equation and its negative-order
counterpart (nKdV-nCBS). In this work, it has been confirmed that equation satisfies the Painlevé
integrability test, and its dispersion relations and multiple soliton solutions are also systematically
derived.

In this paper, we study the (3+1)-dimensional KdV-CBS equation [11]

Ut + Ugyry + Aty + 2Ulty + Allyy + pltyy + VU, = 0, (1.1)

where u = u(x,y, z,t) models the water wave velocity corresponding to the surface of shallow water
waves. The symbols 4, u, and v denote unspecified coeflicients. It is evident that when both v and u
vanish, Eq (1.1) reduces to the negative-order KdV equation. On the other hand, if v = 4 = 0 hold,
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Eq (1.1) becomes the negative-order CBS equation.

Developing techniques for the exact wave solutions of the model has attracted the interest of many
scholars in the past years. In this direction, the research in [12] explored the problem by applying
a traveling wave transformation. In the work of [13], they employed unified and singular manifold
methods to derive specific traveling wave solutions for the model in different functional forms.
Moreover, [14] derived several categories of rational solutions to a special form of the KdV-Calogero—
Bogoyavlenkskii—Schiff equation using symbolic computation. It was also demonstrated that the
equation can be reformulated as a trilinear linear equation through truncated Painlevé expansion,
leading to explicit representations of the rational solutions. The authors of [15] derived various wave
solutions to the generalized form of model (1.1), including lump, soliton, and breather solutions, using
symbolic computation and Hirota’s method.

This study aimed to employ an innovative generalized variable separation technique to derive
abundant explicit non-traveling wave solutions for Eq (1.1). To the best of our knowledge, there have
been no analytical solutions of this kind for the equation documented in the existing literature. To
achieve this objective, the first step is to explore a new variable transformation that draws on ideas
from prior studies. The second section of this article discusses this concept and the findings derived
from it. Further, in the last section, a summary of the key conclusions is provided.

2. Main analysis

In this section, we examine the EHTA for finding non-traveling exact solutions to Eq (1.1) in the
following generalized form:
u=peén+aq. (2.1)
where ¢ = ax + 0(y,z,t), and p = p(y,z,1),9(&, t),q = q(y,z,1), and 6(y,z,t) are three unknown
functions.

Remarks 2.1. It is important to highlight that the modified variable separation method employed
in this research, described by Eq (2.1), provides a more general strategy compared with the related
techniques examined in earlier studies [3—7], which mainly focused on p(y,z,t) = 1.

Next, by inserting the symbolic structure Eq (2.1) into Eq (1.1), it is simplified as

O1 Peeee + 02 Peee + 03 Pee + 04 Peepe + Os Qeep + 66 g + 07 0f + O3 0z = 0, (2.2)
where

o1 =a0,p, Sy=a’p, & =ap(2aq, +6u+0y+a+6,), & =6apl, -
(2.
0s = 2appy, 06 = a/(py,u +p.v+ pt), 07 = 4a2ppy, 0s = ap.
At this point, we are seeking the criteria that would transform Eq (2.2) into a more straightforward and
solvable form. To accomplish this, we need to analyze the scenario in which the term ¢, in Eq (2.2) is
removed. This leads us to set ;3 = 0, resulting in

ady + ub + f(v@Z +6,) dy
2a

Considering the remaining coefficients in Eq (2.3) and for the sake of further simplifications, it will be
very beneficial if we establish the following two assumptions.

q(y,z,1) = — + Az, 1). 2.4)
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2.1. The first assumption: p(y,z,t) = ¢

Without loss of generality, we assume that p(y, z,f) = 1 holds. This leads to 9, = 5 = d¢ = 67 =0,
and Eq (2.2) simplifies to

@Oy Pzeee + 60,0060¢ + @z = 0. (2.5)

Now, we integrate Eq (2.5) once with respect to € and null the integral constant as
029y<p§§§ + 39),ag0§ + ¢, =0. (2.6)
To further simplify Eq (2.6), let us consider 6,(y, z, f) = 1, which implies
0(y,2,1) =y +0(z1). 2.7)

If we insert Eq (2.7) into Eq (2.4), the solution becomes

Aa +u+v0O,(z,1) + O,(z, t
Q(y,z,t)=—( hlhai LAl ))y+A(z,t). 2.8)
Moreover, Eq (2.6) takes the form of
P 0eee(€.1) + 3agl(E,1) + (€1 = 0. (2.9)

For solving (2.9), we introduce the new variable ¢(&, t) = @(p) along with p = k& + wt in (2.9) and get
& d ? d

P | —D ()] +3ak* | — P (p)| +w|—D(p)]|=0. (2.10)
dp? dp dp

Now, we apply an analytical technique called the modified generalized exponential rational function
method (mGERFM), which was proposed by Ghanbari [16]. On the basis of this method, the solution
to Eq (2.10) takes the form of the following structure:

L (T) < [(p)\
D(p) = g + s-( ) + ; , (2.11)
0 ; J F(SO) ;7] F’(KJ)
h
where gleﬁlp + gzeﬁzm
L(o) = S1€ " T 6™ 2.12
®) G379 + gueer’ =1

and n is the balance number of the given equation. By applying the balance rule given in Eq (2.10), we
may infer that 2(n + 1) = n + 3, which gives n = 1. Thus, from Eq (2.11), we obtain

F’(SO))+ 1(T‘(gf)) )
I'(p) I"(p)
Upon inserting the expression from Eq (2.13) along with Eq (2.12) in Eq (2.10) and solving the
resultant for the unknown parameters, the following solutions are obtained.

Set 1: Inserting [¢1, $2, 53, 54] = [2,0, 1, 1] and [¢4, 92, 93, 94] = [2,0,2,0] in Eq (2.12), one has

D(p) = &y + & ( (2.13)

(2.14)
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Moreover, the rest of the parameters can be obtained as follows:

w = 4K’ g = —2ka, v =0, (2.15)

where «, g are free-chosen parameters.

Taking the obtained results into account in Eqgs (2.13) and (2.14), we have

0% — dka + &

@
(9) ]

Based on the previously mentioned solution, the wave solution to Eq (2.9) is presented below

Q3102
8k’ ta +2K§_4Ka,+80

e8P +2¢€ | ]

o€

i, 1) = (2.16)

Consequently, using Eqs (2.16), (2.7), and (2.8) in (2.1), a non-traveling solution for Eq (1.1) is
determined as follows:

goe B +OCD) _ gy v+ gy (A + u+v0O,(z,1) + Oz, 1)

e—8K3t(12+2K(ax+y+®(z,t)) +1 2a y+ A(Z’ l) ’ (217)

u =

In Figure 1, we present graphical representations of the solution u;(1, 1, z,7) described in Eq (2.17).
The parameters used are 4 = 0.6, = 0.4,v = 0.7, and @ = 1.1, along with various choices of (i)
A(z,t) = sin(z + 1) and O(z, 1) = cos(z — 1); (ii) A(z,t) = sin(z) + sin(¢) and O(z,7) = zt; and (iii)
A(z,t) = tsin(e) and O(z, ) = cos(z) cos(?).
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Figure 1. Dynamics of the solution u;(1, 1,z,#) proposed in Eq (2.17) with 1 = 0.6,u =
04,v=0.7,«=0.7,a = 1.1, and & = 1, corresponding to (first column) A(z, ) = sin(z + )
and O(z, 1) = cos(z — 1); (second column) A(z, ) = sin(z) + sin(?) and O(z, t) = z¢; and (third
column) A(z, 1) = tsin(e®) and O(z, 1) = cos(z) cos(?).

As seen in Figure 1, for A(z,7) = sin(z + ¢) and ©(z, ) = cos(z — 1), the solution u; exhibits periodic
wave-like behavior due to the trigonometric functions. The interaction of sin(z+¢) and cos(z—¢) creates
interference patterns, while the exponential term modulates the amplitude, leading to a combination of
periodic oscillations and exponential decay or growth over time. Moreover, with A(z, ) = sin(z)+sin(f)
and O(z, 1) = zt, the solution #; shows mixed periodicity in z and 7. The linear growth term z¢ dominates
for a large z or ¢, causing the amplitude of u, to increase linearly, while the periodic terms introduce
oscillatory behavior, resulting in a modulated wave pattern. Finally, for A(z, ?) = tsin(e®) and O(z, 1) =
cos(z) cos(?), the solution u; displays high-frequency oscillations in z due to the ¢* term. The time-
dependent amplitude 7 sin(e®) grows linearly with ¢, while the periodic modulation from cos(z) cos(f)
creates complex, nonlinear dynamics, potentially leading to chaotic or intricate wave structures.

Remarks 2.2. By utilizing a wide range of arbitrary functions within the solution u,, numerous distinct
non-traveling exact solutions to the KdV-CBS equation (1.1) can be derived.
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Some special cases of the solution (2.17)
m For A(z,1) = A1(z) Ay(¢) and O(z, 1) = O1(z) O,(¢) in Eq (2.17), we obtain

yoe—8K3ta2+2K(ax+y+®1(Z)@z(l)) — dka + ¥o (u + 01(2) O2() v + da + O4(2) @'z(t)) y

w1 = 081 a2+ 2K(ax+y+01(20:(1) 4 | 2o A1 (@) Ax(0).
(2.18)
m For A(z,1) = A1(z2) + Ay(¢) and O(z, 1) = O(z) + O,(¢) in Eq (2.17), we obtain
-8 1 a2 +2k(ax+y+01 (2)+02(1) _ + O () v+ Ada + OL(1)
e da + M y
Upp = % PYEPRCIT) % ( : = ) +Ai(2) + Ar(1).
e 8ta k(@x+y+01(2)+01(1)) + 1 20/
(2.19)

m For A(z,t) = ¢ and O(z, 1) = sin(z + t) in Eq (2.17), we obtain
yoe ST axtytsinGH) _ 4oy 4y (i + cos(z + 1) v + Ada + cos(z + 1)) y N
— e

e—8K3ta2+2/<(ax+y+sin(z+t)) +1 2

Set 2: Inserting [gl’ 2,573, g4] = [1’ _la 2i, O] and [01’ ﬁZ’ 1-939 794] = [2 + ia 2- i’ 0’ 0] in Eq (212), one
has

e+ (2.20)

U3 =

[(p) = sin(p) e**. (2.21)
Additionally, the remaining parameters can be obtained as follows:
w=43a% g =0,y = —10ka, (2.22)
where «, g are free-chosen parameters.
Taking the obtained results into account in Eqs (2.13) and (2.14), one achieves

_ 2(=5ka + &) sin(€) + &o cos(§)
P9) = 2 5in(@) + cos@)

If we account for the solution outlined earlier, the wave solution for Eq (2.9) is provided below:

2 (=5ka + &) sin(4/<3tcy2 + K(f) + & (:os(4/<3ta/2 + K§)

(&, 1) = (2.23)

2 sin(4i3ta? + k€) + cos(4i3ta? + k)

Hence, if we use Eqs (2.23), (2.7), and (2.8) in (2.1), a non-traveling solution for Eq (1.1) is determined
as follows:

(—10ka + 2¢&p) sin(4/<3ta2 +k(ax +y+ 0O(z, t))) + & cos(4/<?’ta/2 + Kk (ax +y+ 0O(z, t)))
U, =

2sin(4i3ta? + k (@x +y + O(z, 1)) + cos(4k’ta? + k (ax +y + O(z, 1)) (2.24)
A
~ ( a+u+vO.(z,0) + Oz, t))y LAY,

2«
Some special cases of the solution (2.24)

m For A(z, 1) = e’ cos(z) and O(z, t) = tsin(z) in Eq (2.24), we obtain

(=10ax + 2yy) sin(4/<3t a* +k(ax+y+ tsin(z))) + %o cos(4/<3t > +k(ax+y+t sin(z)))

21 = 2sin(4x3t a? + k (ax + y + tsin(z))) + cos(4k3t a? + k (ax + y + tsin(z)))

(U +tcos(z) v + Ao + sin(z)) y
2a

+ e’ cos(z).
(2.25)
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m For A(z,7) = t — sin(z) and ©(z, ) = #* tan(z) in Eq (2.24), we obtain

(=10ax + 2v;) sin(4/<3t @+« (ax +y+1 tan(z))) + %0 cos(4/<3tcx2 + K (a/x +y+1 tan(z)))

22 = 2sin(463t a? + k (ax + y + > tan(z))) + cos(4x3t a® + k (ax + y + 12 tan(z)))

(,u + 12 (1 + tan’ (z)) v+ Ada + 2t tan(z)) y

+t—sin(z) .
2a
(2.26)
m For A(z,1) = # + 7 and O(z, ) = 72 — £* in Eq (2.24), we obtain
(=10ax + 2yy) sin(4l<3ta2 +K (ax -+ + y)) + % cos(4/<3ta/2 + K (ax -2+ + y))
H23 = 2sin(43ta? + k(@x — > + 22 +y)) + cos(4x3ta? + k (ax — 2 + 22 + y)) (2.27)
(o +2zv+pu—-20y P4
2a

In Figure 2, we present graphical representations of the solution u,(1, 1,z,¢) described in Eq (2.24).
The parameters used 4 = 0.1,u = 0.1,y = 0.7,k = 0.1, = 1.1, and gy, = 1, along with various choices
of (i) A(z,1) = z sin(z+1) and O(z, t) = cos(z+1); (ii) A(z,1) = (t+z) cos(z+1) and O(z, 1) = cos(z—1);
and (iii) A(z, 1) = cos(z) cos(¢) and O(z, 1) = cos(z) — cos(t).

4 -
S e AR
XA LK L
/ 1 / ' s 73 | |
- L/ A “‘3
o -

Figure 2. Dynamics of the solution u,(1, 1,z,¢) proposed in Eq (2.24) with 4 = 0.1,u =
0.1,v=0.7,k=0.7,a = 1.1, and gy = 1, corresponding to (first column) A(z,?) = z sin(z+%)
and O(z, 1) = cos(z + 1); (second column) A(z, ) = (t + z) cos(z + ¢) and O(z, 1) = cos(z — 1);
and (third column) A(z, t) = cos(z) cos(?) and O(z, 1) = cos(z) — cos(?).
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From Figure 2, it is clear that for A(z, ) = zsin(z+17) and ©(z, t) = cos(z+1?), the solution u, combines
oscillatory behavior with a spatially growing amplitude due to the zsin(z + ) term. The trigonometric
functions create wave-like patterns, while the linear growth in z amplifies the oscillations, resulting in a
solution that grows in magnitude with an increasing z. Moreover, when we take A(z, 1) = (t+z) cos(z+1)
and O(z, ) = cos(z — 1), the solution u, exhibits a combination of linear growth and wave interference.
The (¢ + z) term introduces growth in both time and space, while the cos(z + f) and cos(z — ¢) terms
create traveling waves, leading to modulated wave patterns with increasing amplitude. Finally, for
A(z,t) = cos(z) cos(?) and O(z,1) = cos(z) — cos(?), the solution u, displays periodic behavior in both z
and ¢. The product cos(z) cos(?) introduces standing wave patterns, while the difference cos(z) — cos(f)
creates phase shifts, resulting in a solution with rich, periodic dynamics and no significant growth or
decay.

Set 3: Inserting [¢1, $2, 3, 64] = [1, 1, 1,0] and [¢, 9, 95, 94] = [1,2,0,0] in Eq (2.12), one has
[(p) =e” +e*. (2.28)
Moreover, the rest of the parameters can be obtained as follows:
w=-kKa’¢e =0, v = —4ka, (2.29)

where «, g are free-chosen parameters.
Taking the obtained results into account in Eqs (2.13) and (2.14), one gets

(K + 289) ef — dka + &

()]
(¥) 2ef+1

If we take the solution stated beforehand into account, the wave solution to Eq (2.9) is detailed below

3.2
(—4ka + 2&p) e 1 _ Aka + g
2 e~k +ké ]

3,1 = (2.30)

Consequently, if we use Eqs (2.30), (2.7), and (2.8) in (2.1), a non-traveling solution for Eq (1.1) is
determined as follows:

_ (—dka + 2e) e 1 a0 _ A + gy (Ao + u+v0. (z,1) + Oz, 1)

U3 2 e~k +x(ax+y+0En) 4 | 2a y+ A1)
(2.31)
Some special cases of the solution (2.31)
m For A(z,7) = # + 72 and O(z, ) = 72 — £* in Eq (2.31), we obtain
_ —3t P +x(ax—2+2+y) _ _
iy = ( 4Ka/+2’}/0)ﬁi 2 dka + vy B Aa+2zv+u—-2t)y PR (2.32)
’ 2 e Kta +r(@x—12422+y) +1 2a
m For A(z, 1) = 7%¢’ and O(z, 1) = #* sin(z) in Eq (2.31), we obtain
(—dka + 2y0) e 1P in0) o 4y, (P oos@ Y+ A+ 2sin@)y
U3z = 2e—K3taz+K(ax+y+t2 sin(z)) +1 B 2a tze.
(2.33)
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m For A(z,t) = zsin(¢) and O(z, 1) = tcos(z) in Eq (2.31), we obtain

(—dka + 2y,) e 1@ Kaxty+1cos@) _ Ay + 9y (u — £8in(z) v + A + cos(z)) y

2 e—Kta?+k(ax+y+rcos(2) 4 | 20 + zsin(?) .

(2.34)
In Figure 3, we present graphical representations of the solution u3(1,1,z,¢) described in Eq (2.31).
The parameters used are 4 = 0.6, = 0.4,v = 0.7, and @ = 1.1, along with various choices of (i)
Az, 1) = 079 and O(z, 1) = e"9; (ii) Az, 1) = sin(r)e’™@ and O(z, 1) = cos(£)e*@; and (iii)
A(z,t) = te™ 5" and O(z, 1) = ze°*?.

-5
_10710
10f 3
‘ ]
s- J
[ o.
| 14
N o ~
22
[ -33
A | I 44
-10 - . - n —
-10 - [ 5 10
t
-5 0 5 10
t

Usz =

2

0 -0
- z=1

-2 - 7=2
- 7=3

4 - 74

1
-10

Figure 3. Dynamics of the solution us(1, 1,z,¢) proposed in Eq (2.31) with 4 = 0.6,u =
04,v =07,k =07, = 1.1, and & = 1, corresponding to (first column) A(z,#) = e*n=2
and O(z, 1) = e™9; (second column) A(z,#) = sin()e™? and ©(z,1) = cos(1)e*; and
(third column) A(z, £) = te~5"*? and O(z, 1) = ze**?,

Figure 3 illustrates that for A(z, ) = ¢""? and O(z, 1) = 8", the solution u; exhibits oscillatory
behavior modulated by exponential functions. The term ¢’ introduces periodic growth and decay
in both time and space, resulting in a solution with localized peaks and troughs that propagate in the
z—t plane. Moreover, with A(z,f) = sin(¥)e’"™@ and O(z,1) = cos(r)e**?, the solution u; combines
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time-dependent oscillations with spatially modulated exponential terms. The interplay among sin(z),
cos(?), and the exponential functions creates a complex pattern of waves with amplitudes that vary
periodically in both z and z. Moreover, for A(z,1) = te™*"*9 and O(z,1) = ze*?, the solution u3
displays a combination of linear growth in ¢ and z with periodic modulation. The exponential terms
e+ and e°® introduce localized damping and amplification, leading to a solution that grows
linearly over time while exhibiting periodic variations in space.

Set 4: Inserting [¢1, $2,$3,64] = [1,—1,1,0] and [, ¢, F3, ¥4] = [i, —1,0,0] in Eq (2.12), one has
I'(p) = cos(p). (2.35)
Additionally, the remaining parameters can be obtained as follows:
w=4K’a?, & =0, v, = —4ka, (2.36)

where «, g are free-chosen parameters.
Taking the obtained results into account in Eqs (2.13) and (2.14), we obtain

D(p) = 2ka cot(€) + &.

If we take the solution stated beforehand into account, the wave solution to Eq (2.9) is presented as
follows:
ws(é, 1) = 2k cot(4/<3tcz2 + K.f) + &. (2.37)

Hence, using Eqgs (2.37), (2.7), and (2.8) in (2.1), a non-traveling solution for Eq (1.1) is determined as
follows:

Aa + u+v0O.(z,1) + Oz, 1)
2a

1y = 2k cot(4’ta” + k (ax + y + Oz, 1)) + & — ( ) y+AZD. (2.38)

Some special cases of the solution (2.38)

m For A(z,t) = zsin(?) and O(z, 1) = tcos(z) in Eq (2.38), we obtain

—tsi + da +
ug) = 2Kk cot(4/<3t @* + k(ax + y+ tcos(z))) + Y0 — (u — 1sin@@)v + da + cos(2))y + zsin(?) .

2a
(2.39)

m For A(z,t) = z —sin(¢) and O(z, t) = t + cos(z) in Eq (2.38), we obtain

(u—sin(z)v+da+1)y
2a

+ z —sin(?) .
(2.40)

Ugp = 2k cot(4/<3tcy2 +k(ax+y+t+ cos(z))) + Y0 —

m For A(z,t) = e*sin(f) and O(z, 1) = e’ cos(z) in Eq (2.38), we obtain

(u—e'sin(z) v + da + €' cos(z)) y
2a

+ e*sin(?) .
(2.41)
Set 5: For [¢1,62,63,64] = [1,—1,1,0] and [¢, 5, F3,94] = [1 +1,1 —1,0,0] in Eq (2.12), one has

Ugs = 2Kk cot(4/<3t @+« (ax+y+¢e cos(z))) + v —

I'(p) = e” cos(p). (2.42)

AIMS Mathematics Volume 10, Issue 3, 6853—-6872.



6864

Moreover, the rest of the parameters can be obtained as follows:
w=4’ e =0,y = —4ka, (2.43)

where «, g are free-chosen parameters.
If we take the obtained results in Eqs (2.13) and (2.14) into account, it reads

D(p) = —2ka tan(é) + 2ka + &.
If we take the solution stated beforehand into account, the wave solution to Eq (2.9) is detailed below
ps(é,1) = —2ka tan(4/<3t0/2 + Kf) + 2k + &. (2.44)

Therefore, by substituting Eqs (2.44), (2.7), and (2.8) into (2.1), we derive a non-traveling solution for
Eq (1.1) as follows

A+ u+vO.(z,1) + Oz, t
us = —2Kka tan(4/<3tcx2 +k(ax+y+ 0O(z, t))) + 2ka + &y — ( greTy ;(Z ) (@ ))y + A(z,1).
a
(2.45)
Some special cases of the solution (2.45)
m For A(z,t) = e*sin(f) and O(z, 1) = e’ cos(z) in Eq (2.45), we obtain
us; = — 2katan(4’t a* + k (@x + y + €' cos(z)) ) + 2ka + ¥,
B (u—e'sin(z) v+ da + €' cos(z)) y +e*sin(f). (2.46)
2a
m For A(z,1) = te*" and O(z, 1) = ze**" in Eq (2.45), we obtain
us, = — 2katan(4’t ® + k (ax +y + ze¥M)) + 2ka + vy
(u+ (€ + 26 v + da + ze7)y \ e (2.47)
— e .

2a
m For A(z,1) = 22 — > and O(z, ) = 1> + z* in Eq (2.45), we obtain

Aa+2zv+u+2)y
+Z
2a

usz = —2Kka tan(4k3t @+ K(ax +2+7+ y)) + 2k + Yy — -2, (248

In Figure 4, we present graphical representations of the solution us(1, 1, z, #) described in Eq (2.45). The
parameters used are 4 = 0.6,y = 0.4,v = 0.2, k = 0.4, = 0.1, and g = 1, along with various choices
of (i) A(z,t) =t cos(t — z) and O(z, t) = sin(r) cos(z); (ii) A(z,t) = sin(zr) — e° and O(z, 1) = cos(z) — €';
and (iii) A(z, t) = z cos(?) sin(z) and O(z, 1) = sin( + z).
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Figure 4. Dynamics of the solution us(1, 1, z,#) proposed in Eq (2.45) with 4 = 0.6, =
04,v=02,«=04,a = 0.1, and g = 1, corresponding to (first column) A(z, ?) = cos(t) —
cos(z) and O(z,1) = cos(?) + cos(z); (second column) A(z,7) = t cos(t — z) and O(z,1) =
sin(f) cos(z); and (third column) A(z, t) = z cos(¢) sin(z) and O(z, ) = sin(t + z).

As seen in Figure 4, if one takes A(z, 1) = cos(f) — cos(z) and O(z, ) = cos(f) + cos(z), the solution
us exhibits periodic behavior in both z and ¢. The trigonometric terms create standing wave patterns,
while the tan function introduces phase shifts, resulting in a solution with smooth oscillations and no
significant growth or decay over time. Moreover, with A(z, 1) = tcos(t — z) and O(z, ) = sin(f) cos(z),
the solution us combines linear growth in ¢ with wave-like behavior. The term ¢ cos(t — z) introduces a
time-dependent amplitude, while sin(#) cos(z) creates traveling waves, leading to a solution that grows
linearly in time with modulated oscillations. Finally, if we have A(z,t) = zcos(?) sin(z) and O(z,1) =
sin(t + z), the solution us displays spatially growing oscillations due to the zcos(?) sin(z) term. The
sin(#+z) term introduces phase shifts, resulting in a solution with complex wave patterns and amplitudes
that grow linearly with z.
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2.2. The second assumption: p, = 0

Here, we consider another way of simplifying Eq (2.2) as p, = 0, or equivalently p(y, z, 1) = p(z, 1).
Then Eq (2.2) reduces to

0, (02 peeeee + 6P ze0e) + (P2 + i) @ + pepe = 0. (2.49)

Now, considering 6, = 0 in Eq (2.49) yields

(pv + p) @e(&,1) + pps(€,1) = 0. (2.50)

This condition also implies that 6(y, z, r) = €(z, t). Taking this result into account in (2.4), one gets

Aa +vQ,(z,1) + Qi(z, 1)
2a

q(y,z,t) = —( )y+A(z, 1. (2.51)

Further, we integrate Eq (2.50) once with respect to & and null the integral constant as

(pzv + p) @&, 1) + p &, 1) = 0. (2.52)

If we assume that p,v + p, = p holds, than we have

p(z1) = hl(tvv_ Z)ei, (2.53)

where 7; is an arbitrary non—zero function.
Taking Eq (2.53) into account in (2.52), we derive the following equation:

(&, + i, 1) =0, (2.54)

which possesses the following solution:

e 1) =h(é)e™, (2.55)

where 7, is another arbitrary non—zero function.
Thus, a general non-traveling solution for Eq (1.1) is obtained as follows:

Aa +vQ.(z,1) + Qi(z, 1)
2a

tv—1z

Ug = e%_’hl( )hz(ax +Q(z, 1) — ( v+ ANz, 1), (2.56)

where 711, hi, are arbitrary one-variable functions, and A, Q are arbitrary functions dependent on z, ¢.
Some special cases of the solution (2.56)

m For A(z,1) = —1* + 22, Q(z,1) = 1 + 2%, and /1, (€) = sin(€) , ,(€) = ef in Eq (2.56), we obtain

. (tv—2Z
U1 = SIN| —
14

(Aa + 2zv + 21)
1%

m For A(z,1) = tcos(z) , Q(z, 1) = zcos(?), and 7, (£) = &, 7,(€) = €€ in Eq (2.56), we obtain

_Pi (2.57)

) emc+t2 +22 45—t

(tv — 2) (@x + zcos(r)) eX 20+ (cos(f) v + da — zsin(r))
- y

+1c0s(z). (2.53)
% 2a

Ugp =
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m For A(z, 1) = e — cos(t),Q(z,t) = —sin(—z + 1), and 71(§) = cos(é) ,h,(€) = &sin(é) in Eq (2.56),

we obtain
tv—12

Uss = cos( )eé_’ (ax — sin(—z + 1)) sin(ax — sin(—z + 1))

(cos(—z+ 1) v+ Ada — cos(—z + 1))
a
In Figure 5, we present graphical representations of the solution ue(1, 1,z,#) described in Eq (2.56).
The parameters used are 4 = 0.6,u = 0.4,v = 0.7, and @ = 1.1, along with various choices of (i)
A(z,1) = sin(z — 1), Q(z, 1) = sin(z + 1), and 7;(&) = €%, My (&) = cos(é); (ii) A(z, 1) = sin(z) — cos(),
O(z,1) = sin(z) + cos(?), and 71,(&) = (&) = €f; and (iii) A(z,7) = tcos(z), O(z, 1) = tsin(z), and
n(€) = my(é) = fe"c-

(2.59)

+ e —cos(?).

Figure 5. Dynamics of the solution ue(1, 1, z,¢) proposed in Eq (2.56) with 4 = 0.6,u =
0.4,v = 0.7, and @ = 1.1, corresponding to (first column) A(z,f) = sin(z — ¢), Q(z, 1)
sin(z + 1), 71, (£) = €%, and 71,(&) = cos(€); (second column) A(z, 1) = sin(z) — cos(f), O(z, 1) =
sin(z) + cos(f), and 7, (€) = 7,(€) = €f; and (third column) A(z, £) = tcos(z), O(z, ) = tsin(z),
and 71, (&) = My (&) = &b

As seen in Figure 5, if we take A(z, ) = sin(z — 1), Q(z, 1) = sin(z + 1), ii;(£) = ¢, and 11,(€) = cos(€)
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into account, the solution us exhibits wave-like behavior with exponential growth and trigonometric
modulation. The terms sin(z — ) and sin(z + f) create traveling waves, while e/ and cos(¢) introduce
exponential growth and periodic oscillations, respectively. Moreover, if we take A(z, ) = sin(z)—cos(?),
Q(z,1) = sin(z) + cos(f), and 7;(£) = hy(€) = € into account, the solution us combines periodic
oscillations with exponential growth. The trigonometric terms create standing waves, while the
exponential functions amplify the solution over time, leading to a solution with growing amplitude
and a periodic structure. Finally, for A(z,1) = tcos(z), Q(z,t) = tsin(z), and 7,(€) = My (£) = &€°, the
solution ug displays time-dependent growth with spatially periodic behavior. The terms 7 cos(z) and
t sin(z) introduce linear growth in time, while £¢¢ adds exponential growth, resulting in a solution that
grows both linearly and exponentially with time.

Remarks 2.3. All the proposed solutions in this work have been validated using Maple by substituting
them back into the original equation.

3. The phase portraits of Eq (2.10)

In this part, we aim to investigate the dynamical properties of the given third-order nonlinear
differential equation presented in Eq (2.10). To this end, let us rewrite the Eq (2.10) as a system
of first-order ordinary differential equations

au _

dp — vV,

av _

&y = W, 3.1
dW _ _ 3a>V 40V

dp — 23

This is now a system of three first-order ODEs in the variables U(p), V(p), and W(p), and we analyze
its dynamic system properties. The system (3.1) possesses a Hamiltonian system in the following form:

1 1 1
H UV, W)= ~U+ =W - —V = 22—}, (3.2)
2 2 ak 20°K3
The equilibrium points of the system occur where the derivatives are zero, i.e., where
3 212
V=0 W=0, _Mzo_
a’k

From this equation, we see that both V = 0 and ‘W = 0 must hold. Thus, the equilibrium points are of
the form (U, 0,0), where U is arbitrary. This indicates that the system has a line of equilibrium points
along the U-axis.

Moreover, to analyze the stability of the equilibrium points, we linearize the system around an
equilibrium point (U, 0, 0). The Jacobian matrix of the system is

0 1 0

J=10 0 If.

6aK>V+w
0 == 0

At the equilibrium point (¢*, 0, 0), the Jacobian matrix is simplified to

0 1 0
Jw,0,00={0 0 1f.
0 -2 0
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The eigenvalues of this matrix determine the stability of the equilibrium points. The characteristic
equation is

det(J - AI) = =2 = ——=1=0.
@’k
This gives the eigenvalues
w
1=0, A=+ _W

In this part, phase portraits of the system are studied. These plots are studied by analyzing the behavior
of the trajectories in the (U, V, W) space. The system exhibits different dynamic behaviors depending
on the parameters a, , and w, as plotted in Figures 6 and 7.

v 157 12

10

05 ¢ / 10
20 < | 7
2\ /A /4 8

wi o
(t) u\ )

~_ |/ t

10~V 02 2 4 6 8 10 10NV 2 4 6 8 10

Figure 6. Phase portraits of the system (3.1) corresponding to k = @ = 0.5 and (a) w = —1.5,
b)w=-0.1,(c) w =1, and (d) w = 2.5.
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Figure 7. Phase portraits of the system (3.1) corresponding to w = 1,k = 0.3 and (a) @ = 1,
b)a=03,c)a=-02,and (d) a = —1.

4. Conclusions

In this study, we have successfully derived a wide range of explicit non-traveling wave solutions for
the (3+1)-dimensional KdV-Calogero—Bogoyavlenskii—Schiftf (KdV-CBS) equation using a modified
generalized variable separation technique. This innovative approach combines the features of the
KdV and CBS equations, allowing for the generation of diverse and complex solutions that were
not previously documented in the literature. The solutions obtained include periodic solitary waves,
cross soliton-like waves, and other non-traveling wave structures, demonstrating the versatility and
effectiveness of the proposed method. The modified generalized variable separation technique
introduced in this paper generalizes several existing frameworks and provides a broader scope for
solving nonlinear partial differential equations. By incorporating arbitrary functions into the solutions,
we were able to explore a wide variety of wave behaviors and patterns. All solutions were rigorously
validated using symbolic computation with Maple, ensuring their accuracy and consistency with the
original equation. The results of this study highlight the importance of advanced separation methods
in tackling complex nonlinear PDEs, offering valuable insights into the mathematical modeling of
wave phenomena. The non-traveling wave solutions presented here not only enrich the theoretical
understanding of the KdV-CBS equation but also have potential applications in various physical
contexts, such as fluid dynamics and wave propagation. Future research could focus on investigating
the stability and dynamics of these solutions, as well as exploring their implications in real-world
physical systems. Additionally, the methodology developed in this study could be extended to other
nonlinear PDEs, opening new avenues for the discovery of exact solutions in mathematical physics.
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