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Abstract: In this paper, we consider the design method of full-state integral feedback controllers,
selecting appropriate target systems, establishing equivalent transformations, and completing the
stability analysis of the original system while avoiding a large amount of complex calculations and
proofs. This research attempts to establish a universally applicable controller design strategy that
can not only eliminate the negative effects of system delays, but also ensure the closed-loop stability.
Therefore, this paper further explores the applicability of this controller design strategy in complex
PDE-coupled systems, seeks general patterns, and has further theoretical and practical value for the
stability study of infinite-dimensional time-delay systems.
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1. Introduction

Wave networks are an important class of partial differential systems, with a wide range of
applications in engineering domains such as transportation and aerospace. These systems have the
capacity to describe dynamic behaviors, including fluid flow and neural networks in [1,2]. A notable
example is the elastic string network, which is employed to model the dynamic behavior of elastic
systems where the cross-sectional area of the material is negligible in comparison to its length. Elastic
beam networks are employed to model the dynamic behavior of elastic systems where the
cross-sectional dimensions are significant relative to the length of the material. Among these, the
Euler-Bernoulli beam network represents the simplest model for describing the behavior of elastic
beams in [3,4].

Due to the infinite dimensionality of the state of the partially differential coupled system itself, the
control methods that involve infinite-dimensional distributions are characterized by control inputs that
are functions of both space and time, making the study of control problems quite challenging.
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In recent years, the methods for studying the stability of delay-free network systems are mostly as
follows. The Lyapunov function method establishes the stability of the closed-loop system through
the construction of an appropriate Lyapunov function in [5]. The frequency domain analysis method
evaluates system stability through analysis of the system’s frequency response characteristics in [6].
The Riesz basis method, as demonstrated in [7, 8], establishes system stability by verifying that the
spectrum of the system operator meets certain stability criteria. The Riemann Geometry Method,
as illustrated in [9], is particularly effective for analyzing the stability of semi-linear systems with
memory-type boundary coupling or variable coefficient wave equations. By employing this method, it
can be shown that the energy of the weak solution of the system exhibits exponential decay, which in
turn confirms the stability of the system.

In the context of wave network systems characterized by time delays, the development of suitable
control strategies that are designed to counteract the impact of these delays on system stability is
imperative. To illustrate this point, consider dynamic systems with differential-type input delays; in
such cases, the implementation of dynamic feedback control strategies can be a fruitful approach. A
methodology that has been proven effective in achieving this objective involves the design of a partial
state estimator in conjunction with the designated feedback controller, a strategy that has been shown
to facilitate the attainment of exponential stability for the system under consideration. It is worth
mentioning that the pioneering contributions in this field can be credited to Xu and his colleagues, who
were the first to investigate the dynamics of differential-type boundary input delays in [10].

In their seminal work, Xu and Shang designed a dynamic feedback controller that improved the
coeflicient constraint to achieve exponential stability or asymptotic stability for the original time-delay
system in the Euler-Bernoulli beam model in [11, 12]. Many researchers have applied different models
and some complex forms of memory to this dynamic feedback controller. For instance, the wave
equation in [13, 14], the Timoshenko beam model in [15, 16], the design of output-based dynamic
feedback controllers in [17], and the stability analysis of the Schrodinger equation with time delays in
boundary inputs in [18].

However, the use of partial state estimators to analyze the stability of the control system is
challenging. Moreover, traditional methods such as the multiplier method in [19] and spectral analysis
in [20] are no longer applicable, except in certain special cases in [21], and these methods are difficult
to generalize to high-dimensional systems.

In their analysis and summary, Xu in [22] proposed a new method of controller design. This method
is based on the concept of system feedback equivalence, whereby the controller is manifested as an
integral full-state feedback controller. Although it also studied similar issues in [23-25], the design
methods are different. The parameterized controller can counteract any control delays and is easier to
analyze the stability of the closed-loop system, which is conducive to fully utilizing existing results.
In [26-28], it discussed constant coefficient one-dimensional systems.

In this paper, we first proposed an exponentially stable coupled system, which serves as the target
system. Subsequently, we discovered a bounded reversible transformation that effectively maps the
original coupled system into this target system. Based on this, a state feedback controller is
meticulously designed. Ultimately, by leveraging the equivalence between the original and target
systems, we rigorously proved the exponential stability of the closed-loop system. In this way, we
have not only eliminated the time delay, but also demonstrated the stability of the closed-loop system.
We aspire to extend the application of this integral-type controller via the controller design presented
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in this model. Our innovation is to develop a versatile integral-type controller capable of effectively
tackling the challenges of time delays and stability in infinite-dimensional systems.

We discuss controller design for chain-type wave network models with input delay, which behave
according to the following equations:

Uiy, 1) = C?u,-,yy(y, n,ye@1),t>0,i=1,2,...,n,

u(0,1) =0, >0,

u(l,t) = u; 10,0, t>0,i=1,2,...,n—1,

mu; (1,1) + Cl.zui,y(l,t) = Cl.zﬂul-“,y(O, n,t>0,i=1,2,...,.n—1, (1.1)
My (1, 1) + Cﬁun,y(l, H=uit-1),t>0,

ui(y,0) = u;p(y),

ui(y,0) =u;;(y), ye(@,1), i=1,2,...,n,

where u;(x, t) represents the amplitude of the wave at position x and time 7. u;,(y, ) is for the wave
acceleration, and u; ,(y, t) is for the second-order spatial variation rate in the x-direction. C; is a positive
constant that represents wave speed. u;o(y) and u;;(y) are the initial states of waves, i = 1,2,--- ,n.
(1) is a control function, and 7 is an arbitrary positive constant representing the storage time.

In the following, we will introduce the controller design approach. First of all, with reference to the
idea in [12], we introduce an auxiliary function

o(s,t) =u(s+t—1), s€(0,1),
hence, ¢(0,1) = u(t — 7). System (1.1) is reformulated to

o.(s, 1) = ¢y(s,1), s€(0,7), t >0,

P(7, 1) = (1), 1> 0,

uin(, 1) = Cruiyy(y,0), y€(0,1), >0, i=1,2,...,n,

u (0,0 =0, t>0,

u(l,) = u; 10,0, i=1,2,...,n—1, (1.2)
mitt; (1, 1) + Crupy(1,0) = C2 11 ,(0,0), >0, i=1,2,...,n—1,

My (1, 1) + Cﬁun,y(l, 1) =¢0,1), t >0,

ui(y,0) = uio(y),

i, (v,0)=u;;(y), ye(0,1)i=1,2,...,n.

It is evident that the integral-type feedback controller in [12] is the primary factor in this matter, and
() should be like

T n 1 n 1
= - s d JANCEY I\ d JANLEY i,t\A> d
u(r) f(; p(T—r)(r,t) r+;f0 vi(T, X)u;(x, 1) x+;f; (T, X)u; (x, t)dx

n 1 n .
' Z fo % 2, ek + Z fo P, Dt 1),

where p(s), vi(s,y), ni(s,y), 8i(s,y), and p;(s,y) are the parameter functions. The right parameter
function is vital for the closed-loop system’s stability.

(1.3)
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In order to resolve the issue of instability in the closed-loop system stability analysis, the following
system is selected for study, where a and b are positive constant

Ui(s, 1) = (s, 1), se€(0,7), t >0,

Y(r,t) =0, t >0,

win(y, 1) = Cruiyy (v, 1), y € (0,1), >0, i=1,2,...,n,

u1(0,1) =0, t >0,

u(1,t) = u;i1(0,1), t>0,i=1,2,....,n—1,

miu; (1,0) + Crup(1,0) = C2 ui1 ,(0,0), 1 >0, i=1,2,...,n—1,
Mty (1, 0) + C2uty (1, 1) = (0, 1) — auy, (1, 1) — bu, (1,1), > 0,
ui(y,0) = uio(»), uis(y,0) = uin(y), y € (0, 1), i = 1,2,....n.

The rest of the paper is structured as follows. In section 2, we prove that the original system is stable,
where we make an equivalent transformation between (1.2) and (1.4). In section 3, the solvability
of kernel function equations and the boundedness of transformations are demonstrated. Finally, in
section 4, we give a summary of this article.

(1.4)

2. Proofs of stability of the closed-loop system

2.1. The transformation from system (1.2) to system (1.4)

In order to determine the boundary condition of ¢, we give a transformation as follows:

W(s.1) = ¢(s.1) — [ pls = N ndr = Ty [ yils, e, dx = Sy i 1, 0uso(x, Ddx
- 21 fol 0:(s, u x(x, dx — X fol pi(s, Xt x(x, )dx, 2.1)
u(y,t) = u;(y,t), i=1,2,...,n.

It i1s important to select these appropriate parameter functions p(s), yi(s, x), n:(s,y), 6i(s,y), and
pi(s,y) to make ((s,1),u;(x, 1)) satisfy (1.4). The following theorem presents a selection for these
parameters.

Theorem 2.1. Suppose that (s, x), n:(s, x), 6;(s, x), and p;(s, x) satisfy the equations

Yi(s, X) = ni5(s, x),

Vis(s,x) = Cl.zn,-,xx(s, x), s€(0,7), x€(,1),i=1,2,...,n,

0i(s, x) = pis(s, x),

0; 5x(8, %) = Cl.zpi,xxx(s, x), s€0,7), x€(,1),i=1,2,...,n,

ni(s, 1) = 14105, 0), pix(s, 1) = pix1(5,0), s€(0,7), i=1,2,...,n—-1,
mni(s, 1) —mip; (s, 1) = pi(s, 1),

Ciz’h,x(S, D= C,'2+177i+1,x(5a 0),

Cl.zpi,xx(s, 1) = Cl.2+1pi+1,xx(s, 0, se©0,7),i=1,2,....,n—1, (2.2)
0;5(s, 1) = 0;41,5(s,0),

m(s,0) =0, p1.(s5,0) =0, pi(s5,0) =0, s € (0,7),

Qn,s(sa 1) =0, Un,x(S, 1) =0, pn,xx(s’ 1) =0, se (Oa T)a

v(0,x) =0, x€(0,1),i=1,2,...,n,

n:(0,x) =0, x€(0,1),i=1,2,...,n—1,

1,(0,x) = =bo(x — 1), x € (0, 1),
pix(0,x)=0,i=1,2,....,n-1,0,,(0,x) = —ad’(x-1), x€ (0, 1),
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and p(s) is given by p(s) = n,(s, 1) — pux(s, 1), and 6(x — 1) is an impulse function. Then, Y (s,t) and
u;(y, t) satisfy (1.4).

Proof. Let (¢(s, 1), u;(y,1)) be the solution of system (1.2). According to (2.1), we have
s n 1 n 1
Ui(s D) = ¢ils0- f p(s =g (r,0dr = > f Yils, O (x, 0dx = f niCs, )t o(x, )dlx
0 i=1 YO0 i=1 YO0

n 1 n 1
—Z f Gi(s,X)ui,xt(x,t)dx—Z f Pi( 8, Xt (X, DA X,
i=1 VY0 i=1 VY0

cause

n 1 n 1
Z f 1i(8, )i (X, t)dX+Z f Pi(8; X)tti (X, )dx
=1 V0 i-1 V0
n 1 n 1
=ZC,-2 f m(s,X)ui,xx(x,t)dx+Z f pi(s, X)du; 4 (x, 1)
i-1 0 i1 Y0

= Z sz (771‘(5, 1)ui,x(1’ t) - ni(s9 O)Mi,x(()’ Z‘) - ni,x(s’ 1)”1(1’ t) + ni,x(s9 0)”!(19 O)
i=1

1 1
+ f D5, X)u(x, r)dx)+Z(pxs,l)ui,n(l,w—p,-<s,0>u,-,n(o, H-C; f Pin(8, Xt r (X, r)dx)
0 0

i=1

n n 1
= 75, DGO, ) = > mati (1, 01i(5, D + Y C f i, (5, X)X = (5, DGO, 1)
i=1 i=1 0
n n n 1
+ D (il Dt (1,1 = pils, w0, ) + D miti (1, 0pi (5, 1) = > C? f (X, D) (8, X)elx
i=1 i=1 i=1 0

n 1
= ¢(0, l‘)(ﬂn(& 1) - pn,x(s’ 1)) + Z Clz f ui(-xa t) (ni,xx(s’ X) - pi,xxx(sa )C)) dX,
i=1 0

therefore,

S n 1
Ui(s, 1) =¢,(s, 1) - f p(s = )¢, (r,dr - Z f Yi(s, Dui (x, dx = (0, D)(17,(5, 1) = pus(s, 1)
0 —' Jo

n 1 n 1
- Z C; f wi(X, 2) (e (8, %) = Pieax(, X)) dx = Z f 0i(s, )i (X, D)dx,
i=1 0 i=1 Y0

and

0

n 1 n 1
—Z f ni,s(8, X)u; (X, t)a’x—z f pi(s, X)u; (x, )dx,
i-1 Y0 =1 YO0

where we have used the differential equations in (1.2). From this, we conclude that y,(s, 1) = (s, 1)
for any s € (0,7) and > 0. Obviously,

S n 1
s(s, 1) =¢s(s, 1) = f p()ps(s = r,ydr — p(s)p(0, 1) ~ Z fo ui(X, 1) (¥is (8, %) = 6528, X)) dx
i=1
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T n 1
w(r, 0 =4 1) - fo B, DT = 1, 1) = P = 1, D)dr = ) fo io(T, Dui(x, 1)dx
i=1

-2, f Mi(T, Xty (x, Ddx = f is(T, Xty (x, Dlx = f Pi(T, Ot (x, Dlx = 0,
i=1 VY0 i=1 V0 i=1 Y0

and

n 1 n 1 n 1
w(0,1) =¢(0,0) = > f Y0, O (x, dx = " f (0, X)ut (x, Ddx = ) f pi(0, )t (x, Hlx
i=1 Y0 i=1 YO0 i=1 Y0

noonl
- Z f 610, X)u; x(x, dx = (0, 1) + auty (1, 1) + buy (1, 7).
i=1 Y0
This ends the proof. O

2.2. The inverse transformation from system (1.4) to system (1.2)

This subsection will construct the inverse transformation.

$(s,0) = Y(s,0) — [ pls = N, 0dr = Ty [ 7, 0w, dx — Ty [1 77,5, 2w (x, )dx
-2 j(;l (s, Ou; (x, dx — Y, fol Di(s, X)uj i (x, H)dx, (2.3)
ui(y,t) = ui(y,t), i=1,2,...,n.

Theorem 2.2. Let ((s,1), ui(x,t)) be solutions of (1.4); let (¢(s,t), ui(y,t)) be defined as in (2.3).
Suppose that (s, x), 7i(s, x) and 0(s, x), p(s, x) satisfy the following equations

Yi(s, x) = i5(s, X) — 7,0, X)(7i (s, x) — Pix(s, X)),

Yis(8,%) = Cizﬁ,-,xx(s, x), s€(0,7), xe(0,1),i=12,...,n,
0i(s, x) = Pis(s, %) = pi(0, X)(Fi(s, x) — Pi (s, X)),

0, 4(s,x) = C?ﬁi,xxx(s, x), s€0,7), x€(,1),i=1,2,...,n,
7i(s, 1) = 71i11(5,0), Pix(s, 1) = Pirs1(5,0) s € (0,7), i =1,2,...,n—1,
miffi(s, 1) — mip; (s, 1) = pi(s, 1),

Ci(s,1) = C3, Tlis1.4(5, 0),

Cfﬁi,xx(s, 1) = Cizﬂf)iﬂ,xx(s, 0), se0,7),i=1,2,....,.n—1,
éLs(sa D)= éi+1,s(S, 0),

11(s,0) =0, p1(s5,0) =0, p;.(s,0) =0, 5 € (0,7),

én,s(s» 1) =0, ﬁn,x(s’ 1) =0, ﬁn,xx(sa 1) =0, s€ (O, T),
y(0,x) =0, xe€(0,1), i=1,2,...,n,

7:(0,x) =0, x€(0,1),i=1,2,...,n—1,

71,(0, x) = bo(x — 1), x € (0, 1),
Pix(0,x)=0,i=1,2,...,n—1,

Pnx(0,x) =ad’(x—-1), x€(0,1),

then, (¢(s, 1), ui(y,t)) is the solution of (1.2). In addition, p(s) is given by p(s) = f,(s, 1) — pn(s, 1),
and we have

(2.4)

{ (T2 = (@) + [ (00T~ 1, 1) = poi(r — 1, D), 05

it x) = —pi(t,2) + [ B 0T = 1, 1) = po(T = 1, D)
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Proof. Let (y(s, 1), ii;(y, 1)) be the solution of system (1.4); it can be directly calculated that
(s, D)= Bs(s. D) =Wl 1) = Ui(s,0) + fo POWs - 0
- fo s = I O+ (B(S) = (5, 1) + (s, DO,
+ Zl fo | (755(5, %) = Bi52(5, ) = C7 (5, %) = Piees(s, 1)) ) i, elx

n 1
+ Z L (ﬁi,s(s’ X) - 7i(s’ x) - 7],‘(0, .X) (ﬁi(s9 .X) - pi,x(s’ X))) ui,t(x’ t)dx
i=1

n_oonl
+ Z:‘ fo (ﬁi,s(S, x) = (s, x) — pi(0, x) (7i(s, x) — Pi(s, x))) i x(x, D)dx

=0,

where we have used the differential equations and the boundary conditions in (2.4). From the
expression, it holds that ¢,(s, 1) = ¢(s, ) for any s € (0, 7) and ¢ > 0. Here, we provide an explanation
of the sifting property of the impulse function,

n 1 1
Z fo 17:(0, X)u; ,(x, 1) (i(5, x) — pix(S, X)) dx = fo 17200, X))t 1(x, 1) (1(5, X) — Ppx(S, X)) dx
i=1

= _bun,t(l, l) (7]”(S, 1) - pn,x(s’ 1)) s

similarly, we can obtain

n 1 1
Z ﬁ pi(O, x)ui,xt(x’ t) (ni(s’ x) - pi,x(s’ x)) dx = f(; pn(()» x)un,xt(x’ t) (7]”(5, x) - pn,x(s» x)) dx
i=1

= _aun,xl(l’ t) (I]n(S, 1) _pn,x(sa 1)) .

In the end, we testify the boundary conditions of ¢(s, ). By the definition in (2.3), we have

T n 1
P(t,1) Y(r, 1) - fo P —ny(r, t)dr—z fo ¥i(T, Oui(x, 1)dx
i=1

n 1 n 1 n 1
- 7T, Yu;(x, )dx — f 0:(t, X)u; (x, )dx — f P0i(T, X)u; (x, t)dx

T n 1
f (ﬁn,x(T i 1) - ﬁn(T - 1)) w(”, t)dr - Z f ui,x(xa t)ﬁi,s(T’ x)dx
0 i=1 V0

n 1 n 1 n 1

- LI\ A ~i ) d - 1,x\As ~iS ) d - I, xt\ Ay ~l' ) d
;Lu,(xt)n(rx)x ;fou,(xt)p,(i'x)x ;‘fo‘u’ (x, Hpi(T, x)dx

= (bun(1, 1) + auty (1, 1)) (7a(7, %) = Pux(7, X)) -

To prove ¢(7, t) satisfies the boundary condition in (1.2), we need to show

T n 1 n 1
s = - > d JANCE} i\As d JANLEY 0,1\ A d
o(t,1) [) p(t —r)e(r, 1) r+;‘[0 vi(T, X)u;(x, 1) x+;f(; ni(t, X)u; (x, t)dx
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n 1 n q
+Z:‘ fo (7, Vu; x(x, t)dx+ZI: fo 0i(T, X)tj o (x, Ddx,

since

X n 1
Y(s, 1) — j; (s = 1, 1) = Pux(s — 1, D) Y(r,0dr = ¢(s, 1) + Z fo ui(x, D7; (s, X)dx
i=1

n 1 n 1 n 1
+ u; (x, (s, x)dx + f u; x(x, 1)p; (s, X)dx + f u; x(x, )P;i(s, x)dx
+ (bu,(1, 1) + au, (1, 1)) (7ja(s, X) = Ppx(s, X)),

we have

7 n 1
$(r,1) =y(r,0) - fo (Fn(r = 7, 1) = P = 1, D) Y, D = > fo i, 1) (7, X)dx
i=1

n 1 n 1 n 1
- it ’t~i s d - i,x ’th’is 5 d - 1,xt 9t~i 5 d
;]{; u; (x, Hij;(r, x)dx ;j(; u; (x, p;s(r, x)dx ;]{; u; i (x, P;(r, x)dx
- (bun(la t) + aun,x(la t)) (ﬁl’l(ra )C) - ﬁr,x(s, )C)) )

then by substituting the above equation into (1.3), we can obtain (2.5) and end the proof. In fact
) = fo WD (=1 1) = pus = 1. 1)
- f T = £1) =t = & D) (lé — 1, 1) = P = 1, 1) df) dr
- Z‘ fo e ( fo B ) (a7 = 7, 1) = pon = 1, 1) dr = 7, x>) dx
— bu,(1,1) fo T (a7 =1, 1) = pun(T = 1, 1) (71, X) = P (r, X)) dr
- Z fo ey ( fo (T = 1) = (T = 12 D) i 0 — 7 x)) dx
- le fo e ( fo B ) (a7 = 7. 1) = pu = 1 D) dr = pia, x)) dx
— ity (1.1 fo T = 7 1) = T = 1, D) 0 %) = i ) dir
- Z‘ fo ) ( fo T = 1) = (T — 12 1) By 0 — i x)) dx.

In particular, we have

Ml (1,0) + Couy (1,8) = W(0,8) — at (1, 1) = buy (1, 1)
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n 1 n 1
= 000= Y, [ 500w ndx= Y [ RO
i=1 i=1

n 1 n 1
-, f B0, Xy o(x, Odx Y f pi(0, Xt (x, D)l
i=1 0 i=1 0

= ¢(0,1).

3. Solvability of kernel function equations and boundedness of transformations

In this subsection, we consider the solvability of system (2.2) and system (2.4). In order to facilitate
this process, the initial step involves the observation of the transmission condition in both equations.
Since the continuity condition

n 0 1 0 0\(n

dly| |Cxx 0 0 O}y

o o= 0 0 0 o , s€(0,7), xe(,1).
0, 0 0 C?oxx 0J\6,

This observation requires defining the correct state space and operators to study the solvability of (2.2)
and (2.4). Denote
HIO, 1] = {f,h € H'[0,11,] £i(0) = 0,/,(0) = 0},

and take the space as
H = {(f.g.h.k) € H[0, 11 L*[0, 1] x H[0, 1] x L?[0, 1},

which equipped with the norm
1
I(f> g, b K = f (O + g + IO + k)P)dy, (f,g hk) € H,
0

clearly, H is a Hilbert space. Then we shall define an operator A in H by

A = i) = g0), Ag(y) = &(y) = C* (), Ah(Y) = hy(y) = k(), Ak(Y) = ks(Y) = C?hy, ().

So, we can rephrase it as

0 1 0O 0 -
Yy Cigyy 0 0 0 - Yy
| il 0 0 10 - il
11 = 2 . 1
ki 0 C?.a'yy 00 K,

with domain
D(A) = {(fin i hi. ki) € HP[0, 11 x H'[0, 1] x H2[0, 1] x H'[0, 1]},

where
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fi(1) = fi1(0),
h(1)=h;1(0),i=1,2,--- ,n—1,
CH/(1) = C2, £, (0),

Ch(1)=C% h, (0),i=1,2,--- ,n—1,

i+177

f(1) = 0,h,(1) = 0.

Meanwhile, we define the operator B on H

/i box—1)

Blg,|=h-m)| 0
h, —ao(x—1)
k, 0

Due to A and B, we can rewrite (2.2) and (2.4) as the evolutionary equations on H,

Y = AW(s), s > 0,
W(0) = Wy,
and N N N
O = AW(s) + BW(s), s > 0,
W(0) = -W,.
Here,

T
W(s) = (m(s,y), Y108, 3), P15(8, ), 01,5(8,¥)s -+ 3 10(8,3), V(85 ), Pry(8, ), Oy (s, y)) ,

—_ - 5 T
W(S) = (771(5,)’), 5’1(3,}’),ﬁl,y(5,)7), el,y(S,y)’ et aﬁn(s’y)7 5/n(s’y),ﬁn,y(say)’ Hn,y(say)) s

Wo = (11000, . 71000, 91000, ), 01,000, 3) ++ +120(0,3), 13000, ), 300, B0, y))T
- (0, 0,0,0,- - ,—bd(y — 1),0, —ad'(y — 1),0)T.
We can define a new inner product on H by
(@1,7101,00, -+ 00 Vs P 00> 1,901, 00, s Fs s 0))

n 1 n 1 n 1 _, n 1 _
=), fo Co Gy + ), fo Y30y + fo C20,0)0, )y + ). fo PPy,
=1 i=1 i=1 i=1

Clearly, this is an equivalent inner product on H.

Proposition 3.1. Define A as previously. Then, under a new inner product, A is a skew-adjoint operator
in H.
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Proof. In fact, for any (171,¥1,01,61, +Tn> Y>> 6) € D(A) and (A1, 31, P15 01+« s Vs Prs On) €
H?[0,1] x H'[0, 1] x H?[0,1] x H'[0,1] % --- x H*[0, 1] x H'[0, 1] x H*[0, 1] x H'[0, 1], we have

<A(77]"}’1,p,1’6,1, e 777n, ')’n’p;,,e;l), (ﬁl?’j\/laf’)\/l’ é\lla ) ﬁn’ /)\/nﬁb\,n’ é,n)>H
= <(71’ C]znl]/’ 9;’ C12p/]” e a?’n, Cﬁn;{» 9;1’ Cﬁp;ﬁ)a (ﬁlv ’?19’5,1’ é’lv ) ﬁn’ i/rhﬁ,n’ é’l’l)>H

n 1 n 1
=), fo CHYOT Gy + | fo Cin" )F:)dy
i=1 i=1
n 1 n 1 _
£ fo C20/ 0 Yy + ) fo Cip!" 8 (dy
i=1 i=1
n 1 B
== 2 [ oo 0+ 10 + G0 0+ o @ )y
i=1 V0

+ 3 CH A + i (F) = 70)F(0) - 7/(0)7,(0)
i=1

=1

+OL D! (1) -+ (DD - GO, 0) = p{ O)F0))

n 1 _
== f C7 (YOI, () + 1/ T + GOIP, 0) + /" (8] ) dy
i=1 Y0
= - <(T]1,’)’1,P/1, 0/]’ T, nn, ’}/n’p;p 9,,1)5 A*(ﬁl9?17b\/1, é/17 T, ﬁn, ’j\/n’[;/n’ é/n)>H s
here

=’

D CHRW + 7,0 + D 1) + p (D)
i=1

= " CHO) 0) + HOF(0) + 605 © + p O ©) = 0,
i=1

where we have used the condition 7,,,(1) = 0 and C?; (1) = C7, 7i11.4(0), (1) =0 and Cip; (1) =
C? pis1.,(0),i =1,2,-+- ,n— 1. And in fact

2 € (O +11FD) = 3 C (1 (OFO) + 7(0)7,0))
i=1 i=1

n—1

= > (W7 0) + 5L 1741 (0) = (Yt O, 711 (0) = 714y (OOCE 7714, 0))

i=1

~C} (N O)F,0) - 7,(07,(0)))

n—1 n—1

= > Clafiin©) (D) = 711 O) + Y CLy11; (0) (F(1) = 744, () = 0
i=1 i=1

=0.
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Similarly, we can conclude that
Z C; (92(1)5,7'(1) +p;'(1)@i(l)) - Z C? (9;(0)5;,(0) +PE'(0)9,-(0)) _o.
i=l i=1

That is, A* = —A. This ends the proof. Therefore, A generates a Cy semigroup on H. O

Lemma 3.1. (see [29]) Let X be a Banach space, and A be the infinitesimal generator of a C
semigroup T(t) on H, satisfying ||T(t)|| < Me". If B is a bounded linear operator on H, then A + B is
the infinitesimal generator of a Cy semigroup S (t), satisfying ||S (t)|| < Me MBI,

In light of the fact that A generates a Cy semigroup on H, it follows from (3.1) that the following
result is obtained.

Let T(¢) and S (¢) be the C semigroups generated by A and A + B, respectively. It can be shown
that the systems in question, namely (2.2) and (2.4), are solvable in H. The solutions to these systems
are given by the following expressions: In light of the nonlocal conditions, we arrive at the equations
Wy = T(0)W(0) and W(O) = =S (O)W(O). Consequently, we can express W(s) and W(0) in terms
of the generator matrices as follows, W(s) = T(s)W(0) and W(s) = —S(S)W(O). Similarly, we can
express W(s) and W(0) in terms of the inverse generator matrices as follows: W(s) = T(s)T~'(0)W,
and W(s) = —S(5)S "1 (0) .

In the following sections, we shall examine the boundedness of the transformations defined in (2.1)
and (2.3) within an appropriate Hilbert space. For the purposes of this discussion, we shall define
H[0, 1] and H as previously outlined and introduce a new state space, H; = L*[0,7] x H, which we
shall equip with a norm

16, 1,7, 0, I, =f () ds + (7,7, 0, Ol »
0

H is a Hilbert space. Set p, n;,v:, pi, 6; be asolution to (2.1),i = 1,2, -- , n, and define a linear operator
T on H by

o) (o) [P TV T T T )

o 1 0 0 0

fi h o o 1 o o -7~
Sidl_cl® |zl o o o 1 o ¥
h h o 0 o0 o 1 MY
kl kl . o ) kl

and the components are defined as follows:
P LP0,7] — L2[0,7] : p*é(s) = fo S p(s = nNg(rdr, ¢ € L*[0,7];
Yi tH'[0,11 — L*[0,7] : %} fi(s) = fo s 0o, fi€ B0, 1)
7; 2 L2[0,1]1 — L2[0,7] : njgi(s) = fo 1 ni(s, X)gi(x)dx, g € L*[0,1];
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1
p; - H'[0,11 — L*[0,7] : p}hi(s) = f pils, Ohi(x)dx, h; € H'0,11;
0

1
6; : L*[0,1] — L*[0,7] : 67ki(s) = f 0:(s, X)k;(x)dx, k; € L*[0,1].
0

Note that (71, ¥1,01,01,** s s V> Pns 0n) € H, p(s) = n,(s, 1). From the definition of these operators,
we can conclude that p*,y?,n’, p;, and 6; are bounded linear operators. The analysis shows:

Proposition 3.2. Define C as before; therefore, in space Hy, C is a bounded linear operator, and the
transformation (2.1) is tantamount to C.

The boundedness of transformations (2.3) is similar to (2.1); we omit it here.
Finally, this section concludes with an examination of the stability of the target system. In this
context, the notation ¥(¢) is employed to denote the Cy semigroup on H; associated with the system

Ui(s,t) = Y(s, 1), s€(0,7), t >0,

U(t, 1) =0, t >0,

win(, 1) = Crui (v, 1), y€(0,1), >0, i=1,2,...,n,

u(0,1) =0, t >0,

wi(1,t) = u; 10,0, t>0,i=1,2,....,n—1, (3.1
miui(1,8) + Crupy(1,0) = C2 ui1 (0,0), 1 >0, i=1,2,...,n—1,

Myt (1, 0) + C2up y(1,1) = —auy, (1, 1) — bu, (1,1, £ >0

ui(y,0) = uip(y),

i (v,0) =u;;(y), ye(0,1),i=1,2,...,n.

In accordance with the findings in [30], ¥(?) is a Cy exponential stable semigroup, which means that
there exist M and w , for ¥t > 0, we have

Iy @Il < Me™".

Theorem 3.1. Denote uy = (Yo(s), u10(y), u1,1(0), u20(y), u21(¥), -+, Uno(), Un1(y)) € H,y, define an
operate b = (0,0,0,0,0,---,0,5(y — 1))!. Subsequently, b is deemed to be acceptable in relation to
Y(t). The objective is to establish

Uy = (l,//(S, t)’ W1 (y’ t)’ a)l,t(y7 t), T wn(y’ t)7 wn,t(y’ t)) € Hl,

be solution of the target system (1.4). Then u(t) = Y(t)uy — fot Ut — rbyo(r)dr, Yt > 0, and u(t) =
W(t—eu(e), t>1. So
lu@)ll < Me™9 lu(e)ll, Vixr.

In light of Theorems (2.1) and (3.1), we consider the following assertion.

Corollary 3.1. The system (1.2) is exponentially stable under the control law (1.3).
4. Conclusions

In this paper, we are considering the exponential stabilization problem for chain wave network
with a boundary delay. The right kernel functions are chosen by starting with an exponentially stable
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target system and then adding an auxiliary system. Then a linear transformation is constructed with
the objective of establishing the equivalence of the systems under consideration and the auxiliary
system. It can thus be demonstrated that a feedback control law is generated. The proof is based on
the rigorous selection of kernel functions and parameter equations, which demonstrate that the system
under consideration is feedback equivalent to the target system. The target system is exponentially
stable, so the original system is exponentially stable as well. This approach to controller design
guarantees the stability of the closed-loop system, thus obviating the necessity for complex stability
analysis. The key issue is identifying functions that stabilize the system in the absence of time delay.
After determining these functions, we can use (2.2) to solve the kernel functions and get the feedback
controller. However, it remains unclear if this result is applicable in all cases. This topic will be
pursued further in order to identify a general principle that can then be applied to more models.
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