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1. Introduction

Solute transfer in porous substances is a topic that chemists, geologists, and environmentalists are all
interested in. Convection, diffusion, and potential chemical reactions that the solutes may go through
are the phenomena that impact solute transport. Most of the mathematical modeling literature for solute
transportation in porous medium encompass deterministic diffusion and conviction equations, see for
example [2, 10, 11, 15] and the references therein. The earliest rigorous mathematical investigation
for this type of model dates back to [15], when the authors investigated a deterministic linear model
for convection, adsorption, diffusion, and chemical reaction in perforated materials. In [11], the
authors proposed expansions to nonlinear models, including linear diffusion, and chemical reaction
equations with nonlinear chemical flow across the skeleton’s surface. Related models dealing with
Homogenization of reactive flows in porous media was discussed [2, 10]. Nonlinear chemical reactive
fluxes have been widely explored in well-posedness of elliptic linear and nonlinear PDEs (among
others, we refer to [6, 7, 13]). However, stochastic differential equations account for the inherent
randomness impacting the solute’s movement through a porous medium. In [4], Bessaih et al. explored
the asymptotic analysis and well-posedness of stochastic systems in diffusion-convection flows. Their
system integrates a deterministic diffusion equation with a stochastic linear convection equation.
Additionally, in [17], the author examined the asymptotic behavior of a nonlinear stochastic model
featuring nonlinear random forces for chemical reactive fluxes in porous media.

We aim to establish the existence and uniqueness of strong probabilistic solutions, demonstrate
positivity, and conduct numerical simulations for the nonlinear stochastic version of the model in [11]
(see also [17]). Specifically, we examine a stochastic model of chemical reactive flows subject to
nonlinear external random fluctuations within porous media. A porous medium is a material made
of holes or pores, and the skeletal part of a porous medium is called a matrix or a frame. We
consider a situation where chemical substances are dissolved in a fluid and transported by diffusion
through a porous medium. These chemicals adsorb onto the surface of the skeleton and react with
substances bound to the surface of the skeleton. Adsorption and reaction mechanisms continuously
impact solute concentrations in fluids and skeletal surfaces. In addition, we suppose that exogenous
nonlinear random forces influence the solute concentration in the fluid. A porous medium is described
mathematically as a perforated domain where the perforations represent the obstacles in the porous
medium. The perforated domain consists of both the fluid phase (pores) and the solid phase (skeleton).
Diffusion occurs in the fluid phase, while reactions occur on the solid phase’s surface. The model
includes a stochastic diffusion system in the fluid phase, a stochastic response system on the skeleton’s
surface, and a boundary condition that connects the two. It is important to note that well-posedness,
positivity, and numerical simulations have not yet been addressed for this type of nonlinear stochastic
model. However, some results related to the analysis of nonlinear stochastic evolution equations and
nonlinear parabolic stochastic differential equations can be found in [1, 16, 25] and the references
therein. This study represents a significant advancement in the modeling of solute transport in porous
media by integrating stochastic elements and addressing nonlinear chemical reactions. Its contributions
are valuable across multiple disciplines, offering both theoretical and practical benefits. However,
the complexity and computational demands of the models, along with the challenges in parameter
estimation and potential limitations in generalization, should be considered when applying these
findings to real-world scenarios.
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Let D ⊂ Rn be an open and bounded set, S δ is small hole (smooth enough) in Rn of diameter δ,
where δ > 0 is small number that allows to go to zero, and B(S δ) be is the set of all periodically
distributed holes S δ in Rn such that B(S δ)∩ ∂D = ∅. Define the perforated domain as Dδ = D∩ B(S δ),
where we denote by Γδ the boundary ∂(Rn\B(S δ)), therefore, ∂Dδ = ∂D ∪ Γδ. An illustration of the
domain D and holes are presented in Figure 1 below.

Figure 1. Sketch of domain D and its related notations.

The solute concentration in the fluid is modeled on the fluid phase Dδ by the following nonlinear
stochastic diffusion equation with initial and boundary conditions, where the stochastic term captures
external random fluctuations:

duδ = κ∆uδdt + f δ1 (t, uδ,∇uδ)dt + gδ1(t, uδ)dW1, in Ω × Dδ × (0,T ),
uδ = 0 on Ω × ∂D × (0,T ), uδ(0) = uδ0, in Dδ,

−κ ∂uδ
∂ν
= δ f δ2 = δγ(h(t, uδ) − vδ), in Ω × Γδ × (0,T ),

(1.1)

where T ∈ (0,∞), uδ represents the solute concentration in the fluid, uδ0 represents the starting solute
concentration in the fluid phase, ν is the exterior unit normal to Dδ, κ > 0 is the diffusion coefficient,
f δ1 is a nonlinear function representing an external source of energy that depends on the solute
concentration in the fluid phase and its diffusion, f δ2 is a nonlinear function representing interchanges
of chemical flow across the surface of the skeleton Γδ. As in the deterministic case, see [11]. The
solute concentration on the surface of the skeleton is represented by vδ, γ > 0 is the adsorption factor
and gδ1W1 is an external nonlinear random fluctuation affecting the concentration of the solute in the
fluid phase with gδ1 representing the intensity of the noise and W1 an m-dimensional Brownian motion
defined on a complete (Ω,F ,P, (Ft)0≤t≤T ) probability space.

On the surface of the skeleton, the concentration of the solute vδ is modeled using the following
stochastic reaction equation:{

dvδ = ( f δ2 − avδ)dt + gδ2dW2, in Ω × Γδ × (0,T ),
vδ(0) = vδ0, in Γδ,

(1.2)

where a > 0 is the reaction factor, vδ0 is the initial concentration of reactants on the surface of the
skeleton, and gδ2dW2 is an external linear random fluctuation affecting the concentration of the solute
on the surface of the skeleton with gδ2 representing the intensity of the noise and W2 defined on the same
probability space as above. Let us note that the boundary condition −κ ∂uδ

∂ν
= δγ(h(t, uδ) − vδ), in Ω ×
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Γδ × (0,T ) is meant to couple the nonlinear stochastic diffusion system (1.1) in the fluid phase Dδ and
the reaction stochastic system (1.2) in the skeleton.

The rest of this paper is organized as follows: In Section 2, we introduce several assumptions to
define a solution for the coupled stochastic partial differential equations. In Section 3, we establish
Theorem 2.1 and derive a mild-weak probabilistic solution for the system (1.1)-(1.2). This is followed
by a path-wise uniqueness result in Section 4, which establishes a strong probabilistic solution. In
Section 5, we show that, given additional data assumptions, the solute concentration in the fluid phase
and the reactant concentration on the skeleton’s surface remain positive. We conclude this work
with Section 6, where we present numerical results. In this section, we illustrate smooth Langmuir
and Freundlich kinetics, employing extended stochastic non-conforming finite element methods for
discretizing the coupled SPDE. Additionally, we numerically, analyze the convergence order of this
method.

2. Assumptions and definition of a solution

The general probabilistic functional spaces, which we will frequently employ in this paper, will now
be introduced. Let B be a Banach space, and p, q ∈ [1,∞]. The space Lp(0,T ;B) is defined to be the
set of all measurable functions

u : t ∈ [0,T ] −→ u(t) ∈ B

such that ∥ϕ(t)∥B is p integrable in the set [0,T ]. The space Lp,q (Ω; (0,T );B)) is the set of all of
functions v : (ω, t) ∈ Ω × [0,T ] −→ v(ω, t, ·) ∈ B, where v(ω, t, x) is Ft-measurable in ω for all t. This
space can be equipped with the following norm:

||v||Lp,q(Ω;(0,T );B)) =
(
E ||v||pLq(0,T ;B)

)1/p
.

For more general properties of these functional spaces, we refer to [9, 18, 20, 21]. In the following, we
provide the necessary assumptions on the data of our problem.
Assumptions:

(A1) The initial condition (uδ0, v
δ
0) are uniformly bounded in L2(Dδ) × L2(Γδ).

(A2) f δ1 (t, uδ,∇uδ) = Fδ
1(t, uδ) · ∇uδ such that

(i) Fδ
1 = (Fδ

1,1, F
δ
1,2, . . . , F

δ
1,n), where Fδ

1,i(·, v) ∈ L2,2(Ω; (0,T ); L2(Dδ)) for all v ∈

L2,2(Ω; (0,T ); L2(Dδ)) and Fδ
1,i satisfies Lipschitz condition with respect to the second

argument in the L2-norm;
(ii)

(
f δ1 (t, uδ,∇uδ), ϕ

)
L2(Dδ)

≤ C∥∇uδ∥L2(Dδ)∥ϕ∥L2(Dδ).

(A3) gδ1 = (gδ1,1, g
δ
1,2, . . . , g

δ
1,m) such that gδ1,i(·, v) satisfies Lipschitz condition with respect to the second

argument in the L2-norm and the following linear growth:

∥gδ1(t, ϕ)∥L2(Dδ) ≤ C
(
1 + ∥ϕ∥L2(Dδ)

)
, for all ϕ ∈ L2(Dδ).

(A4) The interchanges of chemical flows across the boundary are given by the nonlinear function h :
Ω × (0,T ) × R→ R satisfying

(i) h(·, 0) = 0 and h is monotonously non-decreasing function,
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(ii) h is continuously differentiable with respect to the second argument,
(iii) |∂h

∂z (·, z)| ≤ C(1 + |z|p−1) for all z ∈ R, C > 0, and{
p ∈ [1,∞), for n = 2,
p ∈ [1, n

n−2 ], for n > 2.

(A5) gδ1 ∈ L2(0,T ; L2(Dδ)).

Remark 2.1. Note that, from Assumption (A4(i)) and (A4(ii)), one can deduces the following:

• zh(z) ≥ 0,
• |h(z)| ≤ C(1 + |z|p), for all z ∈ R.

We now, introduce the notion of a weak probabilistic solution to our model. The notion of a weak
probabilistic solution to our model is now introduced.

Definition 2.1. The system (Ω,F ,P, uδ, vδ,W1,W2) is said to be a weak probabilistic solution to the
model (1.1)-(1.2), if:

(a) W1 and W2 are Ft-Wiener processes (m-dimensional), where Ft is a filtration defined on (Ω,F ,P).
(b) The mappings (ω, t)→ uδ(ω, t) and (ω, t)→ vδ(ω, t) are progressively measurable.
(c) (uδ, vδ) satisfy, for σ(dx) a surface measure on the boundary Γδ∫

Dδ

uδ(t)ψdx −
∫

Dδ

uδ(0)ψdx + κ
∫ t

0

∫
Dδ

∇uδ∇ψdxds + δγ
∫ t

0

∫
Γδ

h(uδ)ψσ(dx)ds

= δγ

∫ t

0

∫
Γδ

vδψσ(dx)ds +
∫ t

0

∫
Dδ

f δ1 (uδ,∇uδ)ψdxds +
∫ t

0

∫
Dδ

gδ1(uδ)ψdxdW1(s), (2.1)

for all 0 ≤ t ≤ T and ψ ∈ Vδ whereVδ = {ϕ ∈ H1(Dδ) | ϕ = 0 on ∂Dδ}, and

vδ(t, x) = v0(x)e−(a+γ)t +

∫ t

0
e−(a+γ)(t−s)gδ2(s)dW2(s) + γ

∫ t

0
e−(a+γ)(t−s)h(uδ(s, x))ds. (2.2)

Definition 2.2. Let (Ω,F ,P, uδ1, v
δ
1,W1,W2) and (Ω,F ,P, uδ2, v

δ
2,W1,W2) be two probabilistic weak

solutions of system (1.1)-(1.2) with the same initial condition (uδ0, v
δ
0), we say that (1.1)-(1.2) admits

path-wise uniqueness if

(uδ1, v
δ
1)(t) = (uδ2, v

δ
2)(t), for all 0 ≤ t ≤ T, P–a.s.

Then, we have the following result.

Theorem 2.1. Suppose that the Assumptions (A1)–(A4) hold true. Then for fixed δ and for all positive
real number T , there exists a weak probabilistic solution (Ω,F ,P, uδ, vδ,W1,W2) of system (1.1)-(1.2)
by means of Definition 2.1.

Theorem 2.2. Let (A1)–(A4) hold, then the system (1.1)-(1.2) has the path-wise uniqueness property
in the sense of Definition 2.2.
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3. Existence results

In this section, we establish the existence of a weak probabilistic solution employing the Galerkin
approximation method, Prokhorov tightness property, and Skorokhod representation theorem.

3.1. Galerkin’s approximate solution

Using the Galerkin approximation method, we demonstrate the existence of solutions. Let (ℓδk)∞k=1 ⊂

[Vδ∩L∞(Dδ)] be sequence of linearly independent vectors and consider Hn = span{ℓδk, k = 1, 2, . . . , n}
to be dense subset ofVδ and define the projection Pn : L2(Dδ)→ Hn. We now let

φδ(t, x) = v0(x)e−(a+γ)t +

∫ t

0
e−(a+γ)(t−s)gδ2(s)dW2(s), (3.1)

where φδ in L2(Ω; C([0,T ]; L2(Γδ))), we seek an approximate vector solution to our problem in finite
dimensions as

uδn(t, ω, x) =
n∑

i=1

ci
n(t, ω)ℓδi (x) and ρδn(t, ω, x) =

n∑
i=1

di
n(t, ω)ℓδi (x),

we demand that uδn and ρδn meet the following system:∫
Dδ

duδnℓ
δ
i dx + κ

∫
Dδ

∇uδn∇ℓ
δ
i dxdt + δγ

∫
Γδ

h(uδn)ℓδiσ(dx)dt

= δ

∫
Γδ

(ρδn + φ
δ)ℓδiσ(dx)dt +

∫
Dδ

f δ1 (uδn,∇uδn)ℓδi dxdt

+

∫
Dδ

gδ1(uδn)ℓδi dxdW1(t), uδn(0) = Pnuδ0, (3.2)

and

∂ρδn
∂t
+ (a + γ)ρδn = γh(uδn), ρδn(0 = 0, (3.3)

where

ρδn = vδn − φ
δ. (3.4)

The corresponding system of stochastic ODEs satisfied by the Fourier coefficients ci
n and di

n has a
unique solution. This gives the existence of uδn and ρδn that solve the system (3.2)-(3.3).

3.2. Energy and finite difference estimates

In this subsection, we derive crucial a priori estimates that will be of great importance when studying
the asymptotic behaviour of the solutions of the considered model. For the proof of the following
lemma, we refer to [10].

For notational simplification we shall use uδn(t) to denote uδn(t, ·) and ρδn(t) to denote ρδn(t, ·).
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Lemma 3.1. For Dδ and S δ as constructed above, we have

∥w∥2L2(Γδ) ≤ α
(1
δ
∥w∥2L2(Dδ) + δ∥∇w∥2L2(Dδ)

)
,

where α > 0, for all w ∈ W1,2
δ , whereW1,2

δ =
{
ϕ ∈ W1,2(Dδ) | ϕ = 0 on ∂Dδ

}
.

Theorem 3.1. The constructed approximation uδn satisfies the following estimates:

E sup
t∈[0,T ]

∥uδn(t)∥2L2(Dδ) + E

∫ T

0
∥∇uδn(t)∥2L2(Dδ)dt ≤ C, (3.5)

for some positive constant C.

Proof. We first note that the solution of (3.3) is given by

ρδn(t) = γ

∫ t

0
e−(a+γ)(t−s)h(uδn(s))ds, (3.6)

from which one obtains

E

∫ T

0
∥ρδn(t)∥2L2(Γδ)dt ≤ γCE

∫ T

0
∥h(uδn(t))∥2L2(Γδ)dt. (3.7)

We apply Itô’s formula to the integral equation (3.2) using the function ϕ(uδn(t)) = |uδn(t)|2L2(Dδ), to get

d∥uδn(t)∥2L2(Dδ) + 2κ∥∇uδn(t)∥2L2(Dδ)dt + 2δγ(h(uδn(t)), uδn(t))L2(Γδ)dt

= 2δγ((ρδn + φ
δ), uδn(t))L2(Γδ)dt + 2( f δ1 (uδn(t),∇uδn(t)), uδn(t))L2(Dδ)dt

+2(gδ1(uδn(t))dW1, uδn(t))L2(Dδ) + ∥gδ1(uδn(t))∥2L2(Dδ)dt. (3.8)

Using Cauchy-Schwartz’s inequality flowed by Young’s inequality and the assumptions on the
nonlinear term h(uδn), we obtain

d∥uδn(t)∥2L2(Dδ) + 2κ∥∇uδn(t)∥2L2(Dδ)dt ≤ δγ
{
∥uδn(t)∥2L2(Γδ) + ∥ρ

δ
n + φ

δ∥2L2(Γδ)

}
dt

+2( f δ1 (uδn(t),∇uδn(t)), uδn(t))L2(Dδ)dt

+2(gδ1(uδn(t))dW1, uδn(t))L2(Dδ) + ∥gδ1∥
2
L2(Dδ)dt. (3.9)

Integrating over the interval (0, t), taking the supremum and the expectation to both sides of (3.9),
we get

E sup
t∈[0,T ]

∥uδn(t)∥2L2(Dδ) + 2κE
∫ T

0
∥∇uδn(t)∥2L2(Dδ)dt

≤ ∥Pnuδ(0)∥2L2(Dδ) +CE
∫ T

0

{
∥uδn(t)∥2L2(Γδ) + ∥ρ

δ
n + φ

δ∥2L2(Γδ)

}
dt

+2E
∫ T

0

∣∣∣( f δ1 (uδn,∇uδn(t)), uδn(t))L2(Dδ)

∣∣∣ dt + E
∫ T

0
∥gδ1(uδn(t))∥2L2(Dδ)dt

+2E sup
t∈[0,T ]

∣∣∣∣∣∣
∫ T

0
(gδ1(uδn(t))dW1, uδn(t))L2(Dδ)

∣∣∣∣∣∣ . (3.10)

Using the bound (3.7), Remark 2.1, Assumptions (A1) and (A5), and Lemma 3.1, we obtain
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E sup
t∈[0,T ]

∥uδn(t)∥2L2(Dδ) + 2κE
∫ T

0
∥∇uδn(t)∥2L2(Dδ)dt

≤ C1 + E

∫ T

0

{
C2∥uδn(t)∥2L2(Dδ) +C3δ

2∥∇uδ∥2L2(Dδ)

}
dt

+2E
∫ T

0

∣∣∣( f δ1 (uδn,∇uδn(t)), uδn(t))L2(Dδ)

∣∣∣dt + E
∫ T

0
∥gδ1(uδn(t))∥2L2(Dδ)dt

+2E sup
t∈[0,T ]

∣∣∣∣ ∫ T

0
(gδ1(uδn(t))dW1, uδn(t))L2(Dδ)

∣∣∣∣. (3.11)

However, we have from (A2(ii)) and Young’s inequality

2E
∫ T

0

∣∣∣( f δ1 (uδn,∇uδn(t)), uδn(t))L2(Dδ)

∣∣∣dt ≤ 2CE
∫ T

0
∥uδn(t)∥L2(Dδ)∥∇uδn(t)∥[L2(Dδ)]n (3.12)

≤ λE sup
t∈[0,T ]

∥uδn(t)∥2L2(Dδ) +C(λ)E
∫ T

0
∥∇uδn(t)∥2[L2(Dδ)]ndt,

for any λ > 0. Also from (A3), one sees that

E

∫ T

0

∥∥∥gδ1(uδn)
∥∥∥2

L2(Dδ)
dt ≤ TC +CE

∫ T

0
∥uδn(t)∥2L2(Dδ)dt. (3.13)

Regarding the stochastic term in (3.11) we use Burkholder-Davis-Gundy’s and Young inequalities
as follows:

2E sup
t∈[0,T ]

∣∣∣∣ ∫ t

0
(gδ1(τ, uδn(τ))dW1(τ), uδn(τ))L2(Dδ)

∣∣∣∣
≤ 2C1E

[∫ T

0

(
gδ1(t, uδn(t)), uδn(t)

)2

L2(Dδ)
dt

] 1
2

≤ 2CE
[∫ T

0
∥gδ1(t, uδn(t))∥2L2(Dδ)∥u

δ
n(t)∥2L2(Dδ)dt

] 1
2

≤ 2CE sup
t∈[0,T ]

∥uδn(t)∥L2(Dδ)

[∫ T

0
∥gδ1(t, uδn(t)), uδn(t)∥2L2(Dδ)dt

] 1
2

≤
1
η
E sup

t∈[0,T ]
∥uδn(t)∥2L2(Dδ) +CηE

∫ T

0
∥gδ1(t, uδn(t)), uδn(t)∥2L2(Dδ)dt, (3.14)

for any η > 0. From (3.11)–(3.14) and Gronwall’s inequality we have

E sup
t∈[0,T ]

∥uδn(t)∥2L2(Dδ) + E

∫ T

0
∥∇uδn(t)∥2L2(Dδ)dt ≤ C.

We can achieve only weak limits for sub-sequences of the Galerkin approximate solution of our
problem using the above estimates. Strong convergence requires some compactness, but because we
are dealing with stochastic processes, bounds on the time derivative of the solution cannot be obtained.
We have the following bounds for the finite difference of uδn.
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Theorem 3.2. Let uδn be the approximate solution of problem (1.1). Then under Assumptions (A1)–(A5)
there exists a positive constant C, independent of δ, such that for all ρ ≤ 1 and all s with t + s ∈ [0,T ],
we have

E sup
|s|≤ρ

∫ T

0
∥uδn(t + s) − uδn(t)∥2W−1,2(Dδ)dt ≤ Cρ. (3.15)

Proof. For any s > 0, the solution of problem (Pδ
1) satisfies

uδn(t + s) − uδn(t) = κ

∫ t+s

t
∆uδn(τ)dτ +

∫ t+s

t
f δ1 (τ, uδn(τ),∇uδn(τ))dτ +

∫ t+s

t
gδ1(τ, uδn(τ))dW1(τ),

from this we obtain

∥uδn(t + s) − uδn(t)∥W−1,2(Dδ) ≤

∥∥∥∥∥∥κ
∫ t+s

t
∆uδn(τ)dτ

∥∥∥∥∥∥
W−1,2(Dδ)

+

∥∥∥∥∥∥
∫ t+s

t
f δ1 (τ, uδn(τ),∇uδn(τ))dτ

∥∥∥∥∥∥
W−1,2(Dδ)

+

∥∥∥∥∥∥
∫ t+s

t
gδ1(τ, uδn(τ))dW1(τ)

∥∥∥∥∥∥
W−1,2(Dδ)

. (3.16)

Let us estimates the terms on the right hand side of (3.16) as follows:∥∥∥∥κ∫ t+s

t
∆uδn(τ)dτ

∥∥∥∥
W−1,2(Dδ)

= sup
ψ∈W1,2

δ , ∥ψ∥=1

∣∣∣∣〈 ∫ t+s

t
κ∆uδn(τ)dτ, ψ

〉∣∣∣∣
≤ sup

ψ∈W1,2
δ , ∥ψ∥=1

∫
Dδ

∫ t+s

t
κ∆uδn(τ)dψdτdx

≤ sup
ψ∈W1,2

δ , ∥ψ∥=1

∫
Dδ

∫ t+s

t
κ∇uδn(τ)∇ψdτdx

+ sup
ψ∈W1,2

δ , ∥ψ∥=1

δ

∫
Γδ

∫ t+s

t
f δ2ψdτσ(dx)

≤ κ sup
ψ∈W1,2

δ , ∥ψ∥=1

[ ∫ t+s

t
∥∇uδn(τ)∥L2(Dδ)∥∇ψ∥L2(Dδ)dτ

+δ

∫ t+s

t
∥ f δ2 ∥L2(Γδ)∥ψ∥L2(Γδ)dτ

]
≤ C

∫ t+s

t
∥∇uδn(τ)∥L2(Dδ) + δ

[
∥h(uδn(τ))∥L2(Γδ) + ∥vδn(τ)∥L2(Γδ)

]
dτ.

Next, from the Cauchy-Schwartz inequality, we have

E

∫ T

0

(∫ t+s

t
∥∇uδn(τ)∥L2(Dδ)dτ

)2

dt ≤ sCE
∫ T

0
∥∇uδn(t)∥2L2(Dδ)dt. (3.17)

Using Lemma 3.1, Eqs (3.4) and (3.7), we obtain
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Eδ

∫ T

0

(∫ t+s

t

[
∥h(uδn(τ))∥L2(Γδ) + ∥vδn(τ)∥L2(Γδ)

]
dτ

)2

dt

≤ CsE
∫ T

0

[
C1 +C2∥uδn(τ)∥2L2(Dδ) +C3δ

2∥∇uδn(τ)∥2L2(Dδ)

]
dt. (3.18)

We also have from the embedding of L2(Dδ) into W−1,2(Dδ), Assumption (A2(ii)) and Cauchy
inequality that∥∥∥∥∥∥

∫ t+s

t
f δ1 (τ, uδn(τ),∇uδn(τ))dτ

∥∥∥∥∥∥
W−1,2(Dδ)

≤

∥∥∥∥∥∥
∫ t+s

t
f δ1 (τ, uδn,∇uδn(τ))dτ

∥∥∥∥∥∥
L2(Dδ)

≤ C
∫ t+s

t
∥∇uδn(τ)∥LDδdτ

≤ Cs
1
2

(∫ t+s

t
∥∇uδn(τ)∥LDδdτ

) 1
2

. (3.19)

Once again, we use the embedding of L2(Dδ) into W−1,2(Dδ), followed by Itô’s isometry, Cauchy-
Schwartz inequality, and Fubini’s theorem that

E sup
|s|≤ρ

∫ T

0

∥∥∥∥∥∥
∫ t+s

t
gδ1(τ, uδ1(τ))dW1(τ)

∥∥∥∥∥∥2

W−1,2(Dδ)

dt ≤ E sup
|s|≤ρ

∫ T

0

∥∥∥∥∥∥
∫ t+s

t
gδ1(τ, uδ1(τ))dW1(τ)

∥∥∥∥∥∥2

L2(Dδ)

dt

≤ E

∫ T

0
sup
|s|≤ρ

∥∥∥∥∥∥
∫ t+s

t
gδ1(τ, uδ1(τ))dW1(τ)

∥∥∥∥∥∥2

L2(Dδ)

dt

≤

∫ T

0

∫
Dδ

E sup
|s|≤ρ

(∫ t+s

t
gδ1(τ, uδ1(τ))dW1(τ)

)2

dx
 dt

≤

∫ T

0

(
E

∫ t+ρ

t
∥gδ1(τ, uδ1(τ))∥2L2(Dδ)dτ

)
dt

≤ C
∫ T

0

(
E

∫ t+ρ

t

(
1 + ∥uδ1(τ))∥2L2(Dδ)

)
dτ

)
dt

≤ ρCT. (3.20)

From estimates (3.5), the assumptions on f δ1 and gδ1 (3.16)–(3.20), the proof is complete.

3.3. Probabilistic compactness

As stated earlier, the goal is to take n goes to infinity in (uδn, ρδn) in order to arrive at (uδ, ρδ) a solution
of the system (2.1)-(2.2). The estimates (3.5) aid in the extraction of convergent sub-sequences from
(uδ, ρδ). However, the presence of the nonlinear function h in (2.1) necessitates strong compactness
for uδn. Theorem 3.2, together with the estimates (3.5), we make sense of the set

Zδ,n =
{
ϕδn ∈ L∞,2(Ω; (0,T ); L2(Dδ)) ∩ L2,2(Ω; (0,T ); Vδ)

E sup
|s|≤ρ

∫ T−s

0
∥ϕδn(t + s) − ϕδn(t)∥2W−1,2(Dδ)dt ≤ Cρ.

}
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Following Bensoussan [3] (and [19, 24]), it is easily seen that Zδ,n is compactly embedded in
L2,2(Ω; (0,T ); L2(Dδ)). Having this, we define the set

I = L2,2(Ω; (0,T ); L2(Dδ)) ×C((0,T );Rm),

and the mapping

Φn : Ω −→ I, ω −→ (ϕδn,W
n).

On the Borel set B(I) of the set I we define a probability measure as pullback of the mapping Φn

as follows:

µn(B) = P(Φ−1
n (A)), for all n and all B ∈ B(I).

Again, following Bensoussan [3] (see also Sango [24] and Mohammed and Sango [19]), we show that
the family {µn} is tight. From Prokhorov’s compactness results [5], we obtain a subsequence {µnν}

of {µn} and a probability measure µ such that µnν converging weakly to µ. As a consequence, by
Skorokhod’s compactness theorem [5], we are able to construct a new probability space (Ω1;F1;P1),
set of random variables {(uδnν ,W

nν) ∈ B(I) : nν ∈ N} and (uδ,W) such that the probability law of
(uδnν ,W

nν) is µnν and the law of (uδ,W) is µ. In addition to that we have

(uδnν ,W
nν) −→ (uδ,W) inB(I) with probability 1. (3.21)

In the following lemma, we transform our problem to a new setting in which the sequence of solutions
has nicer properties and, more precisely, has a strong convergence in probability.

Lemma 3.2. Define on the probability space(Ω1;F1;P1) the filtration F1t = σ({uδ(s),Ws}s∈[0,t]). Then

• W is an (F1t)t≥0 Brownian motion;
• (uδnν ,W

nν) satisfies with probability 1,∫
Dδ

uδnν(t)ℓ
δ
i dx + κ

∫ t

0

∫
Dδ

∇uδnν(s)∇ℓδi dxds + δγ
∫ t

0

∫
Γδ

h(uδnν(s))ℓδiσ(dx)ds

=

∫
Dδ

Pnνu
δ
0ℓ
δ
i dx + δ

∫ t

0

∫
Γδ

(ρδnν + φ
δ)ℓδiσ(dx)ds +

∫ t

0

∫
Dδ

f δ1 (uδnν(s),∇uδnν(s))ℓδi dxds

+

∫ t

0

∫
Dδ

gδ1(uδnν(s))ℓδi dxdWnν(s), (3.22)

and

∂ρδnν
∂t
+ (a + γ)ρδnν = γh(uδnν), ρδnν(0) = 0, (3.23)

where

ρδnν = vδnν − φ
δ. (3.24)
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3.4. Passing to the limit

Before we proceed to the passage to the limit, we should note that nonlinearities pose a significant
challenge in this regard. As for the nonlinear operator h that represents the interchanges of chemical
flows across the boundary, Bituin and Donato [6] have examined a number of its properties in the
elliptic framework. In the following lemma, we give the evaluation version of its major properties
(see [6, Theorem 3.2, p. 179]).

Lemma 3.3. Let h be as in (A4) and s and its conjugate s′, i.e., ( 1
s +

1
s′ = 1), are such that{

s′ ∈ [1,∞) and s ≥ ps′, for n = 2,
s = 2(n−1)

n−2 and s′ = 2 − 2
n , for n > 2.

Then, the application

v ∈ L2(0,T ;W1,2(Dδ)) −→ h(t, v) ∈ L2(0,T ; Ls′(Γδ))

is weakly continuous, i.e., for all bounded sequence {vn} in L2(0,T ;W1,2(Dδ)), one has up to a sub-
sequence

h(t, vn) ⇀ h(t, v) weakly in L2(0,T ; Ls′(Γδ)). (3.25)

Note that, estimates (3.5) still true for the variational form (3.22), which gives the P1–a.s. weak∗

and weak convergence

uδnν ⇀ uδ, weakly∗ in L∞,2(Ω; (0,T ); L2(Dδ)), (3.26)
uδnν ⇀ uδ, weakly in L2,2(Ω; (0,T ); Vδ)). (3.27)

The limits (3.26) and (3.27) allow us to pass to the limit in the first two terms on the left-hand side
of (3.22). In order to pass to the limit in the third term on the left-hand side of (3.22), we use the weak
convergence (3.25) and obtain

lim
nν→∞

δγ

∫ t

0

∫
Γδ

h(uδnν(s))ℓδiσ(dx)ds = δγ

∫ t

0

∫
Γδ

h(uδ(s))ℓδiσ(dx)ds P1–a.s. (3.28)

Regarding the initial condition, it is known that the projection Pnνu
δ
0 converges strongly to uδ0 in the

L2-norm. We also have

ρδnν(t) = γ

∫ t

0
e−(a+γ)(t−s)h(uδnν(s))ds, (3.29)

this together with (3.25) give

ρδnν(t) ⇀ ρδ(t), weakly in C([0,T ]; Ls(Γδ)) P1–a.s., (3.30)

this gives the corresponding limit of the second term on the right-hand side of (3.22). It also gives

lim
nν→∞

vδnν = ρδ + φδ = vδ.
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For the third term on the right-hand side of (3.22), we have∫ t

0

∫
Dδ

f δ1 (uδnν(s),∇uδnν(s))ℓδi dxds =
∫ t

0

∫
Dδ

Fδ
1(uδnν(s)) · ∇uδnν(s)ℓδi dxds

=

∫ t

0

∫
Dδ

(Fδ
1(uδnν(s)) − Fδ

1(uδ)) · ∇uδnν(s)ℓδi dxds

+

∫ t

0

∫
Dδ

Fδ
1(uδ(s)) · ∇uδnν(s)ℓδi dxds. (3.31)

The first term on the right-hand side of (3.31), will converge to zero due to the assumption (A2(i))
and the strong convergence (3.21). Then, we pass to the limit on the second term using the weak
limit (3.27), we obtain

lim
nν→∞

∫ t

0

∫
Dδ

f δ1 (uδnν(s),∇uδnν(s))ℓδi dxds =
∫ t

0

∫
Dδ

f δ1 (uδ(s),∇uδ(s))ℓδi dxds P1–a.s. (3.32)

Now, let us show that

lim
nν→∞

∫ t

0

∫
Dδ

gδ1(uδnν(s))ℓδi dxdWnν(s) =
∫ t

0

∫
Dδ

gδ1(uδ(s))ℓδi dxdW(s) P1–a.s., (3.33)

for this, we write∫ t

0

∫
Dδ

gδ1(uδnν(s))ℓδi dxdWnν(s) =
∫ t

0

∫
Dδ

gδ1(uδnν(s))ℓδi dxd (Wnν(s) −W(s))

+

∫ t

0

∫
Dδ

gδ1(uδnν(s))ℓδi dxdW(s). (3.34)

Because the variation (Wnν(s) −W(s)) is unbounded, the passage to the limit on the first term of
the right-hand side of (3.34) requires special attention, so for one to benefit from the strong P1–a.s.
convergence (3.21). We utilize the concept of regularization

gδ,η1 (t, uδnν(t)) =
1
η

∫ t

0
ψ

(
−

t − s
η

)
gδ1(s, uδnν(s))ds,

where the function ψ is the standard mollifier. By definition, we have

gδ,η1 (t, uδnν(t))→ gδ1(t, uδnν(t)) in L2,2(Ω; (0,T ); L2(Dδ)) as η→ 0, (3.35)

also, gδ,η1 is bounded by gδ1 and differentiable in time. We write∫ t

0

∫
Dδ

gδ1(s, uδnν(s))ℓδi dxd (Wnν(s) −W(s))

=

∫ t

0

∫
Dδ

[
gδ1(s, uδnν(s)) − gδ,η1 (s, uδnν(s))

]
ℓδi dxd (Wnν(s) −W(s))

+

∫ t

0

∫
Dδ

gδ,η1 (s, uδnν(s))ℓδi dxd (Wnν(s) −W(s)) . (3.36)
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We deal with the right-hand-side as follows: For the first term we use Burkholder-Davis-Gundy’s
inequality and the strong convergence (3.35),

E sup
0≤s≤t

∣∣∣∣∣∣
∫ t

0

∫
Dδ

(
gδ1(s, uδnν(s)) − gδ,η1 (s, uδnν(s))

)
ℓδi dxd (Wnν(s) −W(s))

∣∣∣∣∣∣
≤ CE

[∫ t

0

∫
Dδ

(
gδ1(s, uδnν(s)) − gδ,η1 (s, uδnν(s))

)2
(ℓδi )2dxds

] 1
2

≤ CE
[∫ t

0
∥gδ1(s, uδnν(s)) − gδ,η1 (s, uδnν(s))∥2L2(Dδ)∥ℓ

δ
i ∥

2
L2(Dδ)ds

] 1
2

≤ C∥gδ1(s, uδnν(s)) − gδ,η1 (s, uδnν(s))∥L2,2(Ω;(0,T );L2(Dδ)). (3.37)

Clearly, the last term converges to zero P–a.s as η tends towards 0.
Integration by parts, assumptions on the nonlinear function (gδ1(t, uδnν(t)), and the strong

convergence (3.21) lead to ∫ t

0

∫
Dδ

gδ,η1 (s, uδnν(s))ℓδi dxd (Wnν(s) −W(s))

= (Wnν(t) −W(t))
∫

Dδ

gδ,η1 (s, uδnν(s))ℓδi dx

−

∫ t

0
(Wnν(s) −W(s))

(∫
Dδ

∂

∂t
gδ,η1 (s, uδnν(s))ℓδi dx

)
ds. (3.38)

The right hand side of (3.38) tends towards 0 P–a.s. as nν tends to∞.
Using (3.37) and (3.38) into (3.34), we arrive at

lim
nν→∞

∫ t

0

∫
Dδ

gδ1(s, uδ(s))ℓδi dxdWnν(s) =
∫ t

0

∫
Dδ

gδ1(s, uδ(s))ℓδi dxdW(s). (3.39)

However,

gδ1(t, uδ(t))→ gδ1(t, uδ(t)) in L2,2(Ω; (0,T ); L2(Dδ)) as nν → ∞. (3.40)

We use Rozovskii’s convergence theorem for stochastic integrals [23, Theorem 4, p. 63] to assert the
following:

lim
nν→∞

∫ t

0

∫
Dδ

gδ1(s, uδnν(s))ℓδi dxdW(s) =
∫ t

0

∫
Dδ

gδ1(s, uδ(s))ℓδi dxdW(s). (3.41)

Combining the above convergence, we obtain∫
Dδ

uδ(t)ℓδi dx + κ
∫ t

0

∫
Dδ

∇uδ(s)∇ℓδi dxds + δγ
∫ t

0

∫
Γδ

h(uδ(s))ℓδiσ(dx)ds

=

∫
Dδ

uδ0ℓ
δ
i dx + δ

∫ t

0

∫
Γδ

(ρδ + φδ)ℓδiσ(dx)ds

+

∫ t

0

∫
Dδ

f δ1 (s, uδ(s),∇uδ(s))ℓδi dxds +
∫ t

0

∫
Dδ

gδ1(s, uδ(s))ℓδi dxdW(s), (3.42)
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and

∂ρδ

∂t
+ (a + γ)ρδ = γh(uδ), ρδ(0) = 0, (3.43)

where

ρδ = vδ − φδ. (3.44)

This concludes the demonstration that (Ω,P,F , uδ, vδ) is a weak probabilistic solution to the
system (1.1)-(1.2).

4. Uniqueness

In this part, we prove the path-wise uniqueness of the solution of problem (1.1). We assume that
uδ1 and uδ2 solve the system (3.42)–(3.44) and let wδ = uδ1 − uδ2. Applying Itô’s formula to the function
ϕ(wδ(t)) = ∥wδ(t)∥2L2(Dδ), we get

d∥wδ(t)∥2L2(Dδ) + 2κ∥∇wδ(t)∥2L2(Dδ)dt + 2δγ(h(uδ1(t)) − h(uδ2(t)), uδ1(t) − uδ2(t))L2(Γδ)dt

= 2δγ(ρδ1 − ρ
δ
1, u

δ
1(t) − uδ2(t))L2(Γδ)dt + 2( f δ1 (uδ1(t),∇uδ1(t)) − f δ1 (uδ2(t),∇uδ2(t)), uδ1(t) − uδ2(t))L2(Dδ)dt

+2(gδ1(uδ1(t)) − gδ1(uδ2(t)), uδ1(t) − uδ2(t))L2(Dδ)dW(t) + ∥gδ1(uδ1(t)) − gδ1(uδ1(t))∥2L2(Dδ)dt, (4.1)

where

ρδ1(t) = γ

∫ t

0
e−(a+γ)(t−s)h(uδ1(s))ds, (4.2)

and

ρδ2(t) = γ

∫ t

0
e−(a+γ)(t−s)h(uδ2(s))ds. (4.3)

Integrating (4.1) over (0, t), taking the expectation, the supremum, and using the Assumptions (A4(i)),
we obtain

E sup
s∈[0,t]
∥wδ(s)∥2L2(Dδ) + 2κE

∫ t

0
∥∇wδ(s)∥2L2(Dδ)ds

≤ 2δγE
∫ t

0
|(ρδ1(s) − ρδ2(s), uδ1(s) − uδ2(s))L2(Γδ)|ds

+2E
∫ t

0
|( f δ1 (uδ1(s),∇uδ1(s)) − f δ1 (uδ2(s),∇uδ2(s)), uδ1(s) − uδ2(s))L2(Dδ)|ds

+2E sup
s∈[0,t]

∣∣∣∣∣∣
∫ t

0
(gδ1(uδ1(s)) − gδ1(uδ2(s)), uδ1(s) − uδ2(s))L2(Dδ)dW(s)

∣∣∣∣∣∣
+E

∫ t

0
∥gδ1(uδ1(s)) − gδ1(uδ1(s))∥2L2(Dδ)dt. (4.4)
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Now, we shall estimate each of the terms on the right side of (4.4). We start by

E

∫ t

0
|(ρδ1(s) − ρδ2(s), uδ1(s) − uδ2(s))L2(Γδ)|ds ≤ E

∫ t

0
∥ρδ1(s) − ρδ1(s)∥L2(Γδ)∥wδ(s)∥L2(Γδ)ds. (4.5)

We use Assumption (A4) to derive the following:

∥ρδ1(t) − ρδ1(t)∥L2(Γδ) ≤ γ

∫ t

0
e(a+γ)(t−τ)∥h(uδ1)(τ) − h(uδ2)(τ)∥L2(Γδ)dτ

≤ γ sup
0≤s≤t
∥h(uδ1)(s) − h(uδ2)(s)∥L2(Γδ)

∫ t

0
e(a+γ)(t−τ)dτ

≤
γ

a + γ
sup
0≤s≤t
∥h(uδ1)(s) − h(uδ2)(s)∥L2(Γδ)

≤
γL

a + γ
sup
0≤s≤t
∥uδ1(s) − uδ2(s)∥L2(Γδ). (4.6)

From (4.5), (4.6) and Lemma 3.1, we arrive at

2δγE
∫ t

0
|(ρδ1(s) − ρδ1(s),wδ(s))L2(Γδ)|ds ≤

2δγ2L
a + γ

E

∫ t

0
sup

0≤s≤τ
∥wδ(s)∥2L2(Γδ)dτ (4.7)

≤ βαE

∫ t

0
sup

0≤s≤τ

{
∥wδ(s)∥2L2(Dδ) + δ

2∥∇wδ(s)∥2L2(Dδ)

}
dτ,

where β = 2γ2L
a+γ . Second, we use the estimate in Theorem 3.1, Cauchy-Schwartz and Poincaré

inequalities and Assumption (A2), we have

E

∫ t

0
|( f δ1 (uδ1(s),∇uδ1(s)) − f δ1 (uδ2(s),∇uδ2(s)), uδ1(s) − uδ2(s))L2(Dδ)|ds

= E

∫ t

0
|
((

Fδ
1(uδ1(s)) · ∇uδ1(s) − Fδ

1(uδ2(s)) · ∇uδ2
)

(s),wδ(s)
)

L2(Dδ)
|ds

= E

∫ t

0
|(Fδ

1(uδ1(s)) · ∇uδ1(s) − Fδ
1(uδ1(s)) · ∇uδ2(s)

+Fδ
1(uδ1(s)) · ∇uδ2(s) − Fδ

1(uδ2(s)) · ∇uδ2(s),wδ(s))L2(Dδ)|ds

= E

∫ t

0
|(Fδ

1(uδ1(s)) · ∇wδ(s) + (Fδ
1(uδ1(s)) − Fδ

1(uδ2(s))) · ∇uδ2(s),wδ(s))L2(Dδ)|ds

≤ C1E

∫ t

0
{∥∇wδ(s)∥L2(Dδ)∥wδ(s)∥L2(Dδ) + ∥wδ(s)∥2L2(Dδ)}ds

≤ C1E

∫ t

0
{λ∥∇wδ(s)∥2L2(Dδ) + (1 +Cλ)∥wδ(s)∥2L2(Dδ)}ds, (4.8)

where λ > 0 is small enough. Regarding the last two terms on the right-hand side of (4.4),
we use Burkholder-Davis-Gundy’s, Cauchy-Schwartz, and Young’s inequalities and Assumption (A3)
to get
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2E sup
s∈[0,T ]

∣∣∣∣∣∣
∫ t

0
(gδ1(uδ1)(s)) − gδ1(uδ2(s)), uδ1(s) − uδ2(s))L2(Dδ)dW(s)

∣∣∣∣∣∣
+E

∫ t

0
∥gδ1(uδ1(s)) − gδ1(uδ1(s))∥2L2(Dδ)ds

≤ 2CE
(∫ T

0
(gδ1(uδ1(s)) − gδ1(uδ2(s)), uδ1 − uδ2(s))2

L2(Dδ)ds
) 1

2

+E

∫ T

0
∥gδ1(uδ1(s)) − gδ1(uδ1(s))∥2L2(Dδ)ds

≤ CE
∫ T

0
∥wδ(s)∥2L2(Dδ)ds. (4.9)

Using estimates (4.7)–(4.9) into (4.4), we obtain

E sup
s∈[0,T ]

∥wδ(s)∥2L2(Dδ) + 2
(
κ −

βαδ2

2
−

C1

2
λ

)
E

∫ T

0
∥∇wδ(s)∥2L2(Dδ)ds

≤ CE
∫ T

0
sup

0≤s≤τ
∥wδ(s)∥2L2(Dδ)dτ, (4.10)

choosing λ = 1
C1

(κ − βαδ2

2 ) and setting Λ = κ − βαδ2

2 , we obtain

E sup
s∈[0,T ]

∥wδ(s)∥2L2(Dδ) + ΛE

∫ T

0
∥∇wδ(s)∥2L2(Dδ)ds ≤ CE

∫ T

0
sup

0≤s≤τ
∥wδ(s)∥2L2(Dδ)dτ. (4.11)

It is worth noting that, because δ represents the hole size, we may always choose it so that κ > βαδ2

2 .
We come to the conclusion that for each t ∈ [0,T ], we have wδ(t) = 0, P–a.s. i.e., uδ1(t) = uδ2(t), P–a.s.,
thanks to the Gronwall’s inequality. We also have

∥vδ2(t) − vδ1(t)∥L2(Γδ) = ∥ρ
δ
2(t) − ρδ1(t)∥L2(Γδ). (4.12)

This and (4.6) give the uniqueness of the solution of (1.2). As previously stated, in light of the Yamada-
Watanabe theorem [22], we obtain the existence and uniqueness of a strong probabilistic solution to
our model based on the obtained path-wise uniqueness and probabilistic weak solution of the previous
section.

5. Positivity of solutions

The goal of this section is to prove the positivity of the solutions of our system, which can be
rewritten as follows:

duδ = κ∆uδdt + f δ1 (t, uδ,∇uδ)dt + gδ1(t, uδ)dW1, in Ω × Dδ × (0,T ),
dvδ = ( f δ2 − avδ)dt + gδ2dW2, in Ω × Γδ × (0,T ),
uδ = 0, in Ω × ∂D × (0,T ),

uδ(0) = uδ0, in Dδ,

−κ ∂uδ
∂ν
= δ f δ2 = δγ(h(t, uδ) − vδ), in Ω × Γδ × (0,T ),

vδ(0) = vδ0, in Γδ.
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More precisely, we shall prove under some additional conditions that uδ(t, x) ≥ 0 P–a.s. and vδ(t, x) ≥ 0
P–a.s. To this end, we apply comparison principles for SPDEs and SDEs. Since the solution uδ depends
only on vδ via Neumann’s boundary condition, it is enough to check the positivity for the separated
equations

{
duδ = κ∆uδdt + f δ1 (t, uδ,∇uδ)dt + gδ1(t, uδ)dW1, in Ω × Dδ × (0,T ),

uδ(0) = uδ0, in Dδ,
(5.1)

and {
dvδ = (γ(h(t, uδ) − vδ) − avδ)dt + gδ2dW2, in Ω × Γδ × (0,T ),

vδ(0) = vδ0, in Γδ.
(5.2)

Theorem 5.1. (i) If uδ0 ≥ 0 and f δ1 (t, u,∇u) ≥ 0 for all t and u, then uδ ≥ 0 P–a.s.
(ii) If vδ0 ≥ 0 and γ(h(t, u) − v) ≥ av for all t and u, v, then vδ ≥ 0 P–a.s.

Proof. For (i), according to the result of Denis et al. [12, Theorem 5, p. 518], it follows that if the initial
condition uδ0 and the drift coefficient f δ1 (t, u, v) are non-negative, then the solution of the SPDE (5.1) is
also non-negative.

Similarly, for (ii), we apply the comparison principle for SDEs and refer to [14] for more details
on related results. Hence, if the initial condition vδ0 and the drift coefficient γ(h(t, u) − v) − av are
non-negative, then the solution of the SDE (5.2) is also non-negative.

6. Numerical experiments

This section deals with numerical experiments to illustrate and support the above theoretical
results. To perform these numerical experiments, we consider the coupled stochastic partial differential
system (1.1)-(1.2) with Neumann boundary conditions and initial conditions on the perforated domain
D = (0, 1) × (0, 1) with Dδ = D \

⋃4
i=1 Γ

δ
i and Γδi = {(xi, yi) ∈ R2; (x − xi)2 + (y − yi)2 ≤ 0.042}, where

xi, yi ∈ {1/8, 1/4, 3/8, 1/2, 5/8, 6/8}, see Figure 2.



∂uδ
∂t =

(
κx

∂2uδ
∂x2 + κy

∂2uδ
∂y2

)
+ κ·∇uδ

1+e−uδ + g1(uδ)∂W1(t)
∂t , in Ω × Dδ × (0,T ),

∂vδ
∂t + avδ = γ(ϕ(t, uδ) − vδ) + g2(t, uδ)∂W2(t)

∂t , in Ω × Γδ × (0,T ),
uδ(t, x, y) = 0, on ∂D × (0,T ),
uδ(0, x, y) = uδ0, in Dδ,

−κ ∂u
∂n = δγ(ϕ(t, uδ) − vδ), in Ω × Γδ × (0,T ),

vδ(0, x, y) = vδ0, in Γδ.
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Figure 2. Mesh of perforated media D used in the simulations.

In order to discretize the preceding system in time, we partition the interval I = (0,T ) into M
subintervals In = (tn−1, tn], where t0 = 0 < t1 < . . . < tN = T . We set the time length of each step as
∆t := tn− tn−1. The main idea behind variational time discretization is that we approximate the solution
v defined in I via a piecewise polynomial function with unstructured mesh. For the stochastic terms
gδ1(t, uδ)∂W1

∂t and gδ2(t, uδ)∂W2
∂t , we use the Euler-Maruyama method. All the numerical experiments are

developed in FEniCSx Project and performed with Python on an Intel Xeon (4-core) with 3.60 GHz
and 16 GB RAM. The DOLFINx version utilized was 0.5.0. The analysis for nonconforming function
spaces was carried out with both the direct and Krylov solvers. This transient analysis solves the
variational problems T = 2 times, resulting in a substantially larger analysis to run than the steady-
state analysis. As a result, the execution time of this program is significantly longer than that of the
steady-state program. The discrete problem with Neumann and Boundary conditions is addressed in a
For loop from t = 0 to t = T with the time step ∆t. Thus, the discrete problem is solved at each time
step, and the result is saved in an XDMF file within the loop.

To fix the ideas, we choose in all experiments γ = 0.35, a = 0.25, ϑ = 0.5, κ = 2 , δ = 7 and the
diffusion coefficient κ = 0.035 (but any other combination of coefficients would serve our purposes),
and the initial conditions are given by (uδ0, v

δ
0) = (x

−1
4 , x

−1
4 ) ∈ L2(Dδ)× L2(Γδ). The nonlinear function ϕ

describing the interchanges of chemical flow across the surface of the skeleton will be discussed in the
two following examples.

6.1. Test-case 1: smooth Langmuir kinetics

In this test-case, we consider the case where the reaction of the chemical flow on the skeleton surface
is modeled by Langmuir kinetics, i.e., we let

ϕ(u) = ϑ
κu

1 + κu
, κ, ϑ > 0, (6.1)

where ϕ(u) represents the adsorption isotherm in the fluid phase, ϑ is the adsorption capacity, and κ is
the isotherm Langmuir constant (see [6–8,10,11]), and we let u , −1

κ
, for all (t, x) ∈ (0,T ) × Dδ. With

this setting, if uδ ≥ 0 in Dδ, it is clear that the Assumption (A4) is met by Langmuir kinetics and as a
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result, we have that (uδ, vδ) satisfies∫
Dδ

uδ(t)ψdx −
∫

Dδ

uδ(0)ψdx + κ
∫ t

0

∫
Dδ

∇uδ∇ψdxds + δγκϑ
∫ t

0

∫
Γδ

uδψ
1 + κuδ

σ(dx)ds

= δγ

∫ t

0

∫
Γδ

vδψσ(dx)ds +
∫ t

0

∫
Dδ

f δ1 (uδ,∇uδ)ψdxds +
∫ t

0

∫
Dδ

gδ1(uδ)ψdxdW1(s), (6.2)

for all 0 ≤ t ≤ T and ψ ∈ Vδ and

vδ(t, x) = vδ0(x)e−(a+γ)t + γκϑ

∫ t

0
e−(a+γ)(t−s) uδ(s, x)

1 + κuδ(s, x)
ds +

∫ t

0
e−(a+γ)(t−s)gδ2(s)dW2(s), (6.3)

and Theorems 2.1 and 2.2 hold true.

6.1.1. Evolution plots for deterministic and stochastic cases

The deterministic solute concentration represents the average behavior of the system under
fixed parameters, providing a reliable baseline for comparison. In contrast, the stochastic solute
concentration accounts for the inherent randomness and variability present in the system, capturing
a more comprehensive view of the possible fluctuations in concentration levels due to uncertainties in
the parameters or external influences. This dual analysis allows us to better understand the solute
behavior under different scenarios and is critical for validating the effectiveness of the numerical
methods employed.

In the Figure 3 below, the solution was computed using a non-conforming finite element method
with a spatial mesh size of h and a time step size of ∆t. This approach enables the analysis of both
deterministic and stochastic solute concentrations within the considered model. We can observe that
all oscillations are strongly distributed and extend far from the skeleton’s surface due to the use of
Langmuir kinetics functions and the associated parameters. This explains the absence of significant
disturbances at the skeleton level.

Figure 3. Solution computed with nonconforming finite element for spatial mesh h = 2−6

and time mesh ∆t = 10−6. The deterministic solute concentration (left), and stochastic solute
concentration (right) along the axes X and Y .
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6.1.2. Mean-square error and convergence orders

To analyze the quality of our numerical approximations, we look at an estimate of a strong
mean-square error in L2-norm, for spatial mesh-size h and temporal mesh-size ∆t, by computing the
following formula:

∥u − uh∥2 =
(
E
[
∥u − uh∥

2
L2(D))

])1/2
, (6.4)

where uh represents a finite element approximation of u within the finite element space Vh, and
this approximation can be expressed in terms of the finite element basis {ψi

n}
N
i=1 of Vh and for each

time tn:

uh(t) =
N∑

i=1

miψ
i
n(t), mi ∈ R. (6.5)

Since an exact solution for stochastic partial differential equation u cannot easily be found,
we must instead use a numerical solution for partial differential equation within g1 = g2 = 0.
This approximation is chosen to be the finite element solution of PDE in a deterministic case,
denoted by udeter

h , solved in refined uniform mesh (see Figure 2) with a total of N = 211 + 1
vertices and mesh-size hre f = 2−11. We now estimate the strong error for ustoch

h on the mesh sizes
h = 2−k, k ∈ {1, 2, 3, . . . , 10} with the refined solutions solved on a grid with mesh-size hre f and time
mesh ∆t ∈ {10−2; 5.10−2; 2, 5.10−3; 1, 25.10−3; 6, 25.10−4}.

In Table 1, we present the computed errors for the solute concentration in the fluid in energy and
L2 norms and the solute concentration on the surface of the skeleton in L2 norm, on a sequence of
uniformly refined meshes for space, as well as the convergence order computed from the errors on two
successively refined meshes (with N and 4N elements). Similarly, in Table 2 we present the computed
errors for accuracy time. The convergent rate in both time and space is assessed by means of mean-
square approximation errors at the endpoint T = 0.2, which are induced by both temporal and spatial
discretizations. The anticipated amount of error is approximated by taking the mean of 500 samples
for every efficiency test.

Table 1. Errors and convergence orders for SPDE respect to spatial discretization N.

N ∥ustoch
N − udeter

N ∥2 order ∥vstoch
N − vdeter

N ∥2 order

64 0.99345676 - 0.089876544 -

256 0.266874324 1.896296676 0.049976436 0.846696627
1024 0.067711235 1.978693384 0.025293729 0.982468273
4096 0.016987634 1.994910291 0.009999097 1.338910092

16384 0.004213546 2.011378151 0.004719324 1.083217588

AIMS Mathematics Volume 9, Issue 9, 24860–24886.



24881

Table 2. Errors and convergence orders for SPDE respect to time discretization ∆t.

∆ ∥ustoch
N − udeter

N ∥2 order ∥vstoch
N − vdeter

N ∥2 order

1 × 10−2 0.008251298 - 0.006546875 -

5 × 10−3 0.005597649 0.559800051 0.004553468 0.523840815
2.5 × 10−3 0.003847823 0.540778563 0.003245677 0.488446184

1.25 × 10−3 0.002636498 0.545419753 0.002284771 0.506469862
6.25 × 10−4 0.001854372 0.507691996 0.001585238 0.527350117

Utilizing the theoretical findings, we numerically obtain the optimal convergence rates concerning
spatial discretization and validate the theoretical results for the spatial mesh size{

∥ustoch
N − udeter

N ∥2 = O(N−1) = O(h2),
∥vstoch

N − vdeter
N ∥2 = O(N−1/2) = O(h),

(6.6)

and for time-mesh ∆t, {
∥ustoch
∆t − udeter

δt ∥2 = O(∆t−1/2),
∥vstoch
∆t − vdeter

∆t ∥2 = O(∆t−1/2).
(6.7)

6.2. Test-case 2: non-smooth Freundlich kinetics

Another well-known example is Freundlich kinetics, where we allow the chemical reaction to
proceed on the skeleton surface with the formula

ϕ(t, u) = |u|λ−1u, 0 < λ < 1,

where λ is called the reaction order. It is seen that this function is not smooth, although ϕ(t, 0) = 0,
ϕ(t, u) is defined for all values u(t, x) ∈ R and continuous and |ϕ(t, u)| ≤ C(1 + |u|)) for some constant
C > 0. One of this function’s key properties, as stated in [11], is the existence of a convex and lower
semi-continuous function Φ : (0,T ) × R→ R, such that

Φ(t, u) =
∫ u

0
ϕ(t, s)ds.

To study the existence and uniqueness in this case, one could approximate the system (1.1)-(1.2), using
Yosida regularization, so for η > 0, we have∫

Dδ

uδ,ηψdx −
∫

Dδ

uδ,η0 ψdx + κ
∫ t

0

∫
Dδ

∇uδ,η∇ψdxds + δγκϑ
∫ t

0

∫
Γδ
ϕη(s, uδ,η)ψσ(dx)ds

= δγ

∫ t

0

∫
Γδ

vδ,ηψσ(dx)ds +
∫ t

0

∫
Dδ

f δ1 (uδ,η,∇uδ,η)ψdxds +
∫ t

0

∫
Dδ

gδ1(uδ,η)ψdxdW1(s), (6.8)

for all 0 ≤ t ≤ T and ψ ∈ Vδ and

vδ,η(t, x) = vδ,η0 (x)e−(a+γ)t + γκϑ

∫ t

0
ϕη(s, uδ,η(s, x))ds +

∫ t

0
e−(a+γ)(t−s)gδ,η2 (s)dW2(s), (6.9)
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where

ϕη(t, uδ,η) =
I − (I + η∂xΦ(t, uδ,η))−1

η
.

Now, the function ϕη(t, uδ,η) can be smoothed out with the standard mollifier, and the existence and
uniqueness results for the system (1.1)-(1.2) can be easily obtained.

6.2.1. Evolution plots for deterministic and stochastic cases

Similarly to the previous numerical example, in the Figure 4 below, the solution was computed
using a non-conforming finite element method with a spatial mesh size of h and a time step size of ∆t.
This approach enables the analysis of both deterministic and stochastic solute concentrations within
the considered model. Unlike the previous example, all oscillations are sparsely distributed and have
a small size, but they extend widely around the skeleton’s surface due to the shape of the Freundlich
kinetics function and the associated parameter λ ∈ (0, 1). This explains the presence of significant
disturbances at the skeleton level.

Figure 4. Solution computed with non-conforming finite element for spatial mesh h = 2−6

and time mesh ∆t = 10−6. The deterministic solute concentration (left), and stochastic solute
concentration (right) along the axes X and Y .

6.2.2. Mean-square error and convergence orders

To illustrate the structure of the solute concentration u in dependence on the mesh size of
the perforated domain, we include samples next to the convergence plots by using the previous
formula (6.4). In this case, we consider the numerical solute concentration obtained by the finite
element solution of PDE as an exact solution, denoted by udeter

h which is solved in refined uniform
mesh (see Figure 2) with a total of N = 211 + 1 vertices and spatial mesh h = 2−11 and time mesh
∆t = 10−6. Similarly to the previous test case, we estimate the strong error for udeter

h on the mesh sizes
h = 2−k, k ∈ {1, 2, 3, · · · , 10} with the refined solutions solved on a grid with mesh-size hre f and time
mesh ∆t ∈ {10−2; 5.10−2; 2, 5.10−3; 1, 25.10−3; 6, 25.10−4}.

In Tables 3 and 4, we present the computed errors for the solute concentration in the fluid in energy
and L2-norms and the solute concentration on the surface of the skeleton in L2-norm on a sequence
of uniformly refined meshes for space and time, as well as the convergence order computed from the
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errors on two successively refined meshes. The convergent rate in both time and space is assessed by
means of mean-square approximation errors at the endpoint T = 0.2, produced by both temporal and
spatial discretizations, and λ = 1/2. The anticipated amount of error is approximated by finding the
mean of 500 samples for every efficiency test.

Table 3. Errors and convergence orders for SPDE respect to spatial discretization N.

N ∥ustoch
N − udeter

N ∥2 order ∥vstoch
N − vdeter

N ∥2 order
64 0.763456768 - 0.057684321 -

256 0.194523452 1.972602365 0.029578974 0.963607207
1024 0.048876453 1.992732602 0.014562340 1.022329832
4096 0.009976938 2.292470577 0.006845354 1.089045079

16384 0.002254494 2.145793759 0.003189323 1.101875000

Table 4. Errors and convergence orders for SPDE respect to time discretization ∆t.

∆ ∥ustoch
N − udeter

N ∥2 order ∥vstoch
N − vdeter

N ∥2 order
1 × 10−2 0.005251298 - 0.004001222 -
5 × 10−3 0.004451682 0.548333579 0.002735681 0.548540665

2.5 × 10−3 0.003781534 0.527838102 0.001926523 0.505900602
1.25 × 10−3 0.003216459 0.533737177 0.001377659 0.483780575
6.25 × 10−4 0.002764550 0.531446991 0.000982452 0.487760006

By analyzing the above results, we numerically retrieve the following optimal convergence orders
with respect to spatial and temporal discretization cited in (6.6) and (6.7).

7. Conclusions

In the present work, we have systematically developed a framework to solve coupled stochastic
partial differential equations by introducing key assumptions in Section 2. We established a mild-
weak probabilistic solution through Theorem 2.1 in Section 3, and further demonstrated path-wise
uniqueness to confirm a strong probabilistic solution in Section 4. Our analysis in Section 5
confirmed the non-negativity of solute and reactant concentrations under specific data conditions.
Finally, Section 6 showcased numerical results, demonstrating the efficacy of extended stochastic
non-conforming finite element methods for discretizing the coupled SPDE and provided a numerical
analysis of the convergence order of these methods, with examples illustrating smooth Langmuir and
Freundlich kinetics.

Future research could extend this work by addressing more complex and higher-dimensional
systems of coupled stochastic partial differential equations, investigating diverse boundary conditions
and noise types, and refining numerical methods for better accuracy and efficiency. Additionally,
applying these models to real-world scenarios such as environmental, biological, and financial systems,
and integrating machine learning for parameter estimation and predictive modeling, could enhance the
practical impact and interdisciplinary relevance of the research.
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