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Abstract: In this paper, we investigated the nonlinear vibration characteristics and time-delay
feedback controllability of a fractional horizontal roll system, which is described by a fractional
Duffing-van der Pol oscillator under an external harmonic excitation. We focused on the resonance
of fractional roller systems and conducted corresponding vibration control. The amplitude-frequency
equations of primary resonance and superharmonic resonance were obtained using the multiple scale
method. The amplitude-frequency characteristic curves of the system with different parameters were
presented, and the influence of system parameters on the curves was analyzed. In addition, the time-
delay feedback controller was designed to control the parameter excitation vibration. The numerical
simulation results have verified the effectiveness of the time-delay controller in eliminating the jumping
and hysteresis phenomena of the rolling system. The comparisons of approximate analytical solution
and numerical solution was fulfilled, and the result certifies the correctness and satisfactory precision
of the approximately analytical solution. The analysis results provide certain theoretical guidance for
the vibration reduction of the horizontal nonlinear roller system.
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1. Introduction

Rolling mill is a key equipment in the steel industry and an important equipment in the modern
heavy machinery field. It is a complex working system, and its safe and stable operation is crucial to
ensure efficient production of rolled products. With the development of society, higher requirements
have been put forward for the surface quality of strip mills, so the requirements of high precision
and high dynamic performance have been promoted for rolling mills [1]. However, the high rolling
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speed and strength of modern rolling mills often result in unstable rolls during the rolling process.
For example, due to the presence of many nonlinear factors within the system, the rolling mill roll
system exhibits complex nonlinear vibration characteristics. When rolling high strength and thin
strip steel, the mill frequently appears “ghost” vibration, which mostly includes vertical vibration,
horizontal vibration, axial oscillation, transverse and longitudinal vibration of the strip steel, torsional
vibration, and axial vibration of the main drive system [2]. These vibrations seriously affect the
working performance and reliability of the rolling mill system and restrict the stability of the rolling
production process [3,4]. Therefore, it is necessary to strengthen the analysis and study of the vibration
causes of rolling mill and deal with the problems in time to ensure the stable operation of the equipment.

The study of nonlinear dynamics of vibration in rolling systems has attracted widespread attention
and has been ongoing for decades. Many experts and scholars have conducted many beneficial
exploratory studies from various angles. These researchers mainly focus on why rolling mills vibrate,
how they vibrate, and how to suppress vibration (see [5—13] and the reference therein). The authors
in [5] assumed that the workpiece is an elastic part with linear stiffness and established a linear vertical
vibration model for the rolling mill frame based on linear vibration theory. In order to study the
vibration characteristics of the rolling mill, the authors in [6] studied the effect of tension on nonlinear
vibration of rolling mills. By changing the external excitation frequency to analyze the stability
of the rolling mill vibration system, it was concluded that rolling speed and strip thickness have a
significant impact on system stability. A horizontal friction vibration model of the rolling mill rolls
was established in [7], and simulation analysis was conducted under the conditions of eliminating
the bearing clearance of the rolling mill frame and adding a floating support for the coupling. By
analyzing the effects of changes in workpiece thickness and motor speed on the connection angle
and roll gap friction, a nonlinear torsional vibration model of the rolling mill was established in [9],
indicating that reducing damping coeflicient and nonlinear stiffness helps to reduce vibration intensity.
In terms of research on vibration control, the authors in [11] designed a global sliding mode controller
for the rolling mill drive system to suppress the uncertainty of rolling parameters and achieved good
tracking performance. In [12], a displacement time-delay feedback link was introduced to control the
vibration of the roller system, and different time-delay parameters were selected to test the control
effect. The research results indicated that appropriate time-delay feedback parameters can suppress
the unstable vibration of the roller system. The authors in [13] studied the vibration characteristics of
the corrugated roller system and designed a time-delay feedback controller to control the parameter
excitation vibration of the system.

In recent years, fractional calculus and its application in different fields have attracted widespread
attention, providing a very useful mathematical tool for describing the memory and genetics of
various materials and processes, such as fractional modeling of robotic manipulator [14], bibliographic
analysis on artificial neural networks based on fractional calculus [15], fractional model of cerebral
aneurysm [16], fractional model of ENSO phenomenon [17], fractional mechanics [18], fractional
memristor circuit [19], fractional infectious disease model [20], and so on. Even if all individuals
in the system have integer order dynamic characteristics, the overall dynamic characteristics of the
system may still be fractional order. It can better describe the viscoelasticity of materials, such as
suspension [21], air spring [22], magneto rheological damper [23] and hydraulic bushing [24]. In the
research of rolling systems, fractional calculus has also begun to be involved [25-28]. Among them,
the authors in [26,27] introduced a fractional derivative term when establishing a horizontal nonlinear
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vibration model for rolling mills. In [28], the resonance characteristics of the fractional roller system
under high-frequency and low-frequency excitation signals were studied.

With the continuous development of active control technology, there is an increasing amount of
research on actively utilizing time-delay feedback to achieve various control objectives. Time-delayed
feedback control, as an effective control method, has been widely applied in the field of vibration
control [29-31]. Adding fractional order factors to the simulation of rolling mill systems is more
reasonable, but there are many problems that need to be solved urgently in the current research on
fractional order nonlinear systems. For example, complex dynamic characteristics such as the influence
of system parameters on periodic solutions under time-delay feedback, as well as many problems
such as bifurcation control, require further research. Therefore, based on the superiority of fractional
calculus and time-delayed feedback control, it is necessary to study the dynamic characteristics of
fractional order nonlinear rolling systems and the bifurcation control problem under time-delayed
feedback, which has important theoretical significance and application value. Motivated by [13,26-28],
we focus on the vibration characteristics of the system and time-delay feedback controllability of
the horizontal nonlinear roller system, and corrects the expression errors in existing literature. The
innovation lies in systematically studying the resonance of fractional roller systems and conducting
corresponding vibration control, further validating the effectiveness of the theoretical research through
numerical simulation, providing new ideas for the research of roller system vibration theory.

The paper is organized as follows: In the second section, the fractional derivative term is considered
in the horizontal nonlinear roller system, and the nonlinear vibration model is established. In the third
section, the amplitude-frequency response equations of the primary resonance and time-delay feedback
control are obtained using the multiple scale method, and numerical analysis is conducted. In the fourth
section, we mainly present the amplitude-frequency response equations of the secondary resonance and
time-delay feedback control and analyze the numerical simulation results to verify the effectiveness of
theoretical research. The comparison of approximate analytical solution and numerical solution is
fulfilled in the fifth section. In the last section, we conclude this paper.

2. Nonlinear vibration model

2.1. Problem formulation

Referring to the model of the horizontal roller system in [26-28], in order to study the nonlinear
vibration characteristics of the strip rolling mill in the horizontal direction, the Duffing and the Van der
Pol oscillators were introduced, and the nonlinear damping and stiffness within interface of the rolling
mill were considered to establish a fractional horizontal nonlinear parametric vibration model for the
rolling mill work roll, as shown in Figure 1.

The vibration model can be given by a second-order non-autonomous differential equation as
follows

mix + c(x* = Dx + KD!x + (ky + kyx*)x = F cos wt, .1

where x is the horizontal displacement of the roller system and is a function of time #, m is equivalent
mass of the roll, c(x> — 1) represents nonlinear damping coefficient term between roller system and
rolling piece, c is the nonlinear damping coeflicient. k; + kx> represents nonlinear stiffness coefficient
term between roller system and frame, and k; is the linear stiffness coefficient, k, is the nonlinear
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stiffness coefficient. DYx is the g-order derivative of x with respect to time represents fractional
derivative term, K is a positive coefficient. Due to the presence of friction, clearance, and additional
bending moments, the roll system is subjected to a horizontal resultant force, which is defined as
the horizontal excitation force F coswt, with the amplitude and frequency parameters F' and w,
respectively. There are many definitions available for the fractional-order derivative, in this study,
DI x with 0 < g < 1 is the Caputo’s fractional derivative of x(¢) described by

Dix(1) = F(l;—q)j; x(s)(t — s) s,

in which I'(z) is Gamma function satisfying I'(z + 1) = z['(2).

% '7 /// \\\
/ m \

Figure 1. Physical model of horizontal vibration with fractional order.

The roll system of the rolling mill is a highly nonlinear hysteresis system. In the rolling process of
composite plates, the elastic-plastic deformation process of the rolled piece is a nonlinear deformation
process with time delay characteristics. The time-delay feedback control method is one of the effective
methods for studying bifurcation control of nonlinear systems. We adopt time-delay feedback control
to suppress the nonlinear vibration. The block diagram is shown in Figure 2.

External
o cos(wr —>¢,
Excitation / cos(ar)

The horizontal nonlinear roller
system

Figure 2. A block diagram of the time-delayed feedback control.
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2.2. Multiple scale method

The horizontal vibration of the roller system is a weak vibration, and the multiple scale method
can be used to conduct an approximate resonant solution of Eq (2.1), for which a small time scale
parameter ¢ is required. This method begins by introducing new time variables 7,, = &£"t,(n = 0, 1),
then an approximate solution of Eq (2.1) with small amplitudes can be represented by

X = X()(T(), T]) + 8.X1(T0, Tl) + .-, (22)

For such a small parameter &, the following variable substitution is introduced for the system,
K [k k F
EU=—, wy= —1, e = 2, &b = —2, f=—, (2.3)
m m m m m

where wy is the undamped natural frequency of the system, «, §, u are equivalent nonlinear damping
coefficient, equivalent fractional derivative coefficient and equivalent cubic stiffness coefficient,
respectively.

Then, Eq (2.1) becomes

X+ w%x + euDix + ea(xX* — Dx + 8,8)63 = fcoswt. 2.4)

The derivatives with respect to # can be expressed in terms of the new scaled times 7, as a series of
partial derivatives (see [16]),

d 0 dT, o0 dT,

—=—— 4+ ——+---=Dy+eD; +---, 25
4t 9T, dr  or, d 0T e (252
2
@:D(2)+28D0D1+82D%+"', (2.5b)
D?:Dg+q$Dg_lDl+"'7 (25C)

; ; q _ 01 _ 0 p2_ —
in which D = o7 D,=5.D, = aT,%’(n =0,1).

3. Primary resonance and time-delay feedback control

The nonlinear vibration characteristics of the horizontal roller system may lead to various resonance
phenomena during the rolling process, such as internal resonance, primary resonance, and secondary
resonance. First, we analyze the primary resonance when the excitation frequency is close to the natural
frequency.

3.1. Primary resonance
3.1.1. Amplitude-frequency response equation

Regarding the primary resonance, soft excitation is applied implying that the amplitude of excitation
is small, thus the external force is given by

f - ef, 3.1
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and the resonance relation is considered to be w = wy or w = wy, a detuning parameter o describing
the nearness of w to wy is introduced by

w = Wy + &0, (3.2)
then wt = wyTy + oT. Substituting (2.2), (2.5a)—(2.5¢) into (2.4) leads to the following equation

(D§ + 2eDoD + £°D})(xo + £x1) + wy(Xo + £x1) + et - (DY + qug_lDl)(xo + &x)
+ eaf(xy + 8x1)2 —1]1-(Dg + eD1)(xy + &x1) + €6(xy + 8)61)3
:Sf cos(woTy + oT).
Equating the coefficients of the same power of &, a set of linear differential equations are obtained:

0(£°) : Djxp + wyxo = 0, (3.3)

o) : D(z)xl + w%xl = —-2DyDxg — yDgxo —,Bxg - oz(xg — 1)Doxy + f cos(woTy + oTh), (3.4)

from which x; and x; can be solved one-by-one respectively. In this way, the resonant solution x is
dominated by x, collected by &x;.
The general solution of Eq (3.3) is of the form,

xo = A(T)e!To + A(T))e w00, (3.5)

where A(T,) and A(T) are unknown functions, A(T) denotes the complex conjugate of A(T").
To solve Eq (3.4), the gth-order (0 < g < 1) derivative of e’ is approximated written as following
(see [32]),
Diel" ~ (iw)e". (3.6)

Substituting (3.5) and (3.6) into Eq (3.4) and using

ei(w()T0+0'T|) + e—i(w0T0+(TT])

COS((I)()T() + O'T]) = 3 s

the right-hand of Eq (3.4) becomes

Le

[—2iwoD1A — pA(iwo)? — (3B + iwea)A’A + iwpaA + > ioTieiwTo L NST + c, (3.7)

where NS T stands for the terms that do not produce secular terms, cc denotes the complex conjugate
of the preceding terms.
In order that x; is periodic, the secular terms with el“oTo must be zero, namely

f iO’T] -

2iwoD A + pAGiwy)? + (36 + iwpa)A’A — iwyaA — ¢ (3.8)
To solve Eq (3.8), we write A(T) in the polar form as following
T .
A(Ty) = 2 o, (3.9)
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in which a(T;) and 6(T;) are real functions of T7.
With the help of the Euler formula

9 = (e?)7 = 72 = cos % +1isin %, (3.10)

let ¢ e oT, — 6, by separating the real and imaginary parts of Eq (3.8), the differential equations
governing amplitude a(7) and ¢(T) of A(T;) are expressed as follows respectively

3
Dia=-Zuf sinTh 4 S5 -y 2%0 sin g, (3.11a)

_ 3
aD190=0a—'L§wg lcos%—g—ia3+2iumcos¢- (3.11b)

The steady state motions for the primary resonance response correspond to the fixed points
of (3.11a) and (3.11b), that is, D1a = 0 and D¢ = 0, namely

ua . . gt aa  ad’

——=w, Sin—+ — —— =—=—singy, (3.12a)

2 2 2 8 2w
_ 3
oa— %wg ' cos % — S—an3 = _ZLa)o cos . (3.12b)

By performing square operations and eliminating ¢ from Eqs (3.12a) and (3.12b), the following
amplitude-frequency response equation is determined,
- _ 3
[(gwg YinZ 24 222 4 (o - ng leos I _ —ﬂa2

f
22 _ )
2 273% 2 ylam=(

2, 3.13
2 8(1)0 20)0) ( )

The amplitude of the response is a function of external detuning parameter and the amplitude of
excitation. It should be pointed out that in [26], the multiple scale method was used to obtain the
amplitude-frequency response equation of Eq (2.1) for the primary resonance, but the coefficients in
the expression were incorrect. In addition, when u = 0, Eq (2.4) is transformed into an integer-order
model, and the corresponding amplitude-frequency response equation for the primary resonance has
been studied in [13], but the expression has certain problems.

3.1.2. Stability of the steady resonant solutions

To determine the stability of steady state motion through the nature of singular points in Eqs (3.11a)
and (3.11b), the following method can be used. Assume that (a,¢) = (a*, ¢") is a steady solution of
Egs (3.11a) and (3.11b), let Aa = a — a* and Ap = ¢ — ¢*. According to Eqs (3.12a) and (3.12b), the
linearized differential equations governing Aa and Ag are

3 3 12
DAa = —[gwg "sin % - % + oz(gz ) 1Aa + —26{)0 cos ¢* Ay, (3.14a)
_ 9
Didp =1L - 2t cos P _ 2P riaa— T ing ag. (3.14b)
a*  2a* 2 8wy 2wpa*
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_ K, g1 - ogr o, 3a@)? _ K, g1 s ogr o a@)? _ oy gl gr 3B a2 AT _
LetP =35w, sinT—-3+——F—,0=5w, sinT-5+=—,M=0-5w, cos3 8wo(a),N—
gq-1

0 £ Sg—ﬁ)(a*)2, then the characteristic equation can be rewritten as

_H
(o w 3

) COS

-P-2 -a'M

%N _0-2 =0. (3.15)
By expanding the determinant, one has
22+ (P+ QA+ (PO+MN)=0. (3.16)

Consider when P + Q > 0, then the steady solution (a, ¢) = (a*, ¢*) is asymptotically stable if and
only if A > 0, where

AL PO+ MN. (3.17)

3.1.3. Analysis of the resonant solutions

The influence of different parameters on the amplitude of resonance solution is investigated
numerically, as shown in the Figures 3 and 4. With fixed parameter values, all the figures exhibit
typical characteristics of hardening spring.

First, the influence of fractional order g on the resonant solutions is shown in Figure 3, where the
parameters are selected to be, @ = 0.04, 5 = 0.1, wy = 1, ¢ = 0.02 and f = 0.1. It can be seen that
the smaller the order ¢ is, the larger the maximum amplitude is. In addition, compared with the integer
order case when g = 1, the bending degree, resonance peak, and resonance region of the amplitude-
frequency curve of the fractional system change accordingly with the decrease of the fractional order q.
The reason for this is that the fractional differential term has both stiffness and damping characteristics,
which have a significant impact on the amplitude frequency response curve of the system. When the
fractional-order g approaches 0, the fractional differential term is almost equivalent to the effect of
linear stiffness; When ¢ tends towards 1, the fractional differential term is almost equivalent to the
effect of linear damping, and the larger the damping, the smaller the peak value.

Figure 4 presents parameter effect on resonant amplitudes with respect to u, f, @ and 5. Here, the
fractional-order ¢ = 0.9 and the natural frequency wy = 1. In Figure 4(a), with the increase of y,
the nonlinear jump of the system weakens and the resonance amplitude of the system decreases. In
other words, as u increases, the unstable portions decrease. In Figure 4(b), with the increase of pulse
pressure f, the nonlinear jump of the system is more obvious, and the resonance range and resonance
amplitude of the system increase. In Figure 4(c), when the value of « increases, the amplitude of the
system decreases. Since « is the nonlinear damping coefficient, increasing @ means that the damping
term increases, and the amplitude of resonance correspondingly decreases. In Figure 4(d), when the
nonlinear stiffness coefficient 3 increases, the curve shifts to the right and and the degree of curvature
increases. It can also be observed that the jumping phenomenon occur in the system, leading to system
oscillations. Another phenomenon is that the amplitude does not change with the stiffness coefficient
and remains consistent. According to the above analysis results, a controller should be designed to
reduce the influence of primary resonance.
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Figure 4. Parameter effect on the amplitude-frequency curves when (a) @ = 0.04, 8 = 0.1,
f=010®)a=004=01u=002 (c)f=01u=002 f=0.1, () a=0.04,
u=0.02f=0.1.
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3.2. Time-delay feedback control of primary resonance
3.2.1. Amplitude-frequency response equation

In order to eliminate the jumping and hysteresis phenomena of the primary resonance in the
horizontal roller system, the time-delay displacement feedback strategy is adopted here, and the
fractional equation with time-delay feedback control can be established as follows:

X+ wéx +euDlx + ca(x* — i+ gﬁx3 =egfcoswt+egx(t—1y) + 8g2x3(t —T3), (3.18)

where g; is the linear control gain, g; is the nonlinear control gain, 7, and 7, are time-delay parameters.
Substituting (2.2), (2.5a)—(2.5¢) into (3.18) leads to the following equation

(D§ + 2eDoD + £°D})(xo + £x1) + wy(Xo + &x1) + e - (DY + qug_lDl)(xo + &x1)
+eaf(xg + ex1)* = 11+ (Do + D)) (x0 + &x1) + gB(xo + ex))’

=gf cos(woTy +0Ty) + &g xo(t — 1) + sgzxg(t —T7).
Thus, a set of linear differential equations can be obtained:
0(£°) : Dyxo + wyxo = 0, (3.19)

O(&") : Dgx; + wyx; = = 2DgDyxg — uDixo — Bxg — (g — 1)Doxo

: (3.20)
+ fecos(woTy +oTh) + gi1xo(To — 11) + g2x,(To — 12).

Assume that the general solution of Eq (3.19) is (3.5), substituting (3.5) into Eq (3.20), the right-
hand of Eq (3.20) becomes

[~2iwoD1A — pA(iwo)! — (3B + iwo)A’A + iwoA + §e“’“ (3.21)

+ g1 Ae N7 4 39, A% A0 )i 0 L NST + c,

where NS T stands for the terms that do not produce secular terms, cc denotes the complex conjugate
of the preceding terms.

Through setting the coefficient of e*70 equal to zero to eliminate the secular terms, the following
equation can be obtained as:

2iweD1A + pAGiwy)? + (3B + iwe@)AA — iwyaA — gei‘ﬂ‘ — g1Ae T — 30, A2 Ae7 0™ = (), (3.22)

Similar to the previous discussion, the following differential equations about amplitude and phase
can be obtained,

3

3
Dia = —%wg_l sin %T + ? - % - %f:) sin(woT) — 8wn sin(woT2) + 2%)0 sin ¢, (3.23a)
_ 384’ 3
aD1<,0 =o0a-— lﬁwg 1 cos ﬂ — ﬂ + & COS(wOTl) + a COS((L)()Tz) + i COS . (323b)
2 2 8wy 2wy 8wy 2wy
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The steady state motions for the primary resonance response correspond to the fixed points
of (3.23a) and (3.23b), that is, D1a = 0 and D¢ = 0, namely

3 3
- 'u?awg_l sin % + ? - % - (2%‘2 sin(wyt;) — 8(::) sin(wyt,) = —2%)0 sin @, (3.24a)
_ 3Ba’ 3g,a°
oa— 'Lﬂwg Leos I8 pa + 814 cos(woT;) + 520 cos(wyTy) = I COS . (3.24b)
2 2 80)0 20.)() 80.)0 20)0

The amplitude-frequency response equation of primary resonance with time-delay control can be
obtained as:

f

1 Te 22 3 21,2 2
S+ Y 4 (0, - 22 = (=Ly, 3.5
[(2,U g ¢ )+ (o 8w0a ) la (Zwo) (3.25)
in which
1. ) 3 .
Ue = HW] lein % 4 8L sin(wet)) —a@, @, =a+ 282 sin(wy1,),
2wy wWo
o, =0 — ng_l cos & 8L cos(woT1), Be =B — g cos(wyTy).

2 2 2w

From Eq (3.25), it can be seen that the amplitude of the response is a function of external detuning
parameter, feedback gain, time delay and the amplitude of excitation.

3.2.2. Numerical simulation

The impact of adding time-delay feedback control on the amplitude-frequency response curve of
the primary resonance is presented through numerical simulation, as shown in Figure 5. In Figure 5,
the primary resonance amplitude and resonance region can be controlled, the primary resonance
bifurcations can be reduced by properly adjusting the delay parameters (7, 7,) and feedback gains
(g1, 82). After adding time-delay feedback control, the resonance peak value decreases, the curvature
of the curve also decreases and the jumping phenomenon has also weakened. It can also be seen from
Figure 5(a) that the control effect of simultaneously adjusting delay parameters (71, 7,) and feedback
gains (g, g2) 1s better than that of separately adjusting linear feedback gain g; or nonlinear feedback
gain g;.

In Figure 5(b), as the linear gain g; and nonlinear gain g, gradually increase, the amplitude of
the primary resonance of the system gradually decreases, and the jumping phenomenon of the curve
is eliminated. Therefore, it can be seen that when using only feedback control gain as the control
parameter, if both linear and nonlinear feedback control gains increase simultaneously, the primary
resonance phenomenon of the system can be reasonably controlled. In Figure 5(c), as the delay
parameters (71, 7,) gradually increase, the amplitude and the resonance domain of the system gradually
decreases. However, the adjustment of delay parameters has little effect on the degree of curve
curvature. On the contrary, by adjusting the feedback control gains g; and g,, it is relatively easy
to eliminate the jumping phenomenon of the primary resonance. This indicates that using feedback
control gain as the control object has a better control effect than using delay parameters as the control
object.
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Figure 5. Effect of time-delay feedback control on the amplitude-frequency response curve
of the primary resonance.

4. Secondary resonance and time-delay feedback control

In this section, we will discuss secondary resonance, namely superharmonic and subharmonic
resonance. Only superharmonic resonance is considered here, and the issue of subharmonic resonance
will be studied in subsequent papers.

4.1. Third-order superharmonic resonance
4.1.1. Amplitude-frequency response equation
During the inspection process of third-order superharmonic resonance, when the excitation

frequency is far away from the natural frequency, unless its amplitude is sufficiently large, the impact
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of excitation is minimal. Therefore, in superharmonic resonance, the excitation amplitude is of order
£°. Third-order superharmonic resonance with limited amplitude occurs in the Eq (2.4) when 3w = wy
or 3w = wy, the resonance relation is represented as

3w = wy + &0, 4.1)

in which o is again the detuning parameter, then 3w7y = woTy + oT,. The following derivations in
this section are similar to those in the previous section, only the main steps will be retained for ease of
reading.

Substituting (4.1), (2.5a)—(2.5¢) into (2.4) leads to the following equation

(D + 2eDoDy + £°D})(xo + £x1) + wy(xo + £x1) + & - (DY + qug_lDl)(xo + &x)

+ eaf(xg + sxl)z — 1] (Dg + €Dy)(xg + &x1) + €B(x + a‘xl)3
=f cos(wT)).

Equating the coeflicients of the same power of &, a set of linear differential equations are obtained:
O(°) : Dyxo + wyxo = f cos(wTy), (4.2)

O(") : Djx; + wix; = —2DyD) xg — uDjxo — Bx; — a(xt — 1)Doxq. 4.3)
The general solution of Eq (4.2) is of the following form,

xo = A(T))e ™0 + A(T))e 0To 4 B(ei“To 4 g=wT0y, (4.4)

where A(T,) and A(T)) are complex functions in terms of slow time scale, A(T)) denotes the complex
conjugate of A(Ty) and B = )
0
Substituting (4.4) into Eq (4.3), the right-hand of Eq (4.3) becomes

[—2iwoD1A — pA(iw)? — (3A’A + 6AB* + B’e"T)B — (A%A + 2AB* — A)iwya

. . 4.5
— qiwB’e T e + NST + cc, (4.5)

where NS T stands for the terms that do not produce secular terms, cc denotes the complex conjugate
of the preceding terms.
Thus, the solvability condition takes the form

2iwoD1 A + pA(iwo)?! + BA%A + 6AB*)B + (A’A + 2AB* — A)iwoa = —(B + ciw)B’eT'.  (4.6)

. . . . def .

Separating the real and imaginary parts, and letting ¢ = oT; — 6 to transform this into an

autonomous system. Seeking the steady state, we let Dja = 0 and D¢ = 0. Eliminating ¢ leads
to the nonlinear the amplitude-frequency equation

B g1 qn 4-da’ -8B

2 BZ
[(zwo sin B o 9% _ 3@ +8B)

2 2, 2\ b
) 22 B +aw)B
T ) +(o-—§a)0 cos 5 80 L) la” = —wé

. @47

From Eq (4.7), it can be concluded that there is an interaction between the nonlinear term and the
external force term to the third-order superharmonic resonance of the first-order perturbation analysis.
According to Eq (4.7), different superharmonic resonance amplitude-frequency characteristic curves
can be obtained by different u, a, 8, and f.

AIMS Mathematics Volume 9, Issue 9, 24832-24853.



24845

4.1.2. Numerical simulation

First, we present an image of the amplitude-frequency response curve of third-order superharmonic
resonance, as shown in Figure 6. Here, the parameters are selected to be, ¢ = 0.9, @ = 0.08, 5 = 0.2,
wo = 1, u =0.08, and f = 0.24. It can be clearly seen from Figure 6 that the fractional roller system
generates superharmonic resonance under the above parameter conditions.

By changing the nonlinear damping coefficient @, nonlinear stiffness coefficient g, rolling force
amplitude f, and fractional damping coeflicient u of the roller system, the superharmonic resonance
curves with different amplitude-frequency characteristics can be obtained, as shown in Figure 7. Here,
the fractional order ¢ = 0.9 and the natural frequency wy = 1. In Figure 7(a), when the nonlinear
damping coefficient « increases, the amplitude decreases and the resonance domain decreases. In
Figure 7(b), with the nonlinear stiffness coeflicient S increases, the curve shifts to the right and
the bending degree increases. In Figure 7(c), with the increase of rolling force, the amplitude and
resonance region of the system increase obviously. In Figure 7(d), when u increases, the amplitude
and the resonance domain decrease, and the nonlinear jump of the system weakens.

0.9
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Figure 6. The amplitude-frequency response curve of third-order superharmonic resonance.
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Figure 7. Parameter effect on the amplitude-frequency curves of third-order superharmonic
resonance when (a) 8 = 0.2, u = 0.08, f = 0.24, (b) @ = 0.08, u = 0.08, f = 0.24,
(©)a=0.08,=02,u=0.08,(d)a=0.088=0.2,f=0.24

4.2. Time-delay feedback control of superharmonic resonance
4.2.1. Amplitude-frequency response equation

In order to study the control problem of superharmonic resonance, the fractional equation with
time-delay feedback control can be established as follows:

X+ w(z)x +euD!x + ea(x* — Dx + 8ﬁx3 = fcoswt +eg1x(t —11) + sg2x3(t —T)). 4.8)
Substituting (4.1), (2.5a)—(2.5¢) into (4.8), we can obtain

(D§ + 2eDyD; + &*D?)(xo + &x1) + wi(xo + &x1) + & - (Df + ang_lDl)(xO + &x1)
+ea[(xg + €x1)* = 11 - (Do + D)) (xp + €x1) + gB(xg + ex))?
=1 cos(wTo) + g1x0(To — 1) + g2x0(To — T2).
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Equating the coefficients of the same power of &, a set of linear differential equations are obtained:

0(&°) : Dixy + wixo =f cos(wTh), (4.9)
oY) : D%xl + w%xl =—=2DyDxy — yDgxo —,Bxg - cx(x% — 1)Dyxg
+ g1 xo(t — T1) + g2 (t — T2). (4.10)

Assume that the solution of the zeroth approximation equation (4.9) is (4.4), substituting (4.4) into
Eq (4.10), the right-hand of Eq (4.10) becomes

[—2iwoD1 A — pA(iw)? — (3A%A + 6AB* + B>e“T)B — (A%A + 2AB* — A)iwya

. . o . 4.11
— aiwB’e“T + g1 Ae7 T 4 3g,A%Ae 02 ]el T 4 NST + cc, 1D

where NS T stands for the terms that do not produce secular terms, cc denotes the complex conjugate
of the preceding terms.
The solvability condition takes the form

2iwgD1A + tAGwy)? + (3A%A + 6AB* + B3¢ "T)B + (A%A + 2AB° — A)iwpa

_ . o 4.12
+ aiwB’eT — g Ae7 T — 3g,A%AeT 0™ = (), (+12)

Based on the condition of steady solution, the nonlinear amplitude-frequency equation of
superharmonic vibration with time-delay control can be obtained as follows

3By

_ (,82 +azw2)36

1 ¢ ,
[Ghy + 2a) + (0, = 22a?)d? , (4.13)
2T g 8o W2
in which
. ) 3¢ .
Uy = p Lein X 4 &L sin(woty) — @ + 2B%, a,=a+ 282 sin(wyT,),
2wy wWo

. - 3B
o= o= Lot cos T 1 B cosiwom) - 2BF
20)0

2 2

, Bs =B - 82 cos(woT?).
wo

From Eq (4.13), it can be concluded that there is an interaction between the feedback gain, time
delay, nonlinear term and the external force term to the third-order superharmonic resonance of the
first-order perturbation analysis.

4.2.2. Numerical simulation

The impact of adding time-delay feedback control on the amplitude-frequency response curve of the
third-order superharmonic resonance is presented through numerical simulation, as shown in Figure 8.
Figure 8 shows that the amplitude and resonance region can be controlled and the superharmonic
resonance bifurcations can be reduced by properly adjusting the delay parameters (7, 7,) and feedback
gains (g, g»). After adding time-delay feedback control, the resonance peak value decreases, the
curvature of the curve decreases, and the jumping phenomenon has weakened.

In Figure 8(a), as the feedback gains (g, g,) gradually increase, the amplitude of the system
gradually decreases, the resonance domain gradually decreases, and the curve bifurcation is eliminated.
The resonance domain also shows significant movement. It can be concluded that using feedback
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control gain as the control parameter and increasing both linear and nonlinear feedback control gains
can effectively control the phenomenon of superharmonic vibration in the system. In Figure 8(b), when
the delay parameters (71, 7;) gradually increases, the amplitude of the system gradually decreases and
the resonance domain gradually decreases. Through comparison, it can be found that whether using
feedback control gains or time-delay parameters as the control object, the control effect is significant
during the control of superharmonic vibration.

At the end of this section, a time history diagram is used to briefly illustrate the impact of feedback
control on the model. Figure 9 shows the time history of the superharmonic resonance under feedback
control. The various parameters of the system in Figure 9 are ¢ = 0.9, wy = 1, @ = 0.08, g = 0.2,
u = 0.08, and f = 0.24. It can be observed that the amplitude of the resonance decreases obviously
after the delay control is added, and the larger the delay is, the greater the amplitude reduction is.
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Figure 8. Effect of time-delay feedback control on the amplitude-frequency response curve
of the third-order superharmonic resonance.
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Figure 9. The time history of the superharmonic resonance under feedback control for (a) 7 =
0.01, (b) T = 0.02.
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5. Comparison between approximate analytical solution and numerical solution

According to Eq (3.13), the primary resonance amplitude-frequency response curve of
the system can be drawn. For comparison, we adopt the power series method introduced in
reference [33,34], and its calculation formula is

DYyt ~ h ) Chy(t)), (5.1)

J=0

where #, = nh is the sample points, 4 is the sample step, and C? is the fractional binomial coefficient
with the iterative relationship as

1+¢g
J
According to Egs (5.1) and (5.2), the numerical scheme for Eq (2.4) can be expressed as

Cl =1, C? =(1- )C;f.’_]. (5.2)

X(1) = ¥t = Y Chx(i), (5.32)
j=1

Y1) = {f cos(wt,) = Ax(1,) = B (1,) + a1 = (1)1 x(ty-1) — pz(t-1)}h — Z Ciy(tnp),  (5.3b)
j=1

2t) = Yt )h' = Y Cl (1)), (5.3¢)
=1
The numerical amplitude-frequency curve marked with circle in Figure 10, where the stepsize of
time is 4 = 0.005, and the total computation time is 100s with the first 25s neglected. It shows that
the resonant amplitude calculated from Eq (3.13) is in good agreement with the numerical results,
especially when the w ~ wy.

0.15

©  numerical solution
analytical solution

Steady amplitude

I I I I I I I I I I
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Figure 10. Comparison between approximate analytical solution and numerical solution
whenwy=1,¢g=0.75,4=0.2,0 =0.04,5=0.1, f = 0.02.
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6. Conclusions

In the present research, we study the nonlinear vibration characteristics and time-delay feedback
controllability of a fractional horizontal roll systems for rolling mill, described by a damped fractional
Duffing-van der Pol oscillator under external harmonic excitation. In response to the inaccurate
conclusions in existing literature, we conducted rigorous derivation. The accurate amplitude-frequency
response equations were obtained by the multiple scale method. The influence of parameters on system
characteristics was studied using amplitude frequency response equation. Furthermore, the time-delay
feedback controller is designed to control the parameter excitation vibration. The numerical simulation
results verified the effectiveness of the time-delay controller in eliminating the jumping and hysteresis
phenomena of the rolling system. It can also be concluded that fractional order and the damping
coeflicient are very important in fractional horizontal roll systems. For example, a larger fractional
order and larger damping coefficient can reduce the effective amplitude of resonance and change the
resonance frequency.

Through the study of the roll model, it is inspired that in the design process of strip rolling mills,
the influence of rolling force amplitude on primary resonance and superharmonic resonance should be
avoided and reduced. Further research is needed to combine active vibration control techniques such as
PID control, adaptive control, fuzzy control, and other control methods to analyze the vibration control
effect of the rolling mill.
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