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Abstract: This paper considered a functional model which splits to two types of equations, mainly,
advance equation and delay equation. The advance equation was solved using an analytical approach.
Different types of solutions were obtained for the advance equation under specific conditions of the
model’s parameters. These solutions included the polynomial solutions of first and second degrees,
the periodic solution and the hyperbolic solution. The periodic solution was invested to establish the
analytical solution of the delay equation. The characteristics of the solution of the present model
were discussed in detail. The results showed that the solution was continuous in the domain of the
problem, under a restriction on the given initial condition, while the first derivative was discontinuous
at a certain point and lied within the domain of the delay equation. In addition, some existing results
in the literature were recovered as special cases of the current ones. The present successful analysis
can be further generalized to include complex functional equations with an arbitrary function as an
inhomogeneous term.
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1. Introduction

This paper focuses on a relatively new type of functional equation which can be categorized to
an advance equation or a delay equation based on the relationship between the independent variable
and the advanced/delay parameter. The field of delay differential equations (DDEs) has well-known
applications in several areas of applied sciences such as the Pantograph model which is of practical
applications in electric trains [1-8] and the Ambartsumian equation [9—-13] which studies the surface
brightness in the Milky Way and astronomy. Additionally, a well-known DDE is expressed as ¢'(t) =
ad(t) + Bo(t — 1), where T > O represents the delay parameter. This differential equation is classified as
aDDE because r —7 <tV 7> 0.

However, the differential equation ¢'(t) = a¢(t) + Bd(—t + 7) isn’t always a DDE. This is because
—t+ 71 £tV 7> 0. There is a certain interval in which this differential equation represents a DDE. For
declaration, if —t + 7 < 1, i.e., t > 7/2, then the differential equation ¢'(¢) = a¢(t) + B(—t + T) belongs
to the type of DDEs and 7 is called the delay parameter. However, it belongs to the type of advance
differential equations (ADE) if 0 < ¢ < 7/2. This case simply means that -t + 7 > ¢tV ¢t € [0,7/2],
where 7 is called the advanced parameter in this case.

So, such types of differential equations are known as scalar differential equations (SDEs). To solve
such types of SDEs, one has to find the solution in separate intervals which specify the type of the
model in each of such intervals as demonstrated above. In this paper, we consider an inhomogeneous
version of SDE, expressed as

) =adpt)+Bp(-t+1)+7y, d)=0Y¥t<0, ¢0)=2 apB,y,1€R, 7=0. (1.1)

In [14], the problem (1.1) was addressed in the absence of the inhomogeneous term y by considering
the special case 7 = 0. Later, the authors [15] generalized the results obtained in [14] by considering
7 # 0 and y = 0. They have divided the problem to an advance equation in the interval ¢ € [0, 7/2] in
addition to a delay equation in the interval € [7/2, o0).

In the literature, it has been shown that the Adomian decomposition method (ADM) [16-21], the
regular perturbation method [22], the homotopy perturbation method [23,24], the Laplace transform
(LT) [25], and the homotopy analysis method [26] are effective methods to solve various ordinary
differential equations (ODEs). However, the applications of these methods to solve delay or advance
equations are very rare. On the other hand, the stability and behavior of solutions in mixed integro-
differential equations with delays and advances has been discussed in [27] which was a useful study in
the field of this paper.

The main motivation/objective of this paper is to generalize the results obtained in [15] by
incorporating the inhomogeneous none-zero term 7, i.e., ¥ # 0, where the same initial conditions
given in [15] will be assumed through this analysis. The given initial conditions in the model (1.1)
assume the discontinuity at ¢ = 0 for 4 # 0. However, the solution to be derived must be continuous at
t = 01if A = 0, this issue will be addressed later.

Following the authors [15], the advance equation of the present model is to be analytically solved in
the interval ¢ € [0, 7/2] while the delay equation will be analyzed in the interval ¢ € [1/2, c0). It will be
shown that the solution of the advance equation can be found in different forms such as polynomials of
first and second degrees, the periodic solution, and the hyperbolic solution under specific relationships
between the model’s parameters. It will also be shown that the solution of the delay equation depends
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mainly on the solution of the advance equation. The solution of the delay equation will be derived in
analytic forms via applying the method of steps in the intervals [7/2, 7] and (7, o). Furthermore, the
properties of the obtained solution are to be addressed theoretically and graphically. Furthermore, the
existing results in the literature will be recovered as special cases of the present ones.

2. The advance equation: 0 <7 < 7/2

The method of steps is a basic approach to solve scalar equations. However, it isn’t actually valid
to treat the current model in the interval O < ¢ < 7/2. This interval implies 7/2 < —t+ 7 < 7, hence, the
value of ¢ (— + 7) can’t be assigned in this case. The present approach suggests to convert the advance
equation to a corresponding boundary value problem (BVP). This target can be achieved by using the
characteristics of the model itself in such prescribed interval. For declaration, one can differentiate
Eq (1.1), which yields the second-order ODE:

¢ (1) + (B> = @?) ¢ (1) = y(@ = ). 2.1)
Equation (2.1) is subject to the boundary conditions (BCs):
(T T
60 =4 #(3)=@+po(3)+r (22)

The second-order ODE (2.1) and the BCS (2.2) constitute the corresponding BVP of the advance
equation in the interval 0 < ¢ < 7/2. To solve the BVP (2.1) and (2.2), we consider four distinct cases,

mainly, @ = 8, @ = —f5, % <1, and |§| < 1. The solutions for these four cases are addressed in detail

in the following subsections.

2.1. First-degree polynomial solution: a = 8

Suppose that @ = 8 = v, then Eq (2.1) reduces to
¢"(1) =0, (2.3)
while the BCs (2.2) take the form:
60 =2 #(3)=2m(2)+r. (2.4)
The solution of the BVP (2.3) and (2.4) can be easily obtained as

2v+y
1-vr

o(1) = ( )t+ A, vt £, (2.5)

which is the solution of the corresponding advance equation:
O =v[p®)+p(-t+1)]+7y, d)=0Yr<0, ¢#0)=21, vvy,1€R. (2.6)

in the interval 0 < ¢ < 7/2.

Remark 1. It can be seen in Eq (2.5) that the solution is discontinuous att = 0 if 4 # 0, where
#(0) = A # 0. By this, the solution is continuous at t = 0 if, and only if, A = 0, and in this case the

solution of the advance equation becomes ¢(t) = 1Z[w such that vt # 1.
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2.2. Second-degree polynomial solution: @ = —8

Let @ = —B = p, then Eq (2.1) becomes

¢" (1) = 2yp. (2.7)
The BCs (2.2) give
p0) =4, ¢ (%) =Y. (2.8)

Solving the BVP (2.7) and (2.8), we obtain
d(t) = 1+ y(1 — po)t + ypt°. (2.9)
This is the solution of the corresponding advance equation:

PO =plp)-d(-t+D]+y, ¢)=0Y1<0, $0)=21 py,A€R, (2.10)

in the interval 0 < r < 7/2.

2.3. Periodic solution: % <1
For a? < 8 or %| < 1, the solution of Eq (2.1) is periodic and given by
. Y a
(1) = ¢ 8in (Qf) + ¢ cos (Qf) — ——, Q= /B> —a?, —| <1, (2.11)
a+p B

where ¢ and ¢, are unknown constants. Applying the BCs (2.2) yields

3 Y Qsin(Q71/2) + (a + B) cos(Q1/2)
‘= (/l " o +,8) Qcos(Q7/2) — (@ + ) sin(Qr/Z)] ’ @.12)
_ Y
Cz—/1+0[+18. (2.13)
Inserting these constants into Eq (2.11) and simplifying, we obtain,
¢(t):(/1+ y ) Qcos(Q(t—T/Z))+(a+/3)si-n(Q(t—T/2))]_ y ‘g‘<1. (2.14)
a+p Qcos(Q1/2) — (a + B) sin(Q1/2) a+p B

It is to be noted that the solution (2.14) reduces to the corresponding one in [15] as y — 0. Moreover,
if both parameters y and 7 vanish, the solution (2.14) is in full agreement with the solution obtained
in [14]. In addition, the solutions of the previous two special cases can be recovered from Eq (2.14) by
taking the limit as (@ — 8) — 0 and (a + ) — 0, respectively.

2.4. Hyperbolic solution: |§| <1
If B2 < o or |§| < 1, the solution of Eq (2.1) takes the form:

(1) = 3 sinh (W) + ¢4 cosh (wr) — aiw w= \a? - B, ‘g‘ <1. (2.15)
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Similarly, the constants ¢3 and ¢4 can be evaluated by applying the BCs (2.2), and this procedure
leads to

3 0% —w sinh(wt/2) + (a + B) cosh(wTt/2)
a= (ﬂ T+ ,8) wcosh(@t/2) — (@ + B) sinh(wr/2) ] ’ (2.16)
_ Y
cz—/l+a+ﬁ. (2.17)
Employing the constants (2.16) and (2.17) in Eq (2.15), one can get
3 0% wcosh(w(t — 7/2)) + (a + B) sinh (w(t — 7/2)) Y B
o0 = (ﬂ T +ﬁ) [ wcosh(wt/2) — (@ + B) sinh(@7/2) ] o+ B 'a <t @y

One can notice that the relation between the parameters  and w is simply given by Q = iw, where
i = V—1. So, the result in Eq (2.18) can be also obtained via replacing Q by iw directly in (2.14).

Remark 2. Existence of the periodic and the hyperbolic solutions require certain constrains on the
parameters «a, B, and 1. The periodic solution (2.14) put a restriction on the advance parameter T

in terms of @ and B given as T # étan‘1 (aQTﬁ) while the hyperbolic solution (2.18) requires T #
%tanh_1 ( " )

atp

3. Compact periodic solution

Theorem 1. A compact form of the periodic solution of the advance equation is

: 2
o(1) = (/l LY ) \/1 N (Q sin(Q7/2) + (a + B) 095(97/2))
a+p Qcos(Q7/2) — (a + B) sin(Q7/2)
) 1 [(Qcos(Q1/2) — (a + B) sin(Q71/2) 0%

- (Qt *tan (Q Sin(Q7/2) + (@ + B) cos(QT/Z))) Ta+p G-D
provided % < 1.
Proof. Let us rewrite the solution (2.14) in the form:

(f) = usin (Qr +6) — ﬁ (3.2)

or,

(1) = p1.cos fsin (Qr) +  sin fcos (Q) — ——. (3.3)

a+p

Comparing Eq (3.3) with Eq (2.11) and implementing the constants c¢; and ¢, in
Eqgs (2.12) and (2.13), then

B v \[Qsin(@Qr/2) + (@ + B) cos(Qr/2)
peost = (ﬂ o+ ﬁ) Qcos(Q7/2) — (@ + B sin(Qr/2) |’ 34)
ysmezuaiﬁ. (3.5)
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Solving Eqs (3.4) and (3.5) for u and 6 leads to

_ y Qsin(Qr/2) + (@ + B) cos(Qr/2)
H= (ﬂ Tt ﬁ) \/1 i (Q cos(Q7/2) — (@ + B) sin(QT/2)) ’ (3.6)
n Qcos(Qr/2) - (a + ) sin(@7/2)
1 [Qc0s(Q7/2) — (@ + B) sin(Q7
0= tan (Q Sin(Q7/2) + (@ + B) COS(QT/Z)) ' G-7)
Substituting (3.6) and (3.7) into (3.3) completes the proof. O

4. The delay equation: 7 > 7/2

It will be shown that the properties of ¢(¢) in the interval 7/2 < t < 7 are different than those
properties in the interval ¢+ > 7. This suggests to solve the delay model in two separate intervals as
will be discussed in the following subsections. In the previous section, four different types of solutions
were obtained in the interval 0 < ¢ < 7/2. However, only the periodic solution is invested in this
section to construct the solution of the delay equation. Before launching to the main objective of this

section, let us denote to the periodic solution in the interval 0 < ¢ < 7/2 by ¢(?), i.e.,

&(1) = (1) = ¢, sin (Q1) + ¢ cos () — ﬁ; Q= F-a, ‘%‘ <1, 0<r<t/2, (41

where ¢ and ¢, are already defined by Eqs (2.12) and (2.13), respectively.

4.1. The solution in the interval T/2 <t < T

Fort/2 <t<twehave 0 < —t+ 7 < 7/2, thus

B(—t +7) = ¢y (=1 +7) = —¢, SIN(Qt — 7)) + ¢ cos(Qt — 7)) — —2—. 4.2)
a+p
Hence, we have the delay model:
o) =ad(t) +Bp (-t+1)+7y, ¢@t)=¢()Vte[0,7/2], T/2<t<T, “4.3)
under the condition:
#(7/2) = ¢1(7/2) = 01, (4.4)
where 0, is calculated from Eq (4.1) as
8, = ¢1 sin(Qr/2) + ¢; cos(Qr/2) — —1—. 4.5)
a+p
Inserting (4.2) into (4.3) leads to the ODE:
#'(8) = (1) = ~Ber sin(Qt — 7)) + fes cos( @t — 7)) + 1= 5
¢t =)V te0,7/2], T/2<t<T. (4.6)
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The solution of Eq (4.6) under the condition (4.4) reads

+(61+ 14
a+

P() = -

- 5 ﬁ) ¢ 075) 4+ Be (ex11(1) — 1 L(0)) 4.7)

where )

(1) = f e " cos (Q(t—1))dt, L(1) = f e “sin(Q (¢ — 1)) dt. 4.8)

T

2 2
The integrals /;(¢) and I,(¢) can be evaluated analytically and, therefore, the solution (4.8) for the delay
equation (4.3) is obtained in an exact form in the interval 7/2 < ¢ < 7.

4.2. The solution in the interval t > T

Let us define ¢(¢) = ¢,(¢) for the solution in the previous interval 7/2 <t < 7. Att = 7, we obtain
¢(1) = ¢2(7) = 62, where

5y = _013/-[3 + (51 + = Iﬁ) eF 1 Be” (e (7) — 1 h(7)), (4.9)
and . .
L(7) = f e cos (Q(—1)dr, D7) = f ¢~ sin (Q (¢ — 7)) d. (4.10)

2 2
In the interval t+ > 7, we have —t + 7 < 0 and thus ¢(—¢ + 7) = 0. Therefore, the delay equation
reduces to:

¢ —ap®) =y, ¢ =g (O)Vielr/2,7], 1> (4.11)
The solution of the ODE (4.11) under the condition ¢(7) = 9, is
o) = -2 + (52 ; Z)e“(H), (>t (4.12)
a 04

5. Characteristics of the solution

In the previous sections, the solutions ¢;(¢), ¢,(¢), and ¢3(f) were obtained in the interval [0, 7/2]
(advance equation) and in the intervals [7/2, 7] and (7, o) for the delay equation. As mentioned in
Remark 1, the continuity of the solution at r = 0 requires 4 = 0. In this case, the solution ¢() of the
problem (1.1) is continuous for # > 0. For A4 # 0, the solution is discontinuous at t = 0 but continuous
at the points ¢ = 7/2 and ¢ = 7. The MATHEMATICA software is used to generate the results of the
present paper. In Figures 1-4, the solutions ¢;(¢) (blue curve), ¢,(¢) (red curve), and ¢5(¢) (green curve)
are displayed.

The first black dot is the end point of the first interval [0, 7/2] and it represents the value of ¢(7) at
t =1/2,1.e., ¢(t/2). Similarly, the second black dot is the end point of the second interval [7/2, 7] and
it represents the value of ¢(¢) atr = 7, i.e., ¢(7). It is obvious from these figures that ¢(7) is a continuous
function in the full domain, where ¢(7/2) = ¢,(7/2) and ¢,(7) = ¢3(7). The periodicity of the solution
is clear in the intervals [0, 7] and [7/2, 7], while exponential decay/growth is observed in the rest of
the domain (7, o).
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-0.5r

~1.06

Figure 1. Plot of the solution in the interval [0, /2] for the advanced equation (blue curve)
and in the intervals [7/2, 7] (red curve), (1, 0) (green curve) for the delay equation. The
black dots represent the connection points between the solutionsat 4 = 1, = -1, 8 = 3 and
v=-1,whent=12.

I I I
| I I I
200& ﬂ ity & Ul i I T
I I I I
I I I I
| i |

woff- - 4-F - H

S I I L L O
Figure 2. Plot of the solution in the interval [0, 7/2] for the advanced equation (blue curve)
and in the intervals [7/2, 7] (red curve), (7, o) (green curve) for the delay equation. The black

dots represent the connection points between the solutionsat A = 1, = -1, =3 andy = 1,
when 7 = 14.

20

;

Figure 3. Plot of the solution in the interval [0, /2] for the advanced equation (blue curve)
and in the intervals [7/2, 7] (red curve), (7, c0) (green curve) for the delay equation. The black
dots represent the connection points between the solutionsat 4 =0, = 1,8 = -3 andy = 1,
when 7 = 8.
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Figure 4. Plot of the solution in the interval [0, 7/2] for the advanced equation (blue curve)
and in the intervals [7/2, 7] (red curve), (1, 00) (green curve) for the delay equation. The black
dots represent the connection points between the solutions at 4 = -1, « = -1/2, 8 =1 and
v=1,whent=06.

Regarding the continuity of the derivative ¢’(¢), Figures 5 and 6 indicate that ¢’(¢) is continuous at
t = 7/2 but discontinuous at t = 7. The discontinuity of ¢’(¢) at t = 7 returns to the fact that the initial
condition is selected as a none-zero value, i.e., 4 # 0. However, the derivative ¢’(¢) is still continuous
att = 7if 4 = 0, where Figures 7 and 8 confirm this point. Moreover, ¢’(¢) is continuous at t = 7/2,
whatever the value of A (zero or not).

I I I I I

I I I I I

I I % I I

I I I I I
1 3 4 5 6 7

I I I I I I

I I I I I

I I I I I

7277777\ A U I [
I I I I I I

Figure 5. Plot of ¢(¢) in the intervals [0, 7/2] (blue curve), [7/2, 7] (red curve), and (7, o)
(greencurve)atd =1, = -2, = -4 and y = 10, when 7 = 4.

(greencurve)atd =1, = -2, =—-4and y = —10, when 7 = 3.
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-6 ‘ | | i | |
Figure 7. Plot of ¢’(¢) in the intervals [0, 7/2] (blue curve), [7/2, 7] (red curve), and (7, )
(greencurve) at A =0, = -2, = —4 and y = 10, when 7 = 4.

e e 1 S

Figure 8. Plot of ¢’(¢) in the intervals [0, 7/2] (blue curve), [7/2, 7] (red curve), and (7, o)
(greencurve)at A =0, = -2, = -4 and y = —10, when 7 = 3.

Such a conclusion can be easily proved theoretically as follows. At ¢ = 7/2, one can find from the
second condition in Eq (2.2) that the left derivative at t = 7/2 is ¢” (%) = (@ +B)¢, (%) + v, where ¢;(¢)
is the solution in the interval [0, 7/2]. The right derivative at t = 7/2 can be obtained from Eq (4.3) as
& (%) = (a + B)p» (g) + vy, where ¢,(t) is the solution in the interval [7/2,7]. Since ¢, (%) = ¢ (%)
then ¢” (%) =¢, (%), thus ¢’(¢) is always continuous at t = 7/2.

For t = 7, Eq (4.3) gives the left derivative at t = 7 by ¢’ (7) = a¢,(7) + p1(0) + v, i.e., ¢' (1) =
agy(t) + BA + y. From Eq (4.11), the right derivative at t = 7 can be obtained as ¢’ (1) = ap;(1) + .
Since ¢»(1) = ¢3(7), then ¢’ (1) — ¢’ (r) = A, which implies that ¢’ (1) = ¢’,(7) if 54 = 0. Hence, 4 =0
(assuming that 8 # 0) must be satisfied to ensure the continuity of the derivative at ¢ = 7.

6. Conclusions

In this paper, the SDE: ¢'(¢) = a¢(t) + B¢ (—t + T) + v was investigated under the conditions ¢(t) =
OVe<0, ¢0) =1 v = 0. It was shown that the present SDE belongs to the type of ADEs
in the interval [0, 7/2] while it belongs to the type of DDEs in the interval [7/2, ). Four different
types of solutions were obtained for the advance equation in terms of the advance parameter 7 under
specific conditions such as the polynomial of first degree (@ = ), polynomial of second degree (o =

—f3), the periodic solution (‘ %' < 1), and the hyperbolic solution (|§| < 1). The periodic solution
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was implemented to construct the solution of the delay equation. The characteristics of the solution
were discussed theoretically and graphically in detail. The results indicated that the solution ¢(7) is
continuous in the full domain of the problem while the first derivative ¢’() is discontinuous at a certain
point and lies within the domain of the delay equation, mainly, at t = 7 if 1 # 0. However, it was
demonstrated theoretically that ¢’(z) is still continuous at ¢t = 7 if 4 = 0, this conclusion was confirmed
through some plots.

Furthermore, the existing results in the literature [ 15] were determined as special cases of the present
ones. The current successful analysis suggests to generalize the results in the future by addressing the
SDE: ¢'(t) = a¢(t) + o (—t + 1) + f(¢) as a future work, where f(¢) is an arbitrary real function.
Generalization of the current results can also be extended to include fractional delay differential
equations, which may be analyzed numerically [28] or analytically.
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