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Abstract: The field of artificial intelligence (AI) and machine learning (ML) has been expanding and 

is explored by researchers in various fields. In medical diagnosis, for instance, the field of AI/ML is 

being explored because if medical diagnostic devices are built and designed with a backend of AI/ML, 

then the benefits would be unprecedented. Automated diagnostic tools would result in reduced health 

care costs, diagnosis without human intervention, overcoming human errors, and providing adequate 

and affordable medical care to a wider portion of the population with portions of the actual cost. One 

domain where AI/ML can make an immediate impact is medical imaging diagnosis (MID), namely the 

classification of medical images, where researchers have applied optimization techniques aiming to 

improve image classification accuracy. In this paper, we provide the research community with a 

comprehensive review of the most relevant studies to date on the use of deep CNN architecture 

optimization techniques for MID. As a case study, the application of these techniques to COVID-19 

medical images were made. The impacts of the related variables, including datasets and AI/ML 

techniques, were investigated in detail. Additionally, the significant shortcomings and challenges of 

the techniques were touched upon. We concluded our work by affirming that the application of AI/ML 

techniques for MID will continue for many years to come, and the performance of the AI/ML 

classification techniques will continue to increase. 

Keywords: convolutional neural network; CNN architecture optimization; deep learning; medical 

imaging; AI model optimization; medical diagnosis 
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1. Introduction 

Artificial intelligence has played a significant role in nearly every aspect we encounter in our day-

to-day lives, including healthcare, communications, manufacturing, transportation, and robotics, to 

name a few. It has been widely applied in numerous ways and it is growing rapidly to give more 

promising results and possibilities. As the world is working on recovering from the coronavirus 

pandemic by mostly working on a more effective set of vaccines as well as techniques for fast disease 

diagnosis, AI was on the front lines playing a prominent role in combatting the ill effects of this deadly 

contagion. AI plays a crucial role in this situation due to its important applications in the areas of 

medical image processing, data analysis, text processing, etc. Since the advent of this pandemic, a lot 

of active research has been performed by AI researchers on a war footing for early detection of this 

disease so that preventive measures can be taken and precious human lives can be saved. In general, 

the early and reliable diagnosis of any medical disease can help save many lives [1–3]. 

Deep learning (DL) has been proven to be very effective in processing large amounts of data, 

extracting features, and eventually making decisions. With the help of DL techniques, many 

applications related to medical imaging can be applied [4,5]. Medical imaging is the visual 

representation of human organs, which will be very helpful in the early detection and diagnosis of 

diseases. Medical images are known to generate a large amount of data, and experts may need to 

analyze every image to make an accurate diagnosis for the patient. Given the large number of medical 

images that need to be analyzed, it can be time-consuming for the medical staff to study each image 

and give a correct diagnosis. When a large amount of medical imaging data is given to a DL machine, 

the machine can assist experts in making decisions and learning about features in an image without 

human intervention [6]. Sometimes, it can be a challenge for experts to distinguish similar patterns 

associated with a disease, and it can lead to a false diagnosis. However, with advanced technology, 

these patterns can be discriminated against easily when the machine extracts the features on an image, 

learn the patterns, and classify them. As a result, the machine can then make predictions with high 

accuracy, leading to an accurate diagnosis. Convolutional neural network (CNN) is one of the many 

examples of DL techniques that can achieve high accuracy on classification and image recognition 

problems. The CNN-based model would need to be provided with a large dataset consisting of labeled 

medical images. This dataset is usually split into two parts, where the first is used for training and the 

second is used for testing. An advantage of such a model is its speed in processing large data and 

making decisions way beyond human ability. In the medical field, the speed of analysis and, eventually, 

early prediction is a very crucial factor in saving patients’ lives. 

DL can play a significant role in many medical imaging applications. One of the many examples 

of the use of DL in medical imaging is COVID-19 detection from X-ray and CT scans. With DL 

techniques, COVID-19 can be detected at its earliest stage to save a patient’s life. Furthermore, DL can 

be used to detect the patterns of the lungs, and it can give a prediction of the criticality of COVID-19 

patients [7,8]. Without using DL techniques, using a device that captures the visualization of the human 

body, such as the costly MRI, requires a large amount of computation power, and it needs to process 

millions of voxels. However, with DL techniques, the algorithm can train on a huge dataset and can 

predict the disease at a much faster speed and, better yet, with a low probability of being prone to 

errors. DL can help experts extract features and create new ones [9]. DL works well with many data 

types and image types. For example, it has been proven successful in the identification of skin lesions 

using dermoscopic images and the identification of human gastrointestinal tract abnormalities using 
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endoscopic images [10,11]. DL in medical imaging is so promising to the medical sector in terms of 

its performance and speed. Using AI, a patient's life can be saved by making the correct diagnosis, and 

accordingly, patients are given the proper medication on time, which will increase the chances of 

overcoming the disease. 

Similarly, researchers have been using this data to learn predictive models using ML and DL 

approaches, which aid in classifying the images of the lungs of the subjects as either coronavirus-

infected or not. As we already have state-of-the-art DL classification algorithms like VGG, Inception, 

etc., AI researchers were able to apply these algorithms to existing datasets and further fine-tune the 

existing algorithms to improve their performance in terms of classification accuracy [12,13]. The 

results were promising in many cases, and custom-crafted algorithms such as CheXNet and COVNet 

also yielded better results along with those existing algorithms such as ResNet50 [14–16]. Statistical 

analysis, in addition to the ML experiments, was also conducted on these datasets, but the results were 

not as promising as AI approaches [17]. Algorithms like DarkCovidNet resulted in better performance 

in terms of classification accuracy, as was the case when using YOLO, which is a real-time object 

detection algorithm [18]. Such performance improvement is a good indication that, when integrated 

with an X-ray imaging machine output system, these algorithms would detect the Coronavirus disease 

with more than 95% accuracy while the X-ray images are being projected. The advantage of such an 

approach is that it saves time by avoiding the waiting time for the X-ray images to be available for 

training the model and then using the model for the classification task. The machine learning 

community has made remarkable progress in a very short span of time for a quite reliable and early 

diagnosis of diseases to initiate preventive steps to avoid severe health issues potentially leading to 

death. 

2. Materials and methods 

CNN is a class of neural networks that is designed using Multilayer Perceptron. Figure 1 shows 

a basic CNN architecture. The architecture consists of a number of layers, including convolution, 

pooling, dropout, and dense layers. The convolutional layer identifies key distinguishable features in 

the input images. The pooling layer is used to select only the salient features from the features 

identified by the convolutional layer. This also helps reduce the spatial size of the representation. The 

dropout layer is used to reduce overfitting, and finally, the dense layer is used to learn the model based 

on input features from previous layers. Such networks can be used to solve various image-processing 

problems related to classification and segmentation. Developed in the 1980s, CNNs were used for 

pattern recognition [19]. Hubel and Wiesel [20] proposed that the sensitivity of small cells in the visual 

cortex system generates a receptive field with edge-like patterns that are proportional to the position 

of the images. The neurons use the respective field of the image to extract the fundamental features, which 

are coupled in the subsequent layers to extract the complex features of the image. LeCun et al. [21] 

proposed the LeNet in 1998 to classify numbers in an application for handwritten cheques to be used 

in banks. The proposed LeNet model consists of five layers in addition to the input and output layers. 

The inputs of the model are 32 × 32 grayscale images and used the Sigmoid activation function [22]. 

In addition, LeNet utilized regularization to account for overfitting. 
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Figure 1. A basic convolutional neural network architecture. 

Krizhevsky et al. [23] proposed a modified version of the LeNet named AlexNet, which was a 

deeper network. The AlexNet contained stacked convolutional layers with more filters per layer. The 

inputs to the AlexNet are 227 × 227  RGB images. AlexNet utilized Dropout to account for 

overfitting and utilized the ReLU activation function. Krizhevsky’s network was able to surpass other 

networks in terms of performance in the ImageNet2012 challenge. The system used 1.3 million images 

for training purposes to segregate 1000 image classes. Google proposed a further modification to 

LeNet, which was named GoogleNet [24]. To drastically reduce the parameters, GoogleNet utilized 

small convolutions. They reduced the parameters to 4 million from the 60 million parameters in 

AlexNet. The inputs to GoogleNet are 224 × 224 RGB images. After ImageNet2012, CNN has been 

used in various image processing fields for classification and pattern recognition. CNN can be directly 

given raw images instead of feature vectors as input [25]. The principal requirement in designing CNN 

is establishing the architecture that can help develop a learning algorithm that minimizes the number 

of parameters and the computation complexity of the system [26,27]. The steps involved in creating 

the architecture for CNN are a local connection, weight sharing, pooling of data, and multilayer 

implementation [28]. The layers’ implementation of CNN consists of convolutional layers, pooling 

layers, and fully connected dense layers [29]. The convolution layer extracts many low-level features 

from the input images. The convolution layer has equal weight and bias that make the images shift-

invariant. The image's neighboring features, like the orientation of corners, edges, or endpoints, can be 

obtained by the neurons using the respective local field. Lecun et al. [21] and Cires et al. [30] utilize 

the complex features in the hidden layers for image classification. The sparse connectivity between the 

intermittent layers and the weight of the parameters between the neighboring pixels are used to develop 

a system that can classify images effectively. The convolutional layer utilizes filters (also called kernels) 

to extract distinct features from the input image. This process generates k feature maps that are sized 

𝑀 − 𝑁 + 1, as illustrated in Figure 2. Afterward, each feature map undergoes down-sampling (also 

known as pooling) using either mean or max pooling over a 𝑞 ×  𝑞  region. Typically, 𝑞  ranges 

between 2 to 5 for larger inputs, as shown in Figure 3. The convolutional and pooling stages are then 

succeeded by a series of fully connected layers. 
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Figure 2. Mapping of the convolutional kernel filter to the input image. 

 

Figure 3. Sample of the max pooled layer mapping to the feature map. 

Studies have shown that the automation of hyperparameters improves the accuracy of computer 

vision problems, such as face verification, object recognition, and pattern recognition [31–33]. The 

time complexity of the learning process can be substantial when dealing with large datasets that deal 

with a vast number of hyperparameters. The learning time in the large data set can be optimized using 

a graphics processing unit (GPU), but the hyperparameters optimization plays a vital role in the 

system's time complexity. The optimization leads to higher overall accuracies. 

2.1. Approximation, depth, width, and invariance properties 

The approximation of temporary functions of the input data in the design of CNN architecture 

plays an important role. This approximation is connected with the selection of parameters of the 

network like depth and width. The CNN architecture with numerous hidden layers can better 

approximate the properties of the input data than networks with a small number of hidden layers. A 

scattering network is a type of deep-learning network in which the values of convolutional filters are 
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calculated by complex wavelet families [34]. This makes the scattering networks more stable and 

invariant to input data variations. This helps uncover the fundamental property of geometry and 

balance of the input data that undermines the generalization performance of CNN. 

2.2. Generalization and regularization properties 

An essential property of DL networks is their capability to generalize the system from a short 

input training dataset. From a statistical learning theory, it has been proven that the number of training 

datasets grows in a polynomial manner relative to the size of the network to achieve good 

generalization [35]. In practical implementations of deep networks, the system is trained with a small 

dataset compared to the number of parameters and hidden layers. Overfitting in such cases can be 

avoided using regularization techniques [36]. A dropout image regularization is one of the possible 

methods to prevent overfitting the data by the random selection of constant subset parameters at each 

repetition. 

3. Deep CNN architecture optimization techniques 

Various techniques have been considered in designing effective CNN-based models. These 

include early stopping, training with more data, regularization, cross-validation, and dropout. Under 

these models, convolutional layer is followed by ReLU activation function. Furthermore, 

downsampling is applied in the pooling layers, and a cross-entropy loss function is used to calculate 

the system’s accuracy. The mini-batch gradient descent method using the Adam optimizer algorithm 

is employed for backpropagation. Table 1 summarizes the CNN architecture parameters used to 

optimize the CNN models for imaging. The table also describes the details of their effects on 

performance and causes. 

3.1. Data augmentation 

The role of data augmentation is important to improve the performance of the algorithm and also 

to tackle the problem of smaller and imbalanced datasets in DL-based models. In data augmentation, 

the size of the training dataset is increased, without increasing computational complexity, by adding 

transformations of the training data. In image classification and visual imagery applications, the most 

commonly used techniques for data augmentation include color jittering, cropping, flipping the image 

vertically or horizontally, rotation and scaling, etc. Krizhevsky et al. [23], proposed a method to change 

the RGB color channel intensity on training ALEXNET by PCA, which captures other notable image 

properties as well. Bengio et al. [44] proposed that data augmentation techniques are more beneficial 

for deep architecture as compared to shallow networks. He et al. implemented data augmentation along 

with regularization techniques such as dropouts and weight decay [45]. 

Transfer learning approach using well-known CNN models (GoogleNet, AlexNet, VGG16, 

VGG19, DenseNet, etc.) along with data augmentation techniques can be used to accelerate the 

training and testing process while yielding good results and performance. Figure 4 shows the utilization 

of preprocessing techniques along with the well-known CNN models for COVID-19 and Lungs 

Pneumonia detection using transfer learning. 
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Table 1. Summary of Deep CNN Architecture Improvement Parameters along with the details of their effects on performance and causes. 

Parameter Definition Recommendations Values Effect on Performance Cause of the Effect 

Batch Size 

[37] 

 The number of samples 

that will be propagated 

through the network. 

A suitable batch size for medical 

image classification is between 16 to 

64. 

Batch size has an effect on 

accuracy, time to convergence, and 

regularization. 

Smaller batch sizes can result in faster 

convergence and can also have a 

significant regularization effect but 

might not be able to reach optimum 

minima. A lower learning rate should be 

used for a smaller batch size for better 

accuracy. 

Activation 

Function 

[38] 

Defines the output of the 

node for the given input. 

This output is used as 

input to the next layer 

nodes. 

ReLU is the commonly used as 

activation function for hidden 

layers, SoftMax (multiclass) and 

Sigmoid (binary class) are used for 

output layer. 

Activation functions provide Non–

linearity, Differentiability and 

Range Monotonic. 

ReLU and SoftMax functions achieve 

excellent experimental performance. 

Pooling 

Layer Size 

[39] 

Minimizes the number of 

parameters required to 

describe the layers in 

DL.  

2 × 2  Max pooling layer size is 

most commonly used, which will 

reduce the number of features to 

one-fourth. 

Max pooling picks up the most 

salient features and minimizes the 

number of trainable parameters. 

Max pooling is a discretization process 

based on the sample, causing less spatial 

information and fewer parameters. 

Dropout 

Layer [40] 

Neurons are “dropped 

out” randomly during 

training. 

The dropout percentage can vary 

from 20% to 50%. 

Increases performance while 

preventing overfitting.  

The dropped-out neurons cause other 

neurons to handle the model 

representation, increasing network 

generalization. 

Dense 

Layer [41] 

Linear operation in 

which every input is 

connected to every 

output by weight, thus 

reducing the output 

feature size.  

Generally, three levels of dense 

layers. 

These layers perform the bulk of 

model learning based on features 

from previous layers that are 

available. 

ReLU, Sigmoid, and SoftMax are the 

most common activation functions that 

can be used for dense layers.  

    Continued on next page 
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Parameter Definition Recommendations Values Effect on Performance Cause of the Effect 

Kernel Size 

[42] 

The kernel is the 

convolutional filter. 

Generally, a 3 × 3  filter size is 

sufficient. 

The filter size determines the 

details of the detected features. 

In medical imaging, a model is generally 

looking for features at a low level, so a 

smaller filter size is more appropriate. 

Number of 

Hidden 

Layers [43] 

The layers between the 

input and the output 

layers. 

Generally, 8 to 11 hidden layers can 

provide good results. 

An upper bound exists for the 

number of hidden layers that can 

be defined without causing 

overfitting.  

Computation time increases with an 

increase in the number of hidden layers 

as well as the possibility of overfitting. 

 

Figure 4. Utilization of preprocessing techniques along with the well-known CNN models for the COVID-19 and Lungs Pneumonia 

detection using transfer learning. 
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3.2. L1 and L2 regularization 

𝐿1  and 𝐿2  are the most commonly used regularization techniques and are used in multiple 

applications. For the parameters in 𝐿1 regularization, the sum of absolute value is reduced by adding 

a regularization term to the objective function. In 𝐿2  regularization, the addition in the objective 

function is done to minimize the sum of the squares of parameters. The vectors for parameters in 𝐿1 

regularization also known as Lasso regularization encourages sparsity in the model parameters pushing 

coefficient of less important features to zero, thus performing feature selection. For this reason, it will 

be implemented in the feature space domain. In the feature space setting, many features will be ignored. 

A modified version of the 𝐿2  regularization method is most commonly used in machine learning 

techniques in which 𝐿2  constraints are squared and then imposed on the weights. This method is 

named Tikhonov regularization or weight decay. The reason for labeling this method as weight decay 

is because the overall effect of weight reduction by factor is related to the gradient descent magnitude 

at every iteration [46]. The cost function in the standardized form is given in Eq (1). 

𝛿 = 𝑎𝑟𝑔 𝑚𝑖𝑛𝛿
1

𝑅
∑ (𝐿(�̂�𝑖 ,  𝑦𝑖) + 𝜌𝑁(𝑤))𝑅

𝑖=1 .      (1) 

Equation (1) defines the total cost function that a learning model aims to minimize. It combines 

the loss (how well the model fits the data) with a penalty on the size of the model parameters (to avoid 

overfitting). In Eq (1), 𝑁(𝑤) is the regularization factor, which is defined in Eq (2). 

𝑁𝐿2(𝑤) ≜ ‖𝑊‖2
2.          (2) 

In 𝐿1 regularization, the magnitude of absolute weights is penalized. The regularization factor is 

shown in Eq (3). 

𝑁𝐿1(𝑤) ≜ ∑ ‖𝑊‖1
𝑞
𝑖=1 .         (3) 

The 𝐿1 regularization factor is not differentiable at zero. To avoid this problem, a small constant 

is added, which will make the factor close to zero. To solve the non-convex 𝐿1 regularization problem, 

first-order differentiation is applied to weights, which is a common practice in neural network 

problems [47]. The 𝐿1 norm with an approximation is shown in Eq (4). 

‖𝑊‖1 = ∑ √𝑤𝑖
2 + 𝜗

𝑞
𝑖=1 .         (4) 

Elastic net regularization is another method defined in [48], where a mixture of 𝐿1  and 𝐿2 

regularization terms are considered. L1 regularization, as part of this function, specifically aims to 

make some of the model's weights zero, thus encouraging a simpler, sparser model that is less likely 

to overfit. 

3.3. Dropout 

If neurons are dropped temporarily during their connections in neural networks, it is called 

Dropout. With the help of random dropouts, many architectures of the network can be combined 

efficiently, hence, reducing the overfitting problem. The probability of dropping the neurons is 1 − 𝑝, 
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and it will also reduce the effect of co-adaptability among neurons. Usually, hidden units are 

implemented at such stages with a neuron dropout probability of 0.5. For 2𝑛 neurons, the dropout 

sample average is computed by the full working network. Here, each node weight will be factored by 

𝑝  because the larger value of 𝑛  will increase the computations. Besides reducing the overfitting 

effect, dropout influences the training dynamics by randomly ignoring nodes during the training phase. 

While this does not inherently increase the learning speed, it introduces noise into the training, which 

can help the model generalize better to unseen data. A similar kind of improvement with respect to 

error is observed with experimentation on the SVH data set [23]. The parameters in convolution-shared 

filters are reduced while the dropouts are applied in fully connected layers, and it also increases the 

ability of the convolution layers to reduce overfitting. Data augmentation is used with regularization 

techniques for the dropout in AlexNet to reduce the overfitting effect in which 2200 images were 

classified by handling almost 50 million parameters [23]. 

3.4. Early stopping 

In over-expressive training models, early stopping is used to avoid poor generalization. Deciding 

about the number of iterations, also known as the number of passes, is critical in such problems, as 

fewer passes will make the algorithm underfit. In this case, bias is reduced at the cost of higher variance. 

With a higher number of passes, the algorithm tends to overfit, causing higher bias with lower variance. 

Early stopping will eliminate this problem of manually assigning values to the parameters and number 

of passes. The principle of early stopping is to halt the training process when the validation 

performance no longer improves, preventing overfitting. It typically requires dividing the data into a 

training set and a validation set, not necessarily three subsets. The first one will be called the training 

set, the second is validation, and the third is the test set. The training data set will be used to compute 

the bias and weights with the help of a gradient descent optimization method. The validation set will 

be used to monitor the training process. If the number of passes is increased for both validation and 

training datasets, then computational error is reduced. However, the validation error starts to increase 

if the algorithm starts overfitting due to the higher number of passes. The early stopping parameter 

will ensure to stop the iterations as soon as it observes the deviation in validation error after that bias 

and weight values are returned. Early stopping is used to boost the optimization for non-convex loss 

functions and generalize the boosting algorithms [43]. This optimization leads to generalization 

improvement and an increase in validation and test accuracy. 

3.5. Hyper-parameter optimization 

Bayesian optimization is a powerful and most commonly used optimization technique in which 

the extreme values of any objective function are estimated within a bounded set of data. This method 

is especially useful to determine the extreme values for non-convex functions or black-box functions 

where expressions or any derivatives do not exist. For the objective function, a probabilistic model is 

generated using this optimization technique. This function will exploit the decision regarding the 

expected location of the function while keeping into account the uncertainty. Acquisition functions are 

used to find the next location and select functions on a priority basis. Acquisition functions are essential 

as they incorporate the prior belief of objective function and manage the trade-off between exploitation 

and exploration. 
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According to the Bayesian theorem, if a model has posterior probability 𝐸 with 𝑂 observations, 

this probability will be directly proportional to the likelihood of 𝑂  given 𝐸  times the prior 

probability of 𝐸 as shown in Eq (5). 

𝑃(𝐸
𝑂⁄ ) ∝  𝑃(𝑂

𝐸⁄ )𝑃(𝐸).         (5) 

In Bayesian optimization, this prior probability accounts for the possible space of the objective 

function [49]. For 𝑖𝑡ℎ sample 𝑠𝑙 of the objective function, the observation is represented by 𝑓(𝑠𝑙) 

with an accumulated observation 𝑂1:𝑡 = {𝑠1:𝑡 , 𝑓(𝑠1:𝑡)}. The likelihood function 𝑃 (
𝑂1:𝑡

𝑓(𝑠1:𝑡)⁄ ) will 

be combined with the prior distribution to secure the posterior distribution, as shown in Eq (6). 

𝑃 (
𝑓(𝑠1:𝑡)

𝑂1:𝑡
⁄ ) ∝  𝑃 (

𝑂1:𝑡
𝑓(𝑠1:𝑡)⁄ ) 𝑃(𝑓(𝑠1:𝑡)).     (6) 

The updated beliefs of the said objective function will be updated by this posterior distribution. 

The next expected location of the sample 𝑠𝑡+1  will be secured through the acquisition function 

through Bayesian optimization. An automatic trade-off between exploitation and exploration is 

achieved, which allows only a minimum number of samples for the objective function to be evaluated. 

This technique is helpful even with the objective functions having local multiple maxima and minima. 

In the next step, maxima are computed through the acquisition function to evaluate the next sample, 

and this can be achieved through the calculations of covariance and mean of the predictions. Later, this 

objective function will be sampled at extreme values of the function, and then, all the parameters will 

be updated, and the whole process will repeat until termination criteria are reached. 

Well-known CNN-trained models’ weights can be used to initialize the training process by 

freezing a few initial layers and unfreezing the remaining layers to retrain the model for fine-tuning 

the hyper-parameters and weights. Figure 5 shows an example of transfer learning using VGG16, 

where the initial ten layers of the model are frozen to use the weights of the existing model and retrain 

it with the new COVID-19 data to fine-tune hyper-parameters and weights. 

 

Figure 5. An example of transfer learning using VGG16 to fine-tune hyper-parameters and weights. 
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3.6. Loss function 

A well-defined loss function will generate an actual number associated with any event and that 

event can include one or more variables. This same loss function will evaluate the model performance 

concerning its ability to predict the value �̂�𝑖
𝐿+1 corresponding to the actual value 𝑦𝑖 [50]. A decreased 

value of the loss function will correspond to better performance of the model. 

If the output vector 𝑦𝑖 can have possible values such as 𝑦𝑖 ∈ {0,1} and input event vector 𝑥 

having possible vectors 𝑥 = (𝑥1, 𝑥2, 𝑥3 … 𝑥ℎ), then the loss function G will be used to map the input 

𝑥 to output 𝑦𝑖, as shown in Eq (7). 

𝐺(�̂�𝑖
𝐿+1, 𝑦𝑖) =

1

ℎ
∑ (𝑦𝑖 , (𝜎(𝑥), 𝑤, 𝑏))ℎ

𝑖=1 .       (7) 

Cross-entropy is the most widely used loss function, and most of the applications use cross-

entropy loss function [51]. For example, if there is a training set label �̂�𝑖
𝐿+1, then the probability that 

𝑦𝑖  output belonging to this training label is 𝑃(𝑦𝑖 𝑢𝑙−1⁄ ) = 𝑖̂ℎ
𝐿+1 = 1,  and the probability that 𝑦𝑖 

output does not belong to training label �̂�𝑖
𝐿+1 is 𝑃(𝑦𝑖 𝑝𝑙−1⁄ ) = �̂�𝑖

𝐿+1 = 0. A cost function is given in 

the following equations in which 𝑦 is the expected label. 

𝑃(𝑦𝑖 𝑝𝑙−1⁄ ) = (�̂�𝑖
𝐿+1)𝑦𝑖  (1 − �̂�𝑖

𝐿+1)1−𝑦𝑖,      (8) 

log [𝑃(𝑦𝑖 𝑝𝑙−1⁄ )] = log [(�̂�𝑖
𝐿+1)𝑦𝑖(1 − �̂�𝑖

𝐿+1)1−𝑦𝑖],      (9) 

𝑙𝑜𝑔[𝑃(𝑦𝑖 𝑝𝑙−1⁄ )] = 𝑦𝑖 log(�̂�𝑖
𝐿+1) + (1 − 𝑦𝑖)log(1 − �̂�𝑖

𝐿+1).   (10) 

To minimize the following cost function. 

log [𝑃(𝑦𝑖 𝑝𝑙−1⁄ )] = −log [(�̂�𝑖
𝐿+1)𝑦𝑖  (1 − �̂�𝑖

𝐿+1)1−𝑦𝑖].     (11) 

If the number of training samples is 𝑖 ,then the cost function is shown in Eq (12). 

𝐺(�̂�𝑖
𝐿+1, 𝑦𝑖) = −

1

ℎ
∑ (𝑦𝑖 log(�̂�𝑖

𝐿+1) + (1 − 𝑦𝑖) log(1 − �̂�𝑖
𝐿+1))ℎ

𝑖=1 .   (12) 

For simplicity, the predicted value 𝑝𝑗
𝐿 can be written as �̂�𝑖, where h is a vector that will store 𝑦𝑖 

representing the actual value. The cost function can then be written in a simplified form as shown in 

Eq (13). 

𝐺(�̂�𝑖 , 𝑦𝑖) =
1

ℎ
∑ 𝑓 (𝑦𝑖 , (𝜎(𝑤𝑖𝑗𝑝𝑖 + 𝑏𝑖)))ℎ

𝑖=1 .      (13) 

A parameter 𝛿𝑖 is defined such that 𝛿𝑖 ∶ {𝑤𝑖 , 𝑏𝑖} in order to minimize the distance between the 

actual value 𝑦𝑖 and predicted value  �̂�𝑖, then the objective function can be written as in Eq (14). 

𝐺(𝛿𝑖) =
1

ℎ
∑ 𝑓(𝑦𝑖 , �̂�𝑖)ℎ

𝑖=1 .         (14) 

3.7. Mini-batch gradient descent 

The Mini-Batch Gradient Descent is an iterative optimization method, known as the steepest 

descent algorithm, in which the minima of any complex function are calculated by iterative negative 
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derivatives of the function points. The basic definition of derivative is the calculation of the change in 

the rate of change in the slope of a given function that is similar to the change of any function at some 

points if the function is differentiable and continuous. In the batch gradient descent method, the gradient 

of any function-related parameters is computed; this method is also known as vanilla gradient descent. 

If output values are �̂�𝑖 = 𝑓(𝑝𝐿 , 𝛿) ∈ ℝ , and the input value is 𝑝 ∈ ℝ,  then the output value will be 

predicted by processing the input value through hidden and intermediate layers. From Eqs (12)–(14), the 

layer-associated cost function is given in Eq (15). 

𝛿𝑖 = 𝛿𝑖 − 𝛽
𝜕

𝜕𝛿𝑖
𝐺(𝛿𝑖: (𝑦𝑖 , �̂�𝑖)).        (15) 

Where the learning rate is represented by 𝛽. The cost function 𝐺 updates the parameters for all 

the respective values 0,1,2,3 … 𝑖 in the direction of the steepest descent method [52,53]. This batch 

gradient descent method completes the computation of the gradient points for the whole training set, 

which is a single update. If the data set is considerably large, then this process of update would be 

extremely inefficient with respect to computational time. Although the gradient is zero for the convex 

function at the optimum value, for the non-convex function; this method will tend to fall in a local 

minimum value. Due to these drawbacks in batch gradient, some modifications are proposed in this 

method in which training samples are divided into multiple batches, and every single batch will carry 

multiple samples at every iteration. Such a modified method is referred to as Mini-batch descent. These 

mini-batches are used to update the parameters and compute the errors. The variance of the mini-

batches will reduce if the sum or average is applied and such techniques are applied to DL methods. If 

the batch size is assumed to be 𝑖: 𝑖 + 𝑛, then Equation 16 represents the mini-batch gradient. 

𝛿𝑖 = 𝛿𝑖 − 𝛽
𝜕

𝜕𝛿𝑖
𝐺(𝛿𝑖:  (𝑦𝑖

𝑖:𝑖+𝑛
𝑖
, �̂�𝑖

𝑖:𝑖+𝑛)).      (16) 

The mini-batch gradient descent allows for faster convergence, better generalization, memory 

efficiency, and context specific accuracy increase. 

3.8. Adaptive moment estimation (Adam) 

Adaptive Moment Estimation is a technique in which the learning rates for all the parameters are 

computed adaptively. This optimization method stores the decaying average of the previous gradient 

square that is 𝑘𝑖. It will also store the same average for previous historic gradients that is 𝑣𝑖, with 

both averages being exponential. A similar method is followed in root mean squared propagation 

(RMSprop) and the moment [54]. Eqs (17) and (18) represent the update process of 𝑘𝑖 and 𝑣𝑖. 

𝑣𝑖+1 = 𝛼1𝑣𝑖 + (1 − 𝛼1)𝑔𝑖,        (17) 

𝑘𝑖+1 = 𝛼2𝑘𝑖 + (1 − 𝛼2)𝑔𝑖.        (18) 

Usually, the first and second moments are biased to zero during the process of initialization. The 

corrected moments are given in Eqs (19) and (20). 

�̂�𝑖  =
𝑣𝑖

1−𝛼1
𝑖 ,           (19) 
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�̂�𝑖  =
𝑘𝑖

1−𝛼2
𝑖 .           (20) 

After solving the above equations, Adam’s update equation is obtained, as shown in Eq (21). 

𝛿𝑖+1 = 𝛿𝑖 −
𝛽

√�̂�𝑖+𝜖
�̂�𝑖.         (21) 

In common practice, the values of 𝜖, 𝛼1 and 𝛼2 are set to 10−8, 0.9, and 0.999, respectively. 

Adam also leads to faster convergence, context dependent efficacy, and more robust to hyperparameter 

choice. 

3.9. Model performance evaluation metrics 

In addition to the optimization techniques described above, it is also important to understand how 

the resultant ML models should be evaluated to assess their performance. In the following, we describe 

some of the most commonly used performance metrics. 

Confusion matrix is a commonly used method to describe a classification model’s performance. 

For binary classification, the table consists of four quadrants: true positives (TP), true negatives (TN), 

false positives (FP), and false negatives (FN). For example, Table 2 shows the confusion matrix for a 

binary classification model that predicts sick patients (positive) or healthy patients (negative) of 1000 

patients. TP indicates that out of 130 sick patients, 100 were correctly identified as sick. FN shows that 

out of 130 sick patients, 30 were falsely identified as healthy patients. TN indicates that out of 870 

healthy patients, 800 were correctly identified as healthy. FP shows that out of 870 healthy patients, 

70 were incorrectly identified as sick patients. 

Table 2. An example of a confusion matrix. 

 Predicted Sick (Positive) Predicted Healthy (Negative) 

Sick Patients (Positive) 100 (TP) 30 (FN) 

Healthy Patients (Negative) 70 (FP) 800 (TN) 

Accuracy is the most commonly used performance metric. It just describes the total number of 

errors made by the model over the total predictions made (see Eq (22)). For example, based on the 

confusion matrix in Table 2, model accuracy is 90%. However, imbalanced dataset accuracy can be 

misleading. There are other performance metrics to handle such issues. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
        (22) 

Precision is the accuracy of positive predictions. It indicates how good is the model when it 

predicts the positive cases as can be calculated using Eq (23). For example, based on the confusion 

matrix in Table 2, model precision is 58.8%. It clearly shows that even though the model’s overall 

accuracy is 90%, it is not a good model to identify sick patients (i.e. out of 170 sick patients predicted 

by the model, almost half (70) were not sick). 



20553 

AIMS Mathematics  Volume 9, Issue 8, 20539–20571. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
.          (23) 

Recall is another popular performance measure. It describes how well the model identifies all 

positive cases properly, as can be calculated using Eq (24). It is also known as a sensitivity measure. 

For example, based on confusion matrix in the Table 2, model’s recall is 76.9%. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
.          (24) 

Specificity does the same job as recall but for negative cases. It describes how well the model 

identifies all negative cases properly, as can be calculated using Eq (25). For example, based on the 

confusion matrix in Table 2, model’s specificity is 91.9%. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
.         (25) 

F1 Score is the harmonic mean of precision and recall. Whereas the regular mean treats all values 

equally, the harmonic mean gives much more weight to low values as can be calculated using Eq (26). 

As a result, the classifier will only get a high F1 score if both recall and precision are high. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
.        (26) 

4. Review of CNN optimization techniques: Case study of COVID-19 diagnosis 

Medical image classification using CNNs can help doctors and radiologists accurately diagnose 

medical conditions by analyzing images such as X-rays, CT scans, and MRI scans. This section 

provides an extensive review of the CNN-based model optimization techniques being used in the 

context of COVID-19 diagnosis in the most recent literature work in MID. Though we have used 

COVID-19 Diagnosis as a case study within a larger MID field to limit the scope of the study, the 

findings remain relevant in other MID fields as well. Table 3 provides a summary of the detailed review 

showing the various optimization techniques applied of COVID-19 medical images. In the table, the 

dataset is specified as well as the technique, optimization techniques, accuracy results, and limitations. 

COVID-19 is a highly infectious and potentially deadly respiratory illness caused by the SARS-CoV-2 

virus. Several techniques have been proposed for COVID detection, such as PCR, RT-PCR or medical 

imaging (X-ray, CT Scan, etc.) based approaches. In medical imaging, X-ray is considered one of the 

most commonly used approaches due to its ease of availability and affordability [55,56]. In a recent 

literature review [57], about 77% of COVID-19 detection approaches were X-ray based imaging 

technique. The importance of COVID X-ray image classification using CNN lies in its ability to 

accurately and promptly diagnose patients with COVID-19. With this type of disease, early diagnosis 

is critical in preventing its spread, improving patient conditions, and reducing the burden on healthcare 

systems. CNN-based COVID-19 detection models have the potential of assisting healthcare providers 

in making accurate and efficient diagnoses, particularly in situations where diagnostic testing resources 

are limited or unavailable. By analyzing X-ray images of the lungs, these models can extract and 

eventually detect the unique features of COVID-19 and distinguish them from other lung abnormalities.  

In [58], a COVIDX-Net framework has been developed to run 2D X-ray images from 7 DL 
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classifiers and analyze their performance. The framework runs images through 3 steps namely, pre-

processing, training, and classification. The balanced X-ray images dataset [59] has been used in this 

framework which contains around 50 2D images of chest X-rays with 25 confirmed COVID-19 cases. 

The framework uses VGG19, DenseNet201, ResNetV2, InceptionV3, InceptionResNetV2, Xception, 

and MobileNetV2 networks for classification and comparison. The best performance was obtained 

when considering the VGG19 and DenseNet201 models. These models achieved 0.89 and 0.91 F1 

score, respectively for the given dataset while performing the best in all of the aforementioned methods. 

They did not use any data augmentation and used learning rate of 0.001. The batch size was 7 and 

models were trained for 50 epochs. Though it was not clearly mentioned in the paper, most likely, the 

authors retrained the entire networks (without any frozen layers). VGG19 performed better, probably 

due to its smaller kernel size, which helps capture minor features present within X-ray images. Based 

on their findings, out of seven evaluated models, the authors recommend to use VGG19 and 

DenseNet201 models to identify the health status of patients against the COVID-19 in X-ray images. 

In [60], the authors have considered ResNet50, ResNet101, ResNet152, InceptionV3, and 

InceptionResNetV2 for classifying and detecting COVID-19-positive patients. The dataset used in this 

paper contained 341 COVID-19 patients, 2800 normal (healthy) chest X-ray images [61], and 2772 

bacterial and 1493 viral pneumonia chest X-ray images used from the Kaggle repository [62]. The 

learning rate was set to 0.00001, the batch size of 3 and all models were trained for 30 epochs. The 

data augmentation method was also used with scaling factor = 1/255, shear range = 0.1, zoom range = 

0.1, and horizontal flipping enabled in the training dataset. The pre-trained models were used with two 

additional dense layers, and training was performed on these additional layers only. ROC analysis and 

confusion matrices were generated with 5-fold cross-validation. The transfer learning approach was 

also used for these models to accelerate the training and testing process while yielding good results 

and performance. The authors conclude that the pretrained ResNet50 model provided the best 

performance results with 98% accuracy. InceptionV3 and InceptionResNetV2 were ranked second and 

third in terms of achieved performance with 97% and 87% accuracy, respectively. Please note that 

these evaluations provided an optimal model than the one recommended in [58]. This can be attributed 

to a variety of factors including the availability of a larger dataset, application of data augmentation 

for increasing the sample size and cross-validation techniques for model evaluation. 

In [63], the authors have conducted a study with 2 datasets collected from public medical 

repositories. The first dataset contained 1427 X-ray images with around 224 COVID-19 cases and 

other common pneumonia and normal conditions. The second dataset contained 224 COVID-19 case 

images and 1218 images of other normal and infection cases. CNNs such as VGG19, MobileNetV2, 

Inception, Xception, and InceptionResNetV2 were analyzed with different hyperparameters. During 

this study, the best performance was achieved when considering VGG19, with an accuracy level of 

96.78%. The MobileNet v2 outperforms VGG19 in terms of reducing false negatives. During this 

experiment, all models were trained at different cut-off layers (i.e., model was re-trained on layers 

beyond the cut-off point only) as follows: VGG 19 = 18, MobileNetV2 = 10, Inception = 19, Xception 

= 120, and InceptionResNetV2 = 730. A dense neural network (one or two layers) was placed on top 

of these existing models with a ReLU activation function and a dropout layer in between each dense 

layer. The training was performed using the Adam optimizer, with a batch size of 64 for ten epochs. 

The results suggest that deep learning with X-ray imaging can help in extracting significant biomarkers 

related to the Covid-19 disease. Out of five evaluated models, VGG19 achieved overall better accuracy. 

However, MobileNet v2 model outperforms VGG19 in terms of specificity and is proven to be more 
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effective model for reducing false negatives for this specific classification task with specific data 

sample. 

In [64], deep features extraction from 2 datasets was carried out, where 50 X-ray images dataset [65] 

and a Kaggle dataset were utilized. The DL models AlexNet, VGG16, VGG19, GoogleNet, ResNet18, 

ResNet50, ResNet101, InceptionV3, InceptionResNetV2, DenseNet201, and XceptionNet were used 

for feature extraction. After the feature extraction, the Support Vector Machine was used to classify 

the COVID-19 cases. This combination of networks yielded 95.38% accuracy on the given datasets 

using ResNet50 model. Out of eight evaluated models, ResNet50 model provided the best features that 

can were used to classify using SVM for this dataset. Please note that data set used in this study was 

quite limited and imbalanced. 

Binary classification-based anomaly detection approach, namely confidence-aware anomaly 

detection (CAAD), was introduced with 3 modules [66]. Shared feature extraction, anomaly detection, 

and confidence prediction modules were applied to the clinical X-VIRAL dataset. This dataset contains 

43,369 pneumonia, non-viral pneumonia, and normal cases. Moreover, it was directly tested on 106 

confirmed COVID-19 cases as well. The feature extraction was performed using 18-layer ResNet and 

EfficientNet- B0 models. A comparison was made between a binary classifier and an anomaly 

detection method. The proposed anomaly detection method using the EfficientNet- B0 model provided 

the highest accuracy, sensitivity, specificity, and AUC metrics. In this experiment, a learning rate of 

0.0005 and batch size of 40 was used during training, leading to an 83.61% accuracy (AUC) on the 

given datasets. The authors conclude that the proposed anomaly detection approach works well in term 

of viral pneumonia screening on chest X-ray images and is superior to binary classification methods. 

The learning model confidence can greatly reduce the false negatives. The proposed CAAD model 

achieves an AUC of 83.61% and sensitivity of 71.70% on the unseen dataset (X-COVID), which is 

comparable to the performance of medical professionals. In [67], COVID-CAPS was introduced, 

which can perform reasonably well on small datasets, unlike CNNs, which require larger datasets. The 

main dataset used were [59] and [62]. This technique achieved 95.7% accuracy with less trainable 

parameters to configure (compared to CNN-based model). The comparison was made with [64] which 

had provided 95.4% accuracy using ResNet50. The NIH Chest X-ray dataset was used with over 112 

thousand X-ray samples with around 14 anomalies for the pre-trained model. The pre-trained model 

COVID-CAPS resulted in 98.3% accuracy. The models used an Adam optimizer with an initial 

learning rate of 0.001 and a batch size of 16, and the model was trained for 100 epochs. The key 

contribution of this work is to provide an alternative to traditional CNN models with Capsule Networks 

(CapsNets) which had been previously used for other medical diagnosis such as brain and lung tumor 

detection. The main drawback of CNN based approach is that they are not able to capture spatial 

relations between image instances. As a result of this inability, CNNs cannot recognize the same object 

when it is rotated or subject to another type of transformation. This requires a large dataset with use of 

data augmentation techniques. Capsule Networks (CapsNets) are capable of capturing spatial 

information without the availability of a huge dataset. 
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Table 3. Summary of the latest articles on COVID 19 detection using DL-based models. 

Ref Method Name Dataset Name Results and Key Findings Limitations 

[58] COVIDX-Net (7 

CNNs)  

COVID-19 X-

ray images 

91% (Out of seven evaluated models, VGG19 and 

DenseNet201 models are recommended to be 

used to identify COVID-19.) 

• Very small dataset. 

• Only 50 images for training. 

• Only comparison between the existing models.  

• The novelty is not obvious. 

[60] ResNet50 with  

Transfer 

Learning  

COVID-19 X-

ray images 

98% (The key conclusion is that the pretrained 

ResNet50 model provided the best performance 

results out of five evaluated models.) 

• Datasets 1, 2 and 3 are small and imbalanced due to 

absence of images for bacterial and viral pneumonia. 

• The performance comparison is based on existing 

CNN models and the uniqueness of the proposed 

approach is questionable. 

[63] VGG19 with  

Transfer 

Learning  

Public Medical 

Repo collections 

for X-ray images  

96.78% (Out of five evaluated models, VGG19 

achieved overall better accuracy while MobileNet 

v2 model outperforms VGG19 in terms of 

specificity and thus reducing the false negatives.) 

• Limited number of images in the dataset of the patients 

tested positive for COVID-19. 

• Rather than just classifying the patient as COVID-19 

positive or negative, a severity measure of infection 

can be calculated based on observed symptoms. 

[64] SVM + 

ResNet50  

COVID-19 X-

ray images and 

Kaggle dataset  

95.38% (Out of eight evaluated models, ResNet50 

model provided the best features which were used 

to classify using SVM.) 

• Imbalanced small dataset. 

• Used existing CNN pre-trained models for detection 

and classification using SVM. 

• Novelty in terms of contribution is not mentioned 

clearly. 

[66] Confidence 

aware anomaly 

detection 

(CAAD) 

COVID-19 X-

ray images and 

XVIRAL dataset  

AUC: 83.61% (The proposed CAAD model 

achieves an AUC of 83.61% and sensitivity of 

71.70% on the unseen X-COVID dataset.) 

• Low classification accuracy. 

• Feature extraction is done manually which is 

subjective as the number of features chosen will affect 

the classification accuracy. 

    Continued on next page 
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Ref Method Name Dataset Name Results and Key Findings Limitations 

[67]  COVID-CAPS  NIH Chest X-ray 

images and 

COVID-19 X-

ray images  

98.3% (Did experiments with Capsule Networks 

(CapsNets) which had been previously used for 

other medical diagnosis such as brain and lung 

tumor detection. CapsNets are capable of 

capturing spatial information without the 

availability of a huge dataset.) 

• CNN models are unable to capture spatial relations 

between images. 

• small dataset of COVID-19 images. 

• The capsule layers incorporated in this approach are 

subjective in nature and further add to the complexity 

and time factor during the training process. 

[68] DenseNet201  423 COVID-19 

images public 

dataset  

99.7% (DenseNet201 outperformed other CNN 

networks when image augmentation was used and 

CheXNet outperformed on actual dataset.) 

• Used augmentation for enlarging the dataset which is 

questionable. 

• Novelty is not reflected as the study does performance 

comparison for already existing pre-trained CNN 

models. 

[69] Resnet50  135 COVID-19 

images and 320  

Other cases 

dataset  

89.2% (102 COVID-19 chest X-rays images are 

used in training indicates it may, with more data, 

be possible to build deep neural network models 

for accurate diagnosis.) 

• Imbalanced small dataset. 

• The resolution of COVID-19 images is low which 

affects the classification accuracy. 

• Lack of information on types of chest X-rays. 

[71] Early fusion 

technique with 

MLP 

RYDLS-20  F1 score: 0.89 (COVID-19 identification in an 

unbalanced environment with more than three 

classes with novel hierarchical classification 

approach.) 

• Limited sized dataset used for experiments. 

• Manual feature extraction process is subjective and 

time-consuming. 

[73]  Fine-tuned 

ResNet50  

COVID-19 X-

ray images + CT 

images 

96.61% (Comparison of CNN models; Resnet50 

MobileNet_V2 and Inception_Resnet_V2.) 

• Lacks novelty in the proposed approach, as it is merely 

comparing the classification accuracy of already 

existing CNN models. 

    Continued on next page 
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Ref Method Name Dataset Name Results and Key Findings • Limitations 

[75] CheXNet  QaTa-Cov19 

dataset  

95.9% (Proposed a novel convolution support 

estimation network (CSEN) architecture that can 

be seen as a bridge between deep learning models 

and representation- based methods. It also 

provides a benchmark X-ray data set, namely 

QaTa-Cov19.) 

• Imbalanced dataset of covi19 and non-COVID-19 X-

ray images. 

[76]  Deep feature 

fusion and 

ranking + CNN  

150 COVID-19 

images-based  

CT Images 

dataset  

98.27% (The main contribution of this work is to 

evaluate an approach where features were 

obtained using multiple pre-trained CNN 

networks and then these features were fused and 

ranked. The resultant features were used to train 

on SVM.) 

• Novelty is not reflected as the study does performance 

comparison for already existing pre-trained CNN 

models. 

[77] ResNet50  500 images 

based COVID-

19  

Chest X-ray 

images dataset  

95% (Our main finding of this study is that the 

CNN based systems (even with a limited number 

of cases: 250 of them COVID-19 positive and 250 

COVID-19 negative), showed an interesting 

performance.) 

• Limited number of COVID-19 positive cases in the 

dataset. 

• Geographically restricted results that may not be 

generalized (from Lombardy, Italy). 

• Clinical conditions were not considered (e.g., 

symptoms and pulse oximeter data). 

[79] COVNet  19 patients CT 

Images dataset  

93% • Provides opinion on the suitability of CT scans as a 

diagnostic tool for COVID-19 detection. 
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A study on multiple CNN architectures was conducted, including DenseNet variants, CheXNet, 

MobileNet, SqueezeNet, etc. [68]. The DenseNet201 outperformed other networks even when 

networks such as CheXNet were already trained on X-ray images. The networks were trained and 

evaluated on personally collected datasets by authors, which contained 439 images of COVID-19 and 

other cases. The models were trained with and without data augmentation. The augmentation included 

rotation and scaling of images. They used Gradient Descent (SGD) with momentum optimizer with a 

learning rate of 0.001, momentum update of 0.9, and mini-batch size of 16 images with 20 

backpropagation epochs. For binary classification (COVID-19 Or Normal), CheXNet and ResNet18 

provided the highest accuracy of 99.41% without any augmentation, while DenseNet201 provided the 

highest accuracy of 99.7% with data augmentation. For three class problems (COVID-19, Viral 

Pneumonia, and Normal), ChexNet provided the highest accuracy (97.74%) without data augmentation, 

and DensetNet201 provided the highest accuracy (97.94%) with data augmentation. The 

experimentation results were obtained using 5-fold cross-validation. The authors observed that 

DenseNet201 outperformed other deep CNN networks when image augmentation was used and 

CheXNet, that is a variant of DenseNet, outperformed other networks when image augmentation was 

not used. This is because CheXNet was pre-trained on a large X-ray database and it showed better 

performance on a small non-augmented image dataset. However, a deeper version of DenseNet, when 

trained on a large augmented dataset, Dense201 outperforms CheXNet. 

In [69], ResNet50, VGG16, and a small crafted CNN were adopted for being trained on a small 

dataset of 135 COVID-19 images and 320 other pneumonia cases. The last dense layers of VGG16 

and ResNet were removed and replaced by the trainable part, which consisted of global average 

pooling. This was followed by a fully connected layer of 64 units with dropout and finally, a 

classification layer with sigmoid output. The cyclic learning rate was used with the base learning rate 

and max learning rate set to 0.0001 and 0.001, respectively. RMSprop was used for optimization and 

binary-cross-entropy as the loss function. Data was augmented using horizontal flip only. The models 

were evaluated using 10-fold cross-validation. ResNet50 gave better results on the collected dataset 

with 89.2% accuracy when trained with 10-fold cross-validation. This work reported a 6% false 

positive rate that may be reduced by biasing the training data to include more non COVID-19 cases. 

The authors conclude that this preliminary work with just 102 COVID-19 chest X-rays used in training 

indicates it may, with more data, be possible to build deep neural network models for accurate 

diagnosis. 

In [70], the authors used DarkCovidNet as a CNN classifier, which was inspired by the DarkNet-

19 model used in YOLO for multi-class real-time object detection. The COVID-19 X-ray images 

dataset [59] was used in this experiment for binary (COVID-19 vs. non-COVID-19) classification, and 

the image dataset [62] was used for three class classifications (COVID-19, pneumonia, and normal). 

The dataset was split into 80% training and 20% validation with 5-fold cross-validation. The model 

was trained for 100 epochs. The number of filters in the proposed DarkCovidNet model was increased 

gradually from 8, 16, 32, 64, 128, and 256. The learning rate was set to 0.003. The model yielded 

98.08% accuracy for binary classes and 87% for 3-class classification. This model can be used in real-

time classification as well. The main contribution of this paper is to evaluate the performance of 

DarkCovidNet model for COVID-19 diagnosis. It provides accuracy results which are quite similar to 

other CNN based networks. 

In [71], the authors explored COVID-19 and other pneumonia (MERS, SARS, Varicella, 

Streptococcus, Pneumocystis) in a hierarchical classification using traditional machine learning 
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approaches (KNN, SVM, MLP, Decision Tree and Random Forests). A chest X-ray images-based 

dataset, namely RYDLS-20, was collected by authors consisting of images of healthy lungs and with 

pathogens. The Dataset had huge data imbalances (reflecting real-world situations). Combinations of 

feature extraction methods were used in the experiment under the name of the early fusion technique. 

The data was then resampled after classification. The multi-class learners (MLPs) performed better, 

with a reported 0.65 F1 score, and COVID-19 identification in hierarchical classification, with a 

reported 0.89 F1 score. The top identification rate obtained for COVID-19 identification in the same 

paper was the best nominal rate obtained in an unbalanced environment with more than three classes. 

The authors in [72] used multi-level thresholding along with an SVM classifier for COVID-19 

detection on the COVID-19 chest X-ray images dataset. The dataset consisted of 40 contrast-enhanced 

lung X-rays with 15 normal and 25 with COVID-19 infection. This resulted in promising performance, 

reaching 97.48% accuracy on 512 × 512 same-sized images. This work reported an F1-Score of 0.8889, 

which was the best nominal rate (at the time of article publication) obtained for the task of COVID-19 

identification in an unbalanced environment with more than three classes. The other main contribution 

of this work is to provide a novel hierarchical classification approach (considering types of pneumonia). 

The authors in [73] focused on a binary classification problem consisting of the identification of 

pneumonia (which includes COVID-19) using a well-known Kaggle dataset [62]. The dataset was 

balanced using image augmentation (the normal class was doubled using image augmentation 

techniques). The study was conducted for fine-tuned versions of VGG16, VGG19, Xception, 

InceptionV3, Resnet50, MobileNetV2, InceptionResNetV2, and DenseNet201. Around 5856 Chest X-

ray and CT images were used in this study. The models were trained for 300 epochs with a batch size 

of 32 and a learning rate of 0.00001. On this large dataset, ResNet50 outperformed other networks by 

achieving 96.61% accuracy.  InceptionResNetV2, on the other hand, yielded 96.09% accuracy. Most 

of the other networks were below 90% in accuracy on the given dataset. The key finding of this work 

was that Resnet50, MobileNet_V2 and Inception_Resnet_V2 provided better accuracy (more than 

96%) on this particular dataset and outperformed other architectures. 

In [74], a dataset of CT-based images was used to classify COVID-19 cases. MODE-based CNN 

was proposed with 20-fold cross-validation to avoid overfitting. Comparisons were conducted against 

traditional CNN and Artificial Neural Network models. This model outperformed those networks by 

2.01% and achieved an accuracy of 97.89%. The key contribution of this work is to evaluate the 

performance of MODE-based CNN on chest CT based images (rather than X-ray images).  

In [75], the authors propose a novel convolution support estimation network (CSEN) to identify 

COVID-19 using a relatively larger dataset QaTa-Cov19 which contained over 6200 X-ray images 

with 462 COVID-19 patient X-rays. Feature extraction was performed using CheXNet. This approach 

resulted in 95.9% accuracy, 98% sensitivity and 95% specificity for COVID-19 detection. The main 

contribution of this work is to propose and evaluate a novel convolution support estimation network 

(CSEN) architecture that can be seen as a bridge between deep learning models and representation- 

based methods. It also provides a benchmark X-ray data set, namely QaTa-Cov19. 

In [76], computerized tomography (CT) images dataset was used with deep fusion and ranking 

based method. Dataset contained over 150 images. The images were labeled as COVID-19 and had no 

label. Feature fusion and ranking methods were applied during the data preprocessing phase, and then 

SVM was applied. The CNN was later applied with transfer learning, which resulted in 98.27% 

accuracy, 97.63% precision, 98.28% F1 score, 98.93% sensitivity, and 97.60% specificity. The main 

contribution of this work is to evaluate an approach where features were obtained using multiple pre-
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trained CNN networks and then these features were fused and ranked. The resultant features were used 

to train a SVM based classifier.  

In a different study [77], the ResNet50 model was used with 250 COVID-19 and 250 non-

COVID-19 chest X-ray images dataset. 10-fold cross-validation was applied to avoid overfitting. The 

training was conducted for 30 epochs with a batch size of 8. Results were 80% in terms of sensitivity, 

81% in terms of specificity, and around 95% accuracy. The main finding of this study is that the CNN 

based system (even with a limited number of cases: 250 of them COVID-19 positive and 250 COVID-

19 negative), showed an interesting performance. [78] provides a short survey of DL methods used for 

COVID-19 detection using radiology images and highlights a few available data sources and the need 

for future AI-based applications to handle COVID-19. The survey is not detailed enough; it only covers 

about 12 research publications and does not provide the details of the machine learning methods used.  

In the early days of COVID-19 discovery, a dataset of 19 patients’ CT scans was collected [79]. 

This data was insufficient for training an AI model, so over 4356 chest CT exam images were collected 

later to be used with COVNet. Researchers reported 90% sensitivity and 96% specificity on these early 

tests [79]. COVNet was built on ResNet50 with a few additions, such as a new Max Pooling layer and 

Fully Connected Layer. This model was provided with CT images for both training and testing. CT 

images dataset resulted in 0.96 AUC, which is quite equivalent to 95.5% accuracy [80]. 

4.1. Discussion 

Parameter optimization is a crucial step in the training of CNNs. CNNs are complex models that 

typically have millions of parameters, and optimizing these parameters is necessary for the network to 

learn the features of the input data and achieve high performance during classification. 

A comparative analysis of the research work shows that researchers have attempted to use a 

variety of optimization techniques to improve overall accuracy. Some of them have worked on binary 

classification while others have attempted on a more difficult multi-class and hierarchical classification 

problems. The role of available dataset is also critical and we have noticed continuous efforts to 

improve the size and quality of existing available datasets (sometimes based on integration of multiple 

datasets). Due to scarcity of large datasets, most of the existing work has attempted to use pre-trained 

models (VGG, ResNet, CheXNet, DenseNet, DarkCovidNet, etc.) to improve overall accuracy. Some 

have attempted to use pre-trained models for feature extraction and then use traditional classifiers like 

SVM. Researchers have used different batch sizes (3, 7, 8, 16, 32, 40, and 64), number of filters (8 to 256), 

and learning rates (from 0.00001 to 0.003) to best fit their proposed DL models. 

The reviewed studies in Section 4 showed that the selection of specific CNN architectures and 

hyperparameters is influenced by the unique characteristics of the medical image datasets and the 

specific objectives of each study. For instance, architectures like VGG19 and DenseNet were chosen 

for their deep layered structures, which are beneficial for capturing the intricate patterns in medical 

images, while models like MobileNetV2 and InceptionResNetV2 were selected for their efficiency 

and depth, which are crucial for handling the computational constraints of medical image analysis. 

Hyperparameters such as learning rate, batch size, and epochs were adjusted based on the dataset's size 

and complexity, with smaller batch sizes and appropriate learning rates chosen to improve the model’s 

ability to generalize from the medical images, particularly when dealing with limited and imbalanced 

datasets. The decision to employ transfer learning, as seen with ResNet50 and InceptionV3, is 

influenced by the need to leverage pre-trained networks to enhance feature extraction capabilities, 
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especially when the dataset is not large enough to train a model from scratch effectively. A carefully 

designed CNN architectures by incorporating domain knowledge can capture complex features from 

the images and produce higher accuracies. However, designing optimal CNN architectures can be time-

consuming and requires expertise, and sometime leads to overfitting specially in the case of limited 

training dataset. Compared to the architecture designing, parameters optimization methods can 

automate parameter tuning and can reduce manual effort which can find good features efficiently. Fine 

tuning parameters requires experimentation and can also get stuck in local minima which leads to 

suboptimal solutions. The best approach often involves a combination of both. Complex tasks may 

benefit from well-designed architectures, while simpler tasks might work well with pre-designed 

architectures and parameter optimization. 

These optimization techniques can also be used in other medical domains. When leveraging AI 

techniques for optimizing medical images related to tumors and cancers across diverse organs, several 

challenges arise. These include variations in image quality and variability due to imaging modalities 

and patient factors, such as anatomy and pathology. Complex anatomical structures in organs like the 

brain, lungs, and liver add another layer of challenge, requiring AI algorithms to adapt to diverse 

features for accurate analysis. Detecting and segmenting lesions, especially in organs with overlapping 

structures or irregularly shaped lesions, poses significant hurdles that need to be addressed. 

Further, data imbalance and rarity are also critical considerations, particularly for diseases with low 

prevalence rates or limited datasets available for training AI models. Ensuring model generalizability 

and preventing biases become crucial tasks in such scenarios. Moreover, the interpretability and 

explainability of AI results are essential for aiding clinicians in understanding diagnostic decisions, 

especially in complex cases that heavily rely on detailed image analysis. 

CNN optimization-based classification techniques have also shown their effectiveness in different 

medical domains in terms of its capability in accurately performing diagnosis of various types of 

disease. For instance, in [81], A Bayesian Optimization-based efficient hyperparameter optimization 

technique for CNN is proposed to classify CE-MRI images into three types of brain tumors: Glioma, 

Meningioma, and Pituitary. The optimized CNN method was able to achieve a 98.70% accuracy. To 

demonstrate the feasibility of automating hyperparameter optimization, the proposed model was able 

to outperform state-of-the-art methods on the CE-MRI dataset. Also, in [82], the authors have 

presented a region growing-fuzzy c-means clustering model optimized with Harris Hawks CNN-based 

brain tumor recognition process. The proposed methodology was evaluated on the Kaggle Brain MRI 

for Brain Tumor Detection dataset, and achieved an overall tumor recognition accuracy of 98%. In [83], 

the authors have presented a multi-classification of brain tumors for early diagnosis using 3 CNN 

models whose almost all hyper-parameters are automatically tuned using grid search. The first model 

achieved a 99.33% accuracy for brain tumor detection. The second model achieved an accuracy of 

92.66% when classifying the brain tumors into three grades as Grade II, Grade III and Grade IV. With 

an accuracy of 98.14%, the third model was able to classify the brain tumors into three grades as Grade 

II, Grade III and Grade IV. In a different type of disease; namely lung cancer diagnosis, CNN based 

models have also performed well. In [84], A new method, utilizing the Otsu thresholding-based cuckoo 

search optimization and CNN classifier approach, was used for recognizing lung cancer in CT images. 

When tested on lung cancer CT images collected from a private hospital (Satyam diagnostic center, 

Anantapur), experimental results of the proposed method achieved an accuracy of 96.97%. Also, in [85], 

to optimize hyper-parameters of CNN, an optimized convolution neural network model based on gray 

wolf optimization algorithm is developed in this research. The optimized CNN performance was 
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evaluated on the NIH/NCI Lung Image Database Consortium dataset, and achieved an accuracy of 

98.21%, which is higher than accuracy of the conventional CNN. Finally, in [86], a 2D convolutional 

neural network (2D CNN) with Taguchi parametric optimization method is proposed for automatically 

recognizing lung cancer from CT images. When the proposed method is evaluated on the LIDC-IDRI 

and SPIE-AAPM datasets, experimental results showed that is it 6.86% and 5.29% more accurate than 

the conventional 2D CNN method. 

Based on existing research studies, it is also noticed that there is a scarcity of large medical 

datasets. Creating standardized labeled datasets for medical conditions is crucial for advancing AI 

research in healthcare. The following are few recommendations that can be taken to address the 

challenge of scarcity and encourage the creation of large medical datasets: 

• Collaborative Approach: Foster collaboration among healthcare institutions, research groups, 

and AI developers to consolidate private datasets and create large, high-quality datasets. This 

involves sharing anonymized data under strict privacy and security protocols to ensure patient 

confidentiality. 

• Merge Public Datasets: Another possibility is to leverage publicly available datasets such as those 

provided by government agencies, research institutions, or healthcare organizations. These datasets 

can be standardized and consolidated for larger datasets.  

• Data Augmentation and Synthesis: The third possibility is to apply advanced data augmentation 

techniques, including transformations like rotation, flipping, and noise addition, to expand existing 

datasets. Additionally, synthetic data generation methods, such as GANs, to create realistic medical 

images can be explored. These approaches can be combined with expert labeling to ensure and 

enhance dataset quality. 

Among the above suggested three approaches, collaborative approach is key as the datasets 

produced under collaborations will be the basis for data augmentation and synthesis. Building 

dedicated platforms or consortiums that bring together healthcare institutions and AI researchers. 

These platforms can serve as hubs for sharing expertise, resources, and data, fostering a collaborative 

ecosystem. These platforms also implement robust quality control measures, which include defining 

standardized labeling protocols and guidelines to ensure consistency and accuracy across medical 

datasets. A common practice to build these platforms is on a public cloud. Research grants can also be 

offered for joint research projects that involve both medical experts and AI researchers. These projects 

can focus on specific medical conditions or imaging modalities, where medical practitioners provide 

domain knowledge, and AI researchers contribute technical expertise in healthcare data analysis and 

model development. Another approach can be developing and standardizing data sharing agreements 

and frameworks that facilitate the ethical and secure exchange of medical data between healthcare 

institutions and AI researchers. Methods need to developed for data anonymization, patient consent, 

and compliance with regulatory standards to ensure data privacy and security. 

By implementing these strategies and initiatives, stakeholders can cultivate a collaborative 

environment where medical practitioners and AI researchers work together seamlessly to create 

standardized labeled datasets for various medical conditions. This collaboration not only accelerates 

AI-driven innovations in healthcare but also ensures the ethical and responsible use of medical data 

for improving patient care. 
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5. Conclusion and future directions 

The use of AI and ML for medical diagnosis has been extensively researched as a potential tool 

for the automatic diagnosis of medical conditions. The successful integration of AI/ML techniques into 

medical devices for use in hospitals would represent a significant accomplishment, as it offers 

numerous benefits to both patients and medical institutions. These benefits include reduced costs, 

increased precision, and improved access to medical services for a wider population. Early 

diagnosis/detection of many diseases is also possible, leading to early intervention and, ultimately, 

saving lives and further reducing costs. The use of AI/ML in medical diagnosis would have far-

reaching implications, including improved medical services in remote areas and developing countries. 

This paper provides a comprehensive review of the most pertinent studies to date on the 

application of deep CNN architecture optimization techniques for MID. The optimization techniques 

examined have the advantage of being generic and, hence, can be applied to diagnose any disease. As 

a case study, the optimization techniques are explored in the context of COVID-19 diagnosis. The 

impact of the various related variables, including datasets and AI/ML techniques, is investigated in 

detail as well. Furthermore, the paper highlights noteworthy shortcomings and challenges associated 

with existing optimization techniques. The optimization techniques applied to CNNs for COVID-19 

diagnosis, such as specific architecture choices and hyperparameter tuning, have demonstrated 

applicability in other medical imaging domains, including cancer detection and neuroimaging. 

A detailed analysis reveals that the accuracy of binary and multiclass classification is improving; 

however, a lack of collaboration between medical practitioners and computer scientists/engineers is 

evident, which is manifested in the scarcity of reasonably large labeled datasets. Medical professionals 

can add value and expedite the development of AI/ML learning algorithms by providing a sizable 

standard labeled dataset for all medical conditions. The datasets can comprise medical images or 

relevant symptom and diagnosis data depending on the medical conditions and diseases. Many 

research medical institutions are hiring data engineers and computer scientists to utilize the power of 

artificial intelligence in medical research. This kind of collaboration could lead to huge strides in the 

medical field, which include the development of tools for medical diagnosis that are AI/ML based.  

Annually, computational power continues to increase, yet the practical application of AI/ML 

techniques remains limited in medical disease diagnosis. Theoretical studies on small-scale datasets 

exist, with only a few patented and approved devices. The authors posit that this lack of practical use 

of AI/ML applications is attributed to the insufficient collaboration between computer scientists and 

engineers with medical institutions or professionals in the medical field. Such lack of collaboration 

may arise for various reasons, including legal considerations such as patient privacy. Greater efforts 

ought to be undertaken to facilitate this partnership, which would assuredly hasten the process of 

integrating AI/ML-based devices in the medical diagnosis field for the benefit of all. 

As part of future work, these optimization techniques can be investigated for other medical images, 

such as tumors and cancers in diverse organs. Moreover, the scope of this study can be extended to 

encompass non-medical images. It is interesting to see the contribution of each optimization technique 

on larger datasets of diverse medical and non-medical images. Similarly, the influence of these 

optimization techniques can be studied for large images such as whole slide imaging (WSI) and high-

resolution computed tomography (HRCT). Exploring optimization techniques for both medical and 

non-medical image datasets allow for the knowledge transfer of methodologies, enhancing algorithmic 

robustness and adaptability across various contexts. However, the key limitation is that optimizations 
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effective in non-medical contexts may not directly apply to medical imaging due to the latter's unique 

requirements for precision, interpretability, and compliance with clinical standards. Challenges that 

might arise in this case would be similar to those found in this study, which include lack of standard 

datasets, lack of large datasets, quality of dataset issues, etc. however, the integration of AI into medical 

field and applied to various organs and diseases is expected to make life better for the patient through 

early diagnosis and early intervention and life better for the providers in terms of reducing cost and 

expediting the process. 
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