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Abstract: Lately, as a subset of human-centric studies, vision-oriented human action recognition
has emerged as a pivotal research area, given its broad applicability in fields like healthcare, video
surveillance, autonomous driving, sports, and education. This brief applies Lie algebra and standard
bone length data to represent human skeleton data. A multi-layer long short-term memory (LSTM)
recurrent neural network and convolutional neural network (CNN) are applied for human motion
recognition. Finally, the trained network weights are converted into the crossbar-based memristor
circuit, which can accelerate the network inference, reduce energy consumption, and obtain an
excellent computing performance.
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1. Introduction

As artificial intelligence evolves, particularly with advancements in deep learning neural networks,
human action recognition has found extensive applications in healthcare [1–3]. Due to its wide
application in video surveillance, autonomous driving, physical education, and other fields, it can
greatly improve people’s quality of life and simplify work processes [4]. In the realm of human action
recognition, visual approaches to represent human actions can be broadly categorized into three groups:
RGB-oriented [5], skeleton-driven, and those rooted in depth maps [6]. Among them, bone-based
(skeleton-based) representations have received extensive attention due to their viewpoint independence
and ease of describing motion.

At present, the data collection technology of human body posture is becoming more and more
mature. There are 3D bone data acquisition devices such as Kinect on the hardware and Openpose [7],
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which uses deep neural networks for bone recognition and synthesis on the software level. Human
skeletal data can be seamlessly extracted from either videos or images. In the context of human
action recognition, the manner in which actions are represented is pivotal. An optimal representation
should precisely encapsulate the spatial dynamics associated with joints and bones. Predominantly,
unit quaternions and Euler angles serve as the go-to methodologies to encapsulate human movement.
However, the unit quaternion may cause numerical and analytical difficulties, and the Euler angle
will have the problem of a Vientiane lock. Representation methods based on Lie groups and Lie
algebras [8] solve these problems well and provide a more reasonable representation method for the
representation of human behavior. At the same time, using Lie algebra to represent bone data can not
only gain computational advantages, but can also be combined with standard bone data, ignoring the
effect of bone length. At the same time, the representation method based on Lie algebra divides the
human skeleton data into five parts; we can calculate these five parts separately, and further realize the
accurate judgment of an action.

At the same time, many model methods and target detection algorithms have also been proposed for
human action recognition in deep learning, including energy-relation diagrams (ERD), 3 layers of long
short-term memory (LSTM-3LR) [9], stacked recurrent network (SRNN) [10], you only look once
(YOLO) [11], etc. These methods have made important contributions to human action recognition and
target detection. However, an effective model often needs to combine data of multiple dimensions for
calculations, and contains a large number of parameters, which requires a lot of computing power, and
may consume a lot of time when processing skeleton data, which makes the model less applicable.
Therefore, the model cannot achieve a good performance when dealing with real-time streaming
information.

To address these issues, the advent of memristors has significantly contributed to accelerating
model computation as one of the branches of neuromorphic computing. The emergence of memristors
provides options for the hardware implementation of neuromorphic computing. Memristor crossbar-
based networks can achieve extremely high parallel speeds and consumes very little energy during
computation. This has comprehensive practical value [12].

This brief applies Lie algebra and standard bone length data to represent human skeleton data. A
multi-layer LSTM recurrent neural network and convolutional neural network (CNN) are applied for
human motion recognition. Finally, the trained network weights are converted into the crossbar-based
memristor circuit, which can accelerate the network inference, reduce energy consumption, and obtain
an excellent computing performance.

Our work advances human action recognition and neuromorphic computing with key contributions:
(1) Implemented network structures with memristors, demonstrating minimal accuracy loss, and
showcasing the efficiency of memristor technology in deep learning; (2) adapted the use of Lie algebra
for skeletal representation within a memristor-based network structure for the first time, enhancing the
integration of advanced motion capture techniques with neuromorphic computing; (3) and explored
potential applications of memristors in neuromorphic computing, setting a foundation for future low-
power, high-speed computing solutions.
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2. Proposed method

2.1. Skeletal human motion representation

As a fundamental problem in human action-related tasks, there are currently three popular
methods: RGB-based, depth-image-based, and bone-based methods. Considering generality and easy
availability, this paper chooses a representation method based on skeletal data [13].

For a more refined representation of human action data, while mitigating the effect of skeletal
length variation, we’ve adopted the methodologies of Lie algebra and the standard skeleton data
representation. Lie algebras are mathematical structures essential in studying continuous symmetry
and differential equations. They serve as the algebraic counterparts to Lie groups, which represent
continuous transformations. A Lie algebra is defined as a vector space equipped with a binary operation
known as the Lie bracket, adhering to bilinearity and the Jacobi identity. These properties ensure
that the algebra captures the concept of infinitesimal symmetries. Lie algebras play a crucial role
in mathematics and physics, especially in differential equations, geometry, and quantum mechanics.
As visualized in Figure 1, we configure the local coordinate framework for em by imposing minimal
rotation and translation adjustments to the global coordinate setup. This results in em serving as the
definitive reference for the x-axis’s position and orientation, taking its starting joints as the coordinate’s
inception point. Post this transformation, the relative positioning of en within the localized system of
em is discerned, signified as em

n . Subsequent to this, we engineer a 3D rigid transformation articulated

as
(
Rn,m dn,m

0 1

)
, where Rn,m constitutes a 3 × 3 rotational matrix, and dn,m is the corresponding 3D

translational vector, facilitating the shift of em to align with the position and orientation of en.

[
em

n,end
0

]
=

[
Rn,m dn,m

0 1

] 
ln

0
0
1

 . (2.1)

Figure 1. Lie group depiction of skeletal translation and rotation.

In the context of this representation, em
n,end signifies the terminal joint of em

n , and ln denotes the
length of en. Analogously, by employing a distinct transformation matrix, we ascertain em’s position

AIMS Mathematics Volume 9, Issue 7, 17901–17916.



17904

within the local system of en. Consequently, given M as the total count of bones, we derive M ×
(M − 1) transformation matrices. From a computational standpoint, a 3D rigid transformation can be
characterized within the framework of the special Euclidean group, denoted as S E(3). Ultimately, a
skeleton can be characterized as a trajectory in the multi-dimensional space S E(3) × ... × S E(3).

To negate the impact of varying bone lengths, which essentially eliminates the influence of diverse
body types on identical posture evaluations, we adopt a standard-length bone data for classification.
This implies that, only the rotation matrix becomes essential for a human pose representation.
Moreover, given that the human form can be depicted as a linkage structure with five primary segments
— the spine, a pair of legs, and a pair of arms, as illustrated in Figure 2 — our focus is on computing
the rotation matrix specifically between two contiguous bones sharing a joint, rather than between any
arbitrary bones within a segment. This approach retains the inherent structure of the skeletal framework
by honoring the anatomical constraints between chains. A subsequent advantage of this methodology
is the reduced count of rotation matrices, thus offering potential computational efficiencies.

Figure 2. Schema of LSTM unit.

Operationally, the axis-angle representation (n, θ) is initially derived as follows:

n =
cross(en, em)
‖cross(en, em)‖

, (2.2)

θ = arccos(en, em). (2.3)

Here, cross signifies the outer product, and ∆ represents the inner product. Following this, the rotation
matrix Rn,m is inferred via the Rodriguez formula:

Rn,m = I + sin(θ)n∧ + (1 − cos(θ))n∧2. (2.4)

In our discussion, I ∈ R3×3 represents the identity matrix, while n∧ signifies the skew-symmetric matrix
associated with n. It’s essential to recognize that this collection of rotation matrices is a member of the
special orthogonal group S O(3). Consequently, the skeleton can be envisioned as navigating a path in
S O(3)×...×S O(3). Given the intricate nature of regression within the curved domain S O(3)×...×S O(3),
we aim to convert this domain to its tangent space, which is seen as the Lie algebra S O(3)× ...×S O(3).
To achieve this, we employ an approximate logarithm map method:

ω(Rn,m) =
1

2sin(θ(Rn,m))


Rn,m(3, 2) − Rn,m(2, 3)
Rn,m(1, 3) − Rn,m(3, 1)
Rn,m(2, 1) − Rn,m(1, 2)

 , (2.5)

AIMS Mathematics Volume 9, Issue 7, 17901–17916.



17905

θ(Rn,m) = arccos(
Trace(Rn,m) − 1

2
). (2.6)

In essence, the skeleton is projected onto a set of Lie algebra vectors, denoted as follows: ω =

[ω1T

1 , ..., ω
1T

K1
, ..., ωCT

1 , ..., ωCT

KC
]T , where C indicates the total chains (for our setup, C = 5, which mirrors

human movement) and Kc(c ∈ 1, ...,C) signifies the number of bones in the c-th chain reduced by one.
The bone representation method we’ve employed offers dual benefits: first, it negates the effect of

bone length on the final outcomes; and second, it curtails the computational parameter count needed
for the subsequent neural network processing.

2.1.1. Utilizing LSTM and CNN architectures

In pursuit of an enhanced accuracy, this study integrates both LSTM and CNN architectures, as
described by [14], to handle data presented in the Lie algebra form. Recognizing that human skeletal
action data encompasses both temporal and spatial dimensions, an amalgamation of LSTM and CNN
networks is deemed optimal. This is because the LSTM structure excels at amalgamating temporal
context features, while CNN thrives at spatial feature extraction [15–17].

As an advanced version of the traditional recurrent neural network (RNN), LSTM proficiently
captures long-range temporal characteristics. Importantly, it addresses the notorious gradient explosion
or vanishing challenges encountered in conventional RNNs, marking it particularly adept for a time-
series data analysis. A classic LSTM model is employed here. The concept of gating–encompassing
the input, forget, and output gates lies at the core of the LSTM’s functionality. The mathematical
computations within the LSTM unit are articulated as follows:

ft = σ(W f · [ht−1, xt] + bt), (2.7)

it = σ(Wi · [ht−1, xt] + bi), (2.8)

C̃t = tanh(WC · [ht−1, xt] + bC), (2.9)

ot = σ(Wo · [ht−1, xt] + bo), (2.10)

Ct = ft ⊗Ct−1 + it ⊗ C̃t, (2.11)

ht = ot ⊗ tanh(Ct). (2.12)

Here, ⊗ represents the Hadamard product, Ct and ht indicate the cell and hidden states, respectively, and
ft, it, and ot distinguish between the forget, input, and output gates, respectively. Within the scope of
this research, a tri-layered LSTM architecture is leveraged to mine temporal features from the dataset.

As previously highlighted, the LSTM network excels at extracting features in the temporal domain.
To further amplify our model’s classification efficacy, we’ve incorporated auxiliary network structures
as delineated in [14, 18]. AlexNet, which is a seminal deep CNN, has demonstrated a robust
performance across various applied tasks. By integrating the capabilities of both the LSTM and
AlexNet architectures, our approach is adept at capturing the nuanced interplay between the temporal
and spatial features within the dataset. This synergy ensures that the strengths of one network offset
any limitations of the other.
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2.2. Memristor-based LSTM and CNN

Both LSTM and CNN networks have a very large amount of parameters, which makes practical
applications difficult. In many edge computing devices, the computing power that meets the conditions
cannot be provided. At the same time, for the future computing systems, power consumption and speed
are two goals currently pursued. Our ultimate goal is to want low-power, fast computing devices. While
neuromorphic computing has significant advantages, it can solve complex problems while consuming
very little power and area [19]. This feature gives neuromorphic computing the ability to be widely
used.

In recent years, the memristor [20] has received great attention as one of the directions of
neuromorphic computing. Memristors, which are defined as memory resistors, are passive electronic
components capable of retaining a voltage history, thus embodying a non-volatile memory function.
This feature facilitates their application in neuromorphic computing systems by emulating synaptic
connections. Unlike binary-operating transistors, memristors support analog computations through
variable resistance values, enhancing the computing efficiency by enabling complex computations
within memory units, thereby minimizing the data transfer between the processors and memory. This
physical property, which can be tuned to a specific resistance value by applying a voltage to change
its conductivity, is crucial for its functionality. Remarkably, this characteristic can be retained in the
memristor even after a power down. By organizing memristors into a grid of crossbars [21, 22], many
neural network computations can be performed in parallel, further leveraging the unique capabilities
of memristors in neuromorphic computing architectures.

2.2.1. Memristor crossbar

As shown in Figure 3, a single layer feed forward neural network is implemented by using a 5 × 6
crossbar with four inputs and three outputs. Memristors are placed at the intersections of the bar
structure and represent the weights of the network. Thanks to this special structure, the input can be
processed in parallel, resulting in a faster speed [23]. Similarly, by leveraging the output from the prior
crossbar layer as the input for the subsequent one, we can construct a multi-tiered feedforward neural
network.

,
Figure 3. Schema of memristor crossbar.

2.2.2. Memristor-based LSTM

Artificial neural networks (ANNs) have become a cornerstone in the field of machine learning,
mimicking the structure and function of the human brain’s neural networks. These computational
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models consist of nodes or neurons, organized in layers, that process input data through a series of
transformations and connections. The most basic form of these networks includes fully connected
layers, where each neuron in one layer connects to every neuron in the subsequent layer, thus
facilitating the learning of complex patterns in the data.

The transition from theoretical neural network models to practical applications within computer
systems has been marked by significant advancements in the computational power and algorithms. This
evolution has enabled the implementation of complex neural network architectures, such as CNNs for
image processing and RNNs for sequential data analyses. Among these, LSTM networks, a specialized
form of RNNs, have been particularly effective in capturing long-term dependencies in the sequence
data, which is a critical aspect in fields such as natural language processing and time series forecasting.

There are already many LSTM circuits implemented with memristors. A crossbar based LSTM
architecture was proposed [24], and the effectiveness of the structure was demonstrated by a textual
sentiment analysis. Then, an on-chip trained LSTM, namely the MbLSTM, was proposed in [25] .
Similar to [24], the activation functions sigmoid and tanh were approximately implemented through
intentionally designing circuit parameters. In this paper, in order to realize the LSTM network
structure, we adopt the scheme in [25]. Instead, we ended up using ex-situ training to write the trained
weights into the LSTM architecture.

According to the architecture in [25], the general structure of LSTM cell is shown in Figure 4. Thus
we can get the following:

ct(k) = −it(k) · [−at(k)] − [− f t(k) · ct−1(k)] (2.13)

and
ht(k) = −ot(k) · tanh(ct(k)), (2.14)

where tanh in (2.14) is the approximate activation function implemented by a circuit. Moreover, the
multiplication is perfermed by existing analog multipliers. ht(k) is converted to [−Vr,Vr] for the next
step

V t
h(k) =

R4

R3
ht(k). (2.15)

Figure 4. Memristor crossbar based LSTM cell, where f , i, a, o are four memristor based
LSTM units.
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2.2.3. Memristor-based CNN

As another auxiliary network of the overall network, CNNs can capture spatial features well.
In [26], the authors proposed a simulated memristor crossbar implementation of the CNN. In this
structure, the convolution of the image is not done once, but divided into multiple iterations. Thus,
considering the size of the memristor crossbar, an image is divided into multiple inputs, and the final
convolution results are spliced to obtain the final result. Certain arrangements were made through
the convolution kernel to realize the CNN structure that processed the entire picture at one time
in [27]. However in this structure, if the size of the picture increases, the number of memristors
significantly increases, which is one of the drawbacks of this method. Meanwhile, a new convolution
method was proposed to reduce the parameters by about 75% and reduce the number of multiplication
computations for the convolutional layers by 30% within an acceptable accuracy loss [28]. A fully
hardware-implemented memristor convolutional neural network was proposed in [29]. In this brief, we
consider the possibility of a practical application and reduce the number of the memristor. We adopt
the structure in [26] to implement the CNN. Figure 5 shows a single column of the memristor crossbar
for performing convolution. Same as in [26], we set VS 1 = −1V,VD1 = 0V,VS 2 = 0V,VD2 = 1V ,
Mg is a memristor used to control the feedback gain, σβ is the bias, and R f is the unity gain. In this
structure, the convolution kernels are determined in advance during the network training process. Since
the convolution kernel may have negative values, in order to allow the convolution operation to process
both positive and negative values, the convolution kernel and input values are divided into two column
vectors:


0.1 −0.2 0.3
−0.4 0.5 −0.6
0.7 −0.8 0.9

→



0.9
−0.6
0.3
−0.8
0.5
−0.2
0.7
−0.4
0.1


→



0.9
0

0.3
0

0.5
0

0.7
0

0.1





0
0.6
0

0.8
0

0.2
0

0.4
0


. (2.16)

As shown in (2.16), a convolution kernel will be rearranged into two column vectors, each storing the
absolute value of the original value of the convolution kernel. One column represents positive values
and the other column represents negative values:


0 0.5 0.3

0.5 0.8 0.5
0 0.5 0

→



0
0.5
0.3
0.5
0.8
0.5
0

0.5
0


→



0
0.5
0.3
0.5
0.8
0.5
0

0.5
0





0
−0.5
−0.3
−0.5
−0.8
−0.5

0
−0.5

0


. (2.17)
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As shown in (2.17), for input x, the permutation method is different. x is divided into two columns,
each containing all the values in x, one positive and another negative.

Figure 5. A single column of memristor crossbar for performing convolution.

Finally, through (2.18), the convolution kernels are converted to conductivity values:

σ± =
(σmax − σmin)

max(|W |)
W± + σmin. (2.18)

For the final output activation function sigmoid, a circuit simulation is also used here to approximate
the sigmoid function [24–26]. At this point, we implement a single convolution operation. Based
on the convolution operation under this structure, it is impossible to process all input values at one
time; therefore, it is necessary to divide a feature map into multiple inputs, then ultimately splicing to
obtain the result of the convolution operation. To some extent, this approach reduces the space of the
memristor, sacrificing a certain amount of time.

2.2.4. Dataset

In this brief, we use H3.6M dataset [30], which contains 3.6 million 3D skeleton data of
human action sequences, and the NTU RGB+D dataset [31], which is a comprehensive collection
encompassing 56,578 samples of 60 distinct action categories. These actions are captured from
multiple perspectives, including a frontal view, two lateral views, and oblique views at 45 degrees to the
left and right. The dataset features performances by 40 participants, whose ages range from 10 to 35
years, providing a diverse basis for action recognition research. According to the method from [13,32],
we transformed the 3D data into Lie algebras; in order to exclude the effect of bone length on the
classification, we used a uniform standard bone length.

2.3. System structure overview

The architecture of our system is depicted in Figure 6. Initially, the skeleton data from the dataset
is transformed into the Lie algebra representation. This approach diverges from traditional methods
by utilizing skeletal data encoded in the Lie algebra, as opposed to the direct use of the skeleton data.

AIMS Mathematics Volume 9, Issue 7, 17901–17916.
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Inspired by the methodologies in [13, 14, 33, 34], we compute temporal-domain features (TPF) from
the transformed data. A key modification in our process is reshaping the Lie algebra-encoded skeletal
data to align with the TPF extraction techniques described in these references, ensuring our method
remains consistent with established practices. Unlike, [14] where the LSTM network inputs were
spatial-domain features (SPF), our model’s inputs are action sequences transformed into a Lie algebra.

Figure 6. Overview of the proposed system.

In our model, frame indices are denoted by i ∈ (1, ...,T ) and elements within the Lie algebra vector
ω by j ∈ (1, ...,K), where K =

∑C
c=1 Kc. For simplicity, we refer to elements in ω as bones. Our

three-layer LSTM architecture processes this data in stages: the first layer captures the overall motion
information from the bones represented in Lie algebra; the second layer employs a dedicated LSTM to
model the spine; and the final layer uses another set of LSTMs to analyze the remaining skeletal parts.

For computing the final output score of each network, we adopt a multiply-score fusion method as
described in (2.19):

label = Fin(max(v1 ◦ v2 · · · v9 ◦ v10)). (2.19)

In this context, v represents the score vector, with ◦ signifying element-wise multiplication.
Meanwhile, Fin identifies the index corresponding to the maximum element.

First, we train the weights of the network via software network, and then map the weights to the
memristor circuit through a transformation. The resulting circuit achieves a significant improvement
in the inference speed over the software-implemented network.

2.4. Experiment and result

The Human 3.6M dataset contains 3.6 million 3D human pose data, including 17 scenes: discussion,
smoking, taking pictures, talking on the phone, and so on. First, we convert the dataset to a Lie algebra
representation. Compared with the original representation, the human pose data represented by the Lie
algebra is more conducive to a calculation, and we use the standard bone length to replace the original
bone length, excluding the influence of bone length on classification.

Then, we implement and train networks by Pytorch [35]. The result is shown in Table 1. We
adopt the network architecture in [14], which is combined with three LSTM networks and seven CNN
networks. We made a small change in the front part of the network structure. For the input to the
LSTM network, our structure contains the transformed Lie algebra. At the same time, we also adopted
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the method of calculating a TPF for the input of the CNN network. We trained the weights of the
network on the software and obtained an accuracy rate close to Ref. [14].

Table 1. Experimental results on H3.6M and NTU RGB+D datasets.

Dataset Method Cross Subject Cross View Accuracy

H3.6M

All-Mul-Score fusion
(LSTM+CNN)

(Software Implementation)
81.78% 88.97% 86.31%

All-Mul-Score fusion
(LSTM+CNN)

(Memristor Simulation)
80.67% 88.44% 85.98%

NTU RGB+D

All-Mul-Score fusion
(LSTM+CNN)

(Software Implementation)
82.78% 91.13% 86.53%

All-Mul-Score fusion
(LSTM+CNN)

(Memristor Simulation)
79.80% 87.97% 83.31%

In this section of our study, we employed a simulated memristor architecture using MemTorch [36],
which is a simulation platform for memristive deep learning systems that seamlessly integrates with the
PyTorch machine learning (ML) library. MemTorch facilitates the emulation of memristor crossbars
and allows for a direct interaction with PyTorch. This integration enables the straightforward mapping
of network structures implemented in PyTorch, including LSTM and CNN networks, onto the crossbar
architecture. Furthermore, we leveraged MemTorch’s capability to map both the network structure
and the weights for a simulated inference, opting to utilize perfect-state memristor structures despite
MemTorch’s support for modeling imperfect memristor properties.

Based on existing literature [21,24,37,38], it is crucial to highlight that employing actual memristor
structures could not only significantly reduce the power consumption, but also accelerate the inference
speeds compared to the simulated memristor structures utilized in our study. However, within the scope
of this research, we have chosen not to empirically demonstrate this potential for an enhanced efficiency
and speed. This decision was made to maintain our focus on the simulation aspects of memristor-based
systems, given the constraints of our experimental setup.

3. Analysis of proposed method

3.1. Challenges and limitations

The proposed method introduces several challenges and limitations that need careful consideration.
First, while it is beneficial for computational efficiency, the conversion of human pose data into a
Lie algebra representation adds a layer of complexity in the data interpretation that may obscure
intuitive insights. This complexity is compounded by the use of standard bone lengths, which, although
eliminating individual anatomical variations, may limit the model’s ability to generalize across diverse
body shapes and sizes.

Moreover, the modifications made to the network architecture to accommodate the Lie algebra
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inputs and the computation of temporal-domain-features, though innovative, may not be universally
optimal. The performance of these architectural changes could significantly vary, necessitating
extensive empirical validation. Additionally, the reliance on perfect-state memristor structures in
MemTorch simulations may not accurately reflect the imperfections of real-world memristor behavior,
potentially leading to an overestimation of the model’s performance in practical applications. Finally,
the computational resource demands for integrating LSTM and CNN networks with MemTorch are
substantial, which could limit the scalability of the proposed method, especially for large-scale or
real-time processing applications.

3.2. Suggestions for future research

Addressing the aforementioned challenges necessitates a multifaceted approach in future research
endeavors. It is imperative to explore alternative mathematical representations of human pose data
that balance the computational efficiency with the ability to intuitively interpret and generalize across
different body types. Developing adaptive network architectures that can dynamically adjust to the
specific characteristics of the input data could potentially enhance the performance across a broader
range of scenarios.

Incorporating more realistic models of memristor behavior into simulations is crucial for
accurately anticipating the challenges associated with deploying these systems in real-world settings.
Furthermore, optimizing the computational efficiency of the proposed method through either
algorithmic improvements or the adoption of more efficient hardware is essential for enhancing the
scalability and enabling real-time processing capabilities. Finally, conducting extensive validation
studies across a variety of datasets is vital to thoroughly evaluate the generalizability and robustness of
the proposed method, thus identifying areas that require further refinement.

4. Conclusions

This study explored the application of memristor-based circuits to simulate neural networks in the
context of human action recognition using skeletal data. By leveraging Lie algebra and standardized
bone length data for an efficient representation of human skeletons, we demonstrated the feasibility of
using memristor technology to approximate the functionality of multi-layer LSTM recurrent neural
networks combined with CNNs. Our work contributes to the field by showcasing a novel use
of memristor circuits for network inference, which offers a promising avenue for reducing energy
consumption and accelerating inference times in deep learning models.

A pivotal aspect of our research focuses on the construction of networks using memristor circuits,
which are capable of achieving performance metrics closely approximating those of software-simulated
networks. Although our memristor network implementation remained within the realm of the
simulation, the inherent efficiency and low power consumption of memristor structures have been
well-documented. This approach not only addresses critical challenges in deploying deep learning
models for real-time applications, but also highlights the potential of the memristor technology as a
sustainable and efficient computing alternative to traditional, power-intensive computational methods.

Furthermore, we illustrated that it is possible to maintain a balance between the computational
efficiency and the model accuracy, which is often a significant challenge in optimizing deep learning
models. The ability to achieve near-original performance metrics with memristor-based simulations
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underscores the potential of our method for a broad application in various sectors, including healthcare,
autonomous driving, surveillance, and sports analytics.

In conclusion, our research highlights the viability of memristor-based deep learning systems for
human action recognition, marking a step towards the practical implementation of energy-efficient
and fast neural network simulations. The implications of our work are far-reaching, suggesting a
future where memristor technologies can play crucial roles in enabling real-time, energy-efficient, and
accurate computational tasks across diverse applications.
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