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Abstract: This paper deals with the problem of non-fragile H  filter design for a class of neutral 
Markovian jump systems with parameter uncertainties and time-varying delays. The parameter 
uncertainties are norm-bounded, and time-varying delays include state and neutral time-varying delays. 
First, by selecting the appropriate stochastic Lyapunov-Krasovskii functional and using the integral 
inequality technique, sufficient conditions are obtained to make the filtering error system not only 
stochastically stabilized, but also mode and delay dependent. Second, by the utilizing linear matrix 
inequality method, sufficient conditions are obtained for the filtering error system to be stochastically 
stable and to have a prescribed H  performance level γ . Based on this result, by processing the 
uncertainty terms, sufficient conditions for the existence of the filter are obtained, and mode-dependent 
filter parameters are given. Finally, by numerical simulation, the feasibility and validity of the 
theoretical results are verified. 
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1. Introduction  

In many practical systems, there are often sudden problems involving various noises, 
environmental disturbances, equipment failures, and maintenance. These factors can lead to sudden 
changes in system parameters and structure. Thus, for such complex problems, establishing an 
appropriate system model is essential. In order to solve such problems, Krasovskii and Lidskii first 
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proposed Markovian jump systems [1]. Markovian jump systems as stochastic systems are also 
important mixing systems, and they are widely used in the fields of economics, biomedicine, 
manufacturing, power, aerospace, and networking [2–5]. Over the past decades, Markovian jump 
systems have been studied, focusing on the stability, control, and filtering of the system. In [6–8], the 
stability of neutral Markovian jump systems and stochastic singular Markovian jump systems were 
considered. In [9–12], problems of finite time H control, robust and non-fragile H control, and delay 
dependent control for Markovian jump systems with time-varying delays were studied. The problem 
of non-fragile H filter design for a class of discrete singular Markovian jump systems with time-
varying delays and measurement misspecification was considered based on extended passive theory 
in [13]. In [14], the problem of finite region asynchronous dissipative control was considered, with 
more attention paid to the transient behavior of a class of two-dimensional fuzzy Markovian jump 
systems. The problem of asynchronous deconvolution filter design for 2-D Markovian jump systems 
with random packet losses was addressed in [15]. 

Filtering is an important method for estimating system state information when the system is 
subject to disturbances. Filtering problems are fundamental in areas such as control and signal 
processing. Kalman and H  filtering are the more popular filtering methods. The Kalman filter is 
applicable when the disturbance in the system is Gaussian white noise or spectral density noise. The 
disadvantage of the Kalman filter is that if the understanding of the noise model or the measured noise 
is not accurate enough, these limit the scope of applications of the Kalman filtering technique. The 
H filter applies to any signal where the measured noise is of bounded energy, and it does not have to 
require that the noise be Gaussian white noise. Therefore, H filtering is widely used in many fields. 
The Riccati equation method and the linear matrix inequality (LMI) method are more popularly used in
H  filter design. Among them, the Riccati equation method is widely used in systems with norm-
bounded uncertainties, and the solution is relatively simple. However, the Riccati equation method uses 
an iterative approach and does not have a standardized solution, so it is relatively conservative [16]. The 
LMI method is more practical and less conservative than the Riccati method and is therefore widely 
used [17–19]. Through the study, it was found that either using classical optimal control to study 
system stability or using it to design controllers may lead to the emergence of fragile phenomena in 
the controllers, thereby leading to a decrease in the performance of the closed-loop system obtained 
by adding the controller, even making it difficult to maintain stability. Thus, the problem of non-fragile 
filtering has attracted the interest of scholars, and some research results have been obtained [20–25]. 

As is well known, time delays arise frequently in a variety of engineering systems, such as 
manufacturing systems, communication systems, networked control systems, chemical processing, 
and biological systems [13,26,27,32]. In fact, time delays are one of the most important reasons for 
system instability and poor performance. In recent decades, the study of stability and control of delayed 
systems has attracted the attention of many scholars. In [28], the stability analysis of time delay systems 
was investigated using single/multiple integral inequalities. The delay-dependent 2L L  filtering 
problem for stochastic systems with time delays was investigated in [29]. [30] discussed the delay-
dependent H  filtering problem for a class of singular Markovian jump delay systems. Parameter 
uncertainties, like time delay, often lead to significant deterioration or even instability in the performance 
of the corresponding system. Therefore, it is necessary and reasonable to consider time delay and parameter 
uncertainties in the study of various control systems, including Markovian jump systems. Markovian jump 
systems with time delay and uncertainties have also been extensively studied [25,31,32]. 

Neutral delay as a special kind of time delay appears in the derivative of the system state. Since 
neutral systems can describe both the system state and the time delay of state differentiation, many 
control system models can be well modeled as neutral systems [33]. Thus, the neutral Markovian jump 
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systems are also studied. For example, in [34], by utilizing the Lyapunov-Krasovskii generalization 
method, the problem of state estimation for uncertain neutral time-delay systems with Markovian jump 
parameters was studied. The robust H  filtering problem for uncertain Markovian jump-neutral 
distributed delay systems was studied in [35]. The problem of designing asynchronous Hcontrollers for 
neutral singular Markovian jump systems under dynamic event-triggered parties was studied in [36]. The 
existence of time delay affects the performance and stability of the dynamic system. Both state delay 
and neutral delay imply increased difficulty in modeling and controlling the system, and require more 
advanced control strategies and methods to deal with the time delay of the system. The mixed-delay-
dependent 2L L filter design for a class of neutral stochastic systems with time-varying delay was 
discussed in [37]. The problem of robust stability and H filter design for neutral stochastic neural 
networks with parameter uncertainties and time delay was considered in [38]. In [39], the problem of 
robust H filter design for a class of uncertain fuzzy-neutral stochastic systems with time-delay was 
investigated using the Takagi-Sugeno (T-S) fuzzy model. In recent years, there has been more research 
on filters for Markovian jump systems, but the problem of non-fragile H filtering of Markovian jump 
systems with neutral delay has rarely been reported. 

Based on the above discussions, this paper discusses the problem of non-fragile H filter design 
for Markovian jump systems with parameter uncertainties and two kinds of time-varying delay. Mode-
dependent non-fragile H  filters are obtained by utilizing delay and mode-dependent Lyapunov-
Krasovskii functions and an integral inequality technique. The main contributions of this paper are as 
follows: 

(1) The state delay and neutral delay are considered simultaneously for filtering design of 
uncertain Markovian jump systems. 

(2) The designed filter is a non-fragile filter. Specifically, non-fragile H  filter is robust to 
parameter uncertainties and external disturbances. 

(3) The non-fragile H  filtering conditions for uncertain Markovian jump systems with time-
varying neutral delay and state delay are shown in terms of strict LMIs, which can be solved 
directly with the LMI toolbox and yield non-fragile H filter parameters.  

The remainder of this paper is organized as follows. The non-fragile H filter design for uncertain 
neutral Markovian jump systems with time-varying delays problem formulation and preliminaries is 
formulated in Section 2. Section 3 presents stability analysis and the non-fragile H filter design. Two 
numerical examples are provided in Section 4, and then we conclude this paper in Section 5. 

Notation:  , ,F P  is a complete probability space, where  represents the sample space, F  
represents theσ -algebra of a subset of the sample space, and P represents the probability measure of

F  . 2[0, )L   is a square-integrable vector function in the [0, )  space. ε   represents the 
mathematical expectation operator with respect to the given probability measure P . The symbol  
represents a term induced by symmetry in the linear matrix inequality (LMI).  0 0X X  represents 
a positive definite (semi-positive) matrix, and  0 0X X   represents a negative definite (semi-
negative) matrix. 

2. Problem formulation and preliminaries 

Given a complete probability space  , , ,F P   we consider the following uncertain neutral 
Markovian jump systems with time-varying delays: 
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where ( ) nx t  is the state vector, ( ) ry t  is the measurement output vector, ( ) pω t R is the 

disturbance input vector, which belongs to 2[0, )L  , and ( ) qz t  is the signal vector to be estimated. 

( )h t and ( )d t are the time-varying delays which satisfy 
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( )φ t is a continuous real-valued initial function defined in the interval [ , 0],b  where max{ , }b d h
is satisfied. 

 tr is a Markov process with right-continuous trajectories, taking values in a finite set 

 1, 2, ...,tr i M N   . The transition rate matrix  ijλ  is given by 
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where 1 2( ), ( ) ( ) ( ), ( ), ( ), ( ), ( ), ( ),t d t t t d th t d t t tA r A r A r C r C r D r D r G r G r， ， and 3( )tG r are known real constant 

matrices of appropriate dimensions, and where ( , )tA t r and ( , )d tA t r satisfy 
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where ( , ),t tF t r r M are unknown matrices with Lebesgue measure satisfying 
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 ( , ) ( , ) , ,T
t t tF t r F t r I r M    (2.7) 

and 1 1 2( ), ( ), ( ), ,t t t tH r K r and K r r M  are known constant matrices with appropriate dimensions. 

For convenience, for each tr i M  , ( , )tA t r is replaced by ( ),iA t 1( )tG r is replaced by 1 ,iG  etc. 

Now we consider a non-fragile filter for system (2.1) as follows: 
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where ( ) n
fx t  is the filter state vector; ( ) q

fz t  is the filter output vector; ( , ) ( , ) ,,t tf fA t r t rB

( , )f tC t r are the filter parameter matrices with appropriate dimension, for tr M  
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and 2 3 4( ), ( ), ( ), ,t t t tH r K r and K r r M  are known constant matrices with appropriate dimensions. 

Let  
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The non-fragile H filtering problem can be described as follows. 

Problem description: Given the uncertain neutral Markovian jump system (2.1) with parameter 
uncertainties (2.6), find a non-fragile filter (2.8) such that the filtering error system (2.11) is 
stochastically stable and satisfies the following H performance: 
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where γ is a given positive scalar. 
Figure 1 shows a flowchart describing non-fragile H filtering of uncertain neutral Markovian 

jump systems with time-varying delays. 

( )ω t

( )y t

Uncertain neutral 
Markovian jump 

systems

Non-fragile filter

( )z t +

( )fz t

-

( )z t

Measurement  output Filter output 

Signal to be estimatedDisturbance input Filtering error

 

Figure 1. Flowchart of
 
non-fragile H filtering of uncertain neutral Markovian jump systems.  

To support the research in this paper, the main definitions and lemmas used are presented in the 
following. 

Definition 1. [7] The filtering error system (2.11) is said to be stochastically stable if for ( ) nφ t 
defined in the interval  ,0b  and 0 ,r M  
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where 0( , , )x α φ r is the solution to the filtering error system (2.11) under the initial conditions. 

Definition 2. [40] Under zero initial conditions, the filtering error system (2.11) satisfies the H  

performance level 0γ , if for all nonzero  2( ) 0,ω t L  , the following inequality holds: 
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Lemma 2. ( Bellman Gronwall ) Let k and f be continuous real-valued functions on  ,a b  and the 

function g be integrable and nonnegative on  ,a b . 

If 
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Lemma 4. [11] Given appropriate dimensions, the matrices 1i , 2 ,i  and 3i , with 1 1
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i i    for all

( )F t satisfying ( ) ( ) ,TF t F t I  then 
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if and only if there exists a scalar a 0ε   such that 
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1 2 2 3 3 0.T T
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In the following chapters, we base our analysis on the Lyapunov-Krasovskii functions to provide 
stability conditions for the filtering error system (2.11). Furthermore, we derive delay-dependent 
conditions for the existence of the non-fragile filter (2.8) and obtain sufficient conditions for the filtering 
error system (2.11) to be stochastically stabilized and achieve a certain H performance level 0.γ   

3. Main results 

3.1. Stability analysis 

Theorem 1. Given the scalars 0, 0, 0, 0, 0,γ b d h d      and 0,h   the filtering error system (2.11) 
is stochastically stable if there exist matrices 1 2 3 4 1 20, 0, 0, 0, 0, 0 0,i i iP Q Q Q Q R R      ，

3 0,iR  4 0,R   and iZ  such that the following matrix inequalities hold for all i M : 
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Proof. We will prove the stochastic stability of the filtering error system (2.11). First, we define a new 
process   , , 0t tx r t  using ( ), 2 0tx x t θ b θ     , and then   , ,t tx r t b is a Markov process 

with initial state  0( ),φ r . Further, for all tr i M  , choose a stochastic Lyapunov-Krasovskii 
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 
        

0
5 1( , ) ( ) ( ) ;

t T
t t d t θ

θV x r x s R x s dsd
 

      

0
6 2( , ) ( ) ( ) ;

t T
t t h t θ

θV x r x s R x s dsd
 

        

0
7 3( , ) ( ) ( ) ( ) ;

t T
t t td t α

αV x r d x s R r x s dsd
 

        

0 0
8 4( , ) ( ) ( )

t T
t t d θ t α

α θV x r x s R x s dsd d
 

        . 

Let L be the weak infinitesimal generator of the stochastic process   , ,t tx r t b . Based on (3.1.1)–

(3.1.4), we obtain 

1
1

( , ) 2 ( ) ( ) ( ) ( ),
N

T T
t t i ij j

j

LV x r x t P x t x t λ P x t


 
  
 
 
       (3.1.7) 

2 1 1 1( )
1

1 1 1( )

( , ) ( ) ( ) (1 ) ( ( )) ( ( )) ( ) ( )

( ) ( ) (1 ) ( ( )) ( ( )) ( ) ( )

NtT T T
t t i i ij jt d t

j

tT T T
i i t d t

LV x r x t Q x t d x t d t Q x t d t x s λ Q x s ds

x t Q x t d x t d t Q x t d t x s R x s ds






     

     





      

     
 (3.1.8) 

3 2 2 2( )
1

2 2 2( )

( , ) ( ) ( ) (1 ) ( ( )) ( ( )) ( ) ( )

( ) ( ) (1 ) ( ( )) ( ( )) ( ) ( )

NtT T T
t t i i ij jt h t

j

tT T T
i i t h t

LV x r x t Q x t h x t h t Q x t h t x s λ Q x s ds

x t Q x t h x t h t Q x t h t x s R x s ds






     

     





           

          
 (3.1.9) 

4 3 4 3 4( , ) ( )( ) ( ) ( ) ( ) ( ) ( )T T T
t tLV x r x t Q Q x t x t d Q x t d x t h Q x t h               (3.1.10) 

5 1 1 1 1( )
( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

t tT T T T
t t t d t d t

LV x r dx t R x t x s R x s ds dx t R x t x s R x s ds
 

              (3.1.11) 

6 2 2 2 2( )
( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

t tT T T T
t t t h t h x

LV x r hx t R x t x s R x s ds hx t R x t x s R x s ds
 

                     (3.1.12) 

02
7 3 3 3

1

02
3 3 4( )

( , ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ;

Nt tT T T
t t i i ij jt d d t α

j

t tT T T
i it d t d t α

LV x r d x t R x t d x s R x s ds d λ x s R x s dsdα

d x t R x t d x s R x s ds x s R x s dsdα

  


  

  

  

  

  

           

          
 (3.1.13) 

02
8 4 4

1
( , ) ( ) ( ) ( ) ( )

2

tT T
t t d t α

LV x r d x t R x t x s R x s ds
 

           . (3.1.14) 
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According to Lemma 1, we have 

  3( )
( ) ( ) ( ) ( )

t T T
i it d t

d x s R x s ds ξ t ξ t


       (3.1.15) 

where 

( ) ( ) ( ( )) ( ) ( ( )) ( ) ( )
TT T T T T Tξ t x t x t d t x t d x t h t x t h ω t          

 

 
   

3 3

3 3

3

0 0 0

2 0 0 0

0 0 0

0 0 0

0 0

0

i i i i

T
i i i i i

ii

R R Z Z

R Z Z R Z

R

  
 

     
 

    
    
    
      

. 

When ( ) 0ω t  , we can obtain that 

  ( , ) ( ) ( )T
t t iLV x r ξ t ξ t   (3.1.16) 

where 

( ) ( ) ( ( )) ( ) ( ( )) ( )
TT T T T Tξ t x t x t d t x t d x t h t x t h      

      

and we can find that (3.1.5) guarantees 0i  , which implies that there exists a scalar 0a   such that 

 
2

( , ) ( )t tLV x r a x t   . (3.1.17) 

for all 0tx  . Then, for any t b , by Dynkin’s formula, we have 

2( , ) ( , ) ( )
t

t t b b b
V x r V x r a x s dsε ε ε       

such that 

 2 1( ) ( , )
t

b bb
x s ds a V x rε    . (3.1.18) 

Based on the filtering error system (2.11), for all 0t   there exists scalars 1 2 30, 0, 0K K and K    

such that 

0

1 0

1 2 30

( ) (0) ( ) ( ( )) ( ( ))

(0) ( ) ( ( )) ( ( ))

(0) ( ) ( ) ( )

t
i di hi

t

t

x t x A x s A x s d s A x s h s ds

x K x s x s d s x s h s ds

x K x s K x s b K x s b ds

       

       

       







       

   

   
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where 1 max{ , , }i di hi
i M

K A A A


    . Then, for any 0 t b  , one obtains 

  1 2 3 1 00
( ) ( ) 1 ( ) ( )

t

b s
x t K b bK K Sup φ s K x s ds

  
       . (3.1.19) 

Utilizing Lemma 2 (Gronwall-Bellman Lemma), we obtain 

  1
1 2 3

0
( ) ( ) 1 ( ) K b

b s
x t K b bK K Sup φ s e

  
     

which implies 

    1

2
22 2

1 2 3
0 0

( ) ( ) 1 ( ) K b

t b b s
Sup x t K b bK K Sup φ s e
    

 
     

 
 . (3.1.20) 

Using Eqs (3.1.6)–(3.1.20), we have 

2

4
0

( , ) ( )b b
b s

V x r K Sup φ s
  

 
  

 


 

where 4 0K  , and there exists a scalar 0α   such that 

 
2

2

0 0
( ) ( )

t

b s
x s ds α Sup φ sε ε

  

 
  

 
 

. 

According to Definition 1, we obtained that the filtering error system (2.11) with ( ) 0ω t  is 

stochastically stabilized. 
Remark 1. In the stability analysis, by using Lyapunov stability theory and integral inequality 
techniques, stability of uncertain neutral Markovian jump systems is guaranteed. It is worth noting that 
the proof of the conditions in the definition is obtained using Dynkin's formula and the Gronwall-
Bellman Lemma. The proof process is similar to that of [12,41]. 

3.2. Non-fragile H filter design 

This paper investigates the problem of non-fragile H  filter design for neutral Markovian jump 

systems. Therefore, sufficient conditions are obtained for the filtering error system to have a H

performance level γ , and this condition is used to further find out the filtering parameters of the filter (2.8). 
Theorem 2. The filtering error system (2.11) is stochastically stable and has an H performance level

γ if there exist matrices 1 2 3 4 1 20, 0, 0, 0, 0, 0, 0,i i iP Q Q Q Q R R       3 40, 0,iR R   and iZ

such that the following matrix inequality holds for all i M : 
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11 12 13 14 16

22 23

33

44

55

2

( ) ( )0

0 0 0 0 ( ) ( )

0 0 0 0 0 0

0 0 0

0 0 0 0

0

0 0

T TT
i ii i i i i i
T T

i i di di

i

T T
i i hi hi

i

T T
i i

A t A tC

A t A t

A A

γ I G G
I

           
     
         
        
         
          
            

 
 

  

 

0

T






  
 
 
 
 
 

 (3.2.1) 

where 16i i iPG   . 

Proof. By applying the Schur complement lemma, we known that the matrix inequality (3.2.1) can 
ensure (3.1.5). Consequently, the filtering error system (2.11) with ( ) 0ω t  is stochastically stable by 

Theorem 1. When ( ) 0ω t  , under zero initial conditions the performance function J is as follows: 

Define 

2
0

2
0

2
0

( ( ) ( ) ( ) ( ))

( ( ) ( ) ( ) ( ) ( , )) ( , )

( ( ) ( ) ( ) ( ) ( , ))

T T T

T T T
t t T T

T T T
t t

J z t z t γ ω t ω t dt

z t z t γ ω t ω t LV x r dt V x r

z t z t γ ω t ω t LV x r dt

 

   

  







 

  

 

. 

If J satisfies condition 0J  , then the filtering error system (2.11) is stochastically stable and meets 
the given H performance level γ . 

If the inequality (3.2.2) holds, then 0J  .   

2 ) ( ) ( ) 0( ) ( ) ( ) ( ) ( , TT
t t i

Tz t z t γ ω t ω t LV ξ t tx r ξ                   (3.2.2) 

where        ( ) ( ) ( )
TT Tξ t ξ t ω t   

 . 

If i  satisfies condition 0i  , then the filtering error system (2.11) satisfies H performance 

levelγ, and system (2.1) is stochastically stable in the presence of a non-fragile H filter (2.8). 

According to Eq (3.2.2), we have 

2 0( ) ( ) ( ) ( ) ( , )T T
t tz t z t γ ω t ω t LV x r    . 

Therefore, for any 0T  , the following inequality is satisfied: 

2

0
( ( ) ( ) ( ) ( )) 0

T T Tz t z t γ ω t ω t dt   
. 

LettingT  , we have 

 2 22

0 0
lim ( ) lim ( )

T T

T T
z t dt γ ω t dtε

 
 

 

and then the filtering error system (2.11) can satisfy Definition 2. 
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Next, we begin to design a non-fragile H filter for system (2.1). 

Theorem 3. Given scalars 0, 0, 0, 0, 0γ b d h d      and 0h   , suppose there exist matrices

1 3 10, 0, 0,i i iP P Q  
2 3 4 1 2 3 4 2 1 2 3 40, 0, 0, 0 0, 0, 0 ,i i i i i i iQ Q Q R R R R P X X X X            ， , , , ,

1 2i iX Z Z, , , 3 4 , , ,i i fi fiZ Z A B , and fiC , where X is a non-singular matrix, such that the following linear 

matrix inequalities hold for all i M :  

 1 1
1

,
N

ij j
j

λ Q R


    (3.2.3) 

 2 2
1

,
N

ij j
j

λ Q R


    (3.2.4) 

 3 4
1

N

ij j
j

d λ R R


    (3.2.5) 

 1 2

3
0,i i

i
i

P P
P

P

 
   

 (3.2.6) 

 

3 1 2

3 4

3

0

0,
0

i i i

i i

i

R Z Z

εI Z Z

R

εI

 
   
  
 
    



  (3.2.7) 

 
1 2

3
0,

i i

i i

  
   

   
 (3.2.8) 

where
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1 1 1 1 1 1 1 1 1 1
11 12 13 14 15 16 17 18 19 113

1 1 1 1 1 1 1 1 1
22 23 24 25 26 27 28 29 213

1 1 1 1 1
33 34 35 39 313

1 1 1 1
44 45 49 413

1 1
55 56 57

1

0 0 0

0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

i i i i i i i i i i T
i

i i i i i i i i i T
fi

i i i i i

i i i i

i i

i

D

C

         

          

      

      

      

 



1 1
58

1 1 1
66 67 68

1
77

1
88

1
99

1
101

4

2

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

2 0 0

0

i i

i i i

i

i

i

i

Q

εI

γ I

I











        
       
        

         

         

           
            

            
             



,























 
 
 

  (3.2.9) 

 3 1 1 1 1 1 1
1 1 1 1 2 2 2 2 3 3 3 3{ , , , , , , , , , , , ,},i
i i i i i i i i i i i idiag ε I ε I ε I ε I ε I ε I ε I ε I ε I ε I ε I ε I         

 
2 2

2 11 12

9 6 9 6

,
0 0

i i
i

 

  
   

  
 (3.2.10) 

where  

1
11 1 1 3 4 1 3 1 1

1

,
N

i T T T T
ij j i i i i fi i i i i fi

j

λ P Q Q Q dR R X A B C A X C B


                   

1
12 2 2

1

,
N

i T T T T
ij j fi i i i fi

j

λ P A A X C B


       1
13 1 1 3 ,i T T T T

i i i i i fiP X A X C B       

1
14 2 4 ,i T T T T

i i i i fiP X A X C B      1
15 1 3 1 ,i

i di fi di i iX A B C R Z        

1
16 2 ,i

iZ   1
17 1 ,i

iZ  1
18 2 ,i

iZ  1
19 1 ,i

i hiX A  1
113 1 1 2 ,i

i i fi iX G B G     

1
22 3

1

(4 ) ,
N

i T
ij j fi fi

j

λ P d εI A A


        1
23 2 2 ,i T T

i i fiP X A      

1
24 3 ,i T

i fiP X A     1
25 2 3 ,i

i di fi di iX A B C Z    1
26 4 ,i

iεI Z    

1
27 3 ,i

iZ  1
28 4 ,i

iZ  1
29 2 ,i

i hiX A  1
213 2 1 2 ,i

i i fi iX G B G     
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1 2 2
33 3 3 2 2 3 4

1
,

2
i T

i i i iX X Q hR d R d R           1
34 4 ,i T

iX X     

1
35 3 ,i

i di fi diX A B C     1
39 3 ,i

i hiX A  1
313 3 1 2 ,i

i i fi iX G B G     

1 2
44

3
(1 ) ,

2
i TX X h d εI       1

45 4 ,i
i di fi diX A B C    1

49 4 ,i
i hiX A   

1
413 4 1 2 ,i

i i fi iX G B G    1
55 1 3 1 1(1 ) 2 ,i T

i i i id Q R Z Z         1
56 2 3 ,i T

i iZ Z    

1
57 3 1 ,i

i iR Z   1
58 2 ,i

iZ   1
66 4 4(3 ) ,i T

i id εI Z Z       1
67 3 ,i

iZ    

1
68 4 ,i

iεI Z   1
77 3 3 ,i

iQ R     1
88 3 ,i εI   1

99 2(1 ) ,i
ih Q    

1
101 (1 ) ,i h εI      

1 1 2 1 4 1 4

2 1 2 3 3
2

11

2 4

0 0
,0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0

T T T T T T
i i i i i i i i i

T T
i i i i i

i

T T T
i di i

X H XH K C K K C K

X H XH K K

K C K

 
 
 
    
 
 
  

 

2
3 1 2 3 1 212

4 1 2 4 1 2

2 4

0 0 0 0 0 0

0 0 0 0 0 0

0 0 .
0 0

0 0 0 0

i
i i i i i i

i i i i i i

T T T
i di i

X H XH X H XH

X H XH X H XH

K C K

 
 
 
  
 
 
 
 

 

Then, there exists a mode-dependent H filter (2.8) such that the filtering error system (2.11) is 

stochastically stable with a H performance levelγ. Moreover, the desired parameters of the mode-

dependent filter are given by  

  
1 1, ,fi fi fi fi fi fiA X A B X B C C     . (3.2.11) 

Proof. 
Select the following matrix  



15574 

AIMS Mathematics  Volume 9, Issue 6, 15559–15583. 

 

11 12 13 14 15 17

22 23 25 27

33 34

44

55

66

2

0

0 0 0

0 0 0 0

0 0 0 0

0 0 0

0 0

0

T
i i i i i i i

i i i i

i i

i
i

i

i

θ θ θ θ θ θ C

θ θ θ θ

θ θ

θ
θ

θ

θ

γ I

I

 
 
 

  
 
   

      
     
 
       

         



 (3.2.12) 

where 

11 1 3 4 1 3
1

,
N

T T
i ij j i i i i i i

j

θ λ P Q Q Q dR R W A A W


           

12 ,T T
i i i i iθ P W A N   

13 3 ,T
i i di i iθ W A R Z  

14 ,i iθ Z 15 ,T
i i hiθ W A   

17 ,T
i i iθ W G  2 2

22 2 2 3 4
1

,
2

T
i i i i iθ N N Q hR d R d R       23 ,T

i i diθ N A   

25 ,T
i i hiθ N A 

27 33 1 3, (1 ) 2 ,T T
i i i i i i i iθ N G θ d Q R Z Z        

34 3 ,i i iθ R Z  44 3 3 55 2 66 4, (1 ) , .i i i i iθ Q R θ h Q θ Q         

Pre- and post-multiplying iθ by the matrix i and its transposition, respectively, gives 

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0

T
i

T
di

T
i hi

T
i

I A

A I

I

A I

I

G I

I

 
 
 
 
 
  
 
 
 
 
  









 

and for any i M , we can obtain 

.T
i i i iθ     

Thus, 0iθ  implies 0i   such that 

1 3 2 2 3 5 4 4 5 7 6 6 7( ) ( ) ( ) ( ) ( ) ( ) .T T T T T T T T T
i i i i i i i i i i i i i i i i i i i iθ F t F t F t F t F t F t               

where 
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11 12 13 15 17

22 23 25 27

33

44
1

55

66

2

0 0

0 0 0

0 0 0 0 0

0 0 0 0

0 0 0

0 0

0

T
i i i i i i

i i i i

i

i
i

i

i

θ θ θ θ θ C

θ θ θ θ

θ

θ

θ

θ

γ I

I

 
 
 

  
 
   

       
     
 
       

         



 

11 1 3 4 1 3
1

12 13 3 23

2 1 2 3

4 5 1

,

, , ,

0 0 0 0 0 0 , 0 0 0 0 0 0 0 ,

0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 ,

N
T T

i ij j i i i i i i
j

T T T T
i i i i i i i di i i i i di

TT
i i i i i i

TT
i i i i i

θ λ P Q Q Q dR R W A A W

θ P W A N θ W A R Z θ N A

K K H W

H N K


       

      

        

         



 

6 2 70 0 0 0 0 0 0 , 0 0 0 0 0 0 0 .
TT

i i i i iK H N          

According to Lemma 4, for any 1 2 30, 0, 0, 0i i i iε ε ε and θ    , we have the following 

inequality： 
1 1 1

1 1 3 3 1 2 2 2 5 5 2 4 4 3 7 7 3 6 6 0T T T T T T
i i i i i i i i i i i i i i i i i i i iθ ε ε ε ε ε ε                       . 

Choosing the matrices in iθ as 

1 2 1 3 1 2 1
1

3 2 4 3 4

1 22 3 4
2 3 4 1 2

3
3

0
, , , , ,

0

0 00 0 0
, , , , ,

0 00 0 2 0 2

0

0

i i i i i iT T i
i i i i i

i i i i i

i
i

i
i

P P X X X X Z Z Q
P W N Z Q

P X X X X Z Z εI

R RQ Q Q
Q Q Q R R

εI εIεI εI εI

R
R

εI

        
                      

         
             

        





    


4

4
0

, .
0

R
R

εI

   
   

   



 

and connecting those with (3.1.1)–(3.1.4) and (3.2.1), we obtain conditions (3.2.3)–(3.2.8) and filter 
parameters (3.2.11) in Theorem 3. This completes the proof. 
Remark 2. In Theorem 3, using the linear matrix inequality method, non-fragile H filtering 

conditions for uncertain neutral Markovian jump systems with time-varying state delay and neutral 
delay are given, where the non-fragile H filtering conditions are mode- and delay-dependent strictly 

linear matrix inequalities to represent and obtain the mode-dependent filter parameters. These 
parameters can be solved directly with the LMI toolbox. 
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4. Numerical example 

In this section, we use the LMI toolbox, solving for the values of the filter parameters. Using filter 
parameters and other known parameters, we can construct figures of system state, filter state, and 
filtering errors in order to verify the feasibility and validity of theoretical results. 
Example 1. Consider the neutral Markovian jump system (2.1) with two modes and system parameters 
as follows: 

 
 

1 2 1 2 1

1 1
2 11 12

2

7.4 0 5.9 0.3 2 1.54 2.7 2.5 0.1 0
, , , , ,

0 2.4 1.6 10.7 0 0.55 2.6 0.7 0 0.2

0.2 0.1 0.0.2 0.1 0.34 0.5
, , , ,

0.3 0.21.2 0.1 0.14 0.3

d d h

h

A A A A A

D C
A G G

D

            
                         

       
               

 
 

 
 

1

2 2

21
11 12 21 22 11 12

22

21 22 31 32

1 0.3 0.2 0.3
, ,

4 0.2 0.1 0.2

1.650.01 0.02 0.01 0.01 0.03 0.02
, , , ,

0.80 0.03 0.02 0 0.01 0

0.01 0.03 0.01 0.02
,

0.02 0.01 0.03 0.01

d

d

C

C C

G
H H H H K K

G

K K K K

 
  

      
                

   
        

41 42

11 12 13
1 2

21 22 23

0.03 0.9 0.9
, ,

0.02 0.5 0.5

0.9cos 0
( ) ( ) , , 1.

0.80 sin

K K

ε ε εt
F t F t ε

ε ε εt

    
          

   
       

，

 

Using the parameters above to solve the linear matrix inequalities (3.2.3)–(3.2.8) in Theorem 3, we 
obtain the H performance level γ in Table 1. 

Table 1. Comparisons of H performance level γ value when 0.3, 0.3d d  . 
 

0.1, 0.4h h   0.2, 0.3h h   0.2, 0.4h h   0.3, 0.3h h   

[40] ------ 2.6408 2.7568 2.8694 
Example1 0.9207 0.9213 0.9330 0.9334 

In Table 1, it can be seen that there is a significant difference between the performance level 
obtained in this paper and the performance level in reference [40]. The H performance level γ in this 

paper is smaller. This implies that the system proposed in this paper has stronger stability and better 
robustness. Furthermore, the performance of the non-fragile H filter designed in this paper is better 

than the robust H filter proposed in [40]. The filter designed in this paper includes uncertainty terms, 

therefore demonstrating a stronger resistance to uncertainties and parameter variations. 
Letting 0.2, 0.4, 0.3, 0.2d h d h    , and using Eq (3.2.11), we obtain the following mode-

dependent filter parameters:  

 

 

1 1 1

2 2 2

0.8809 0.0206 0.0330
, , 0.0618 0.0556 ,

0.0221 1.0631 0.0154

0.4877 0.0257 0.0162
, , 0.0652 0.0062 .

0.0254 0.4954 0.0101

f f f

f f f

A B C

A B C

    
           

    
          

 

When the transition rate matrix is known, the Markovian jump modes tr for the initial mode 0 1r  is 
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shown in Figure 2. Choosing the initial value  0( ) 0.08 0.05
T

x t    , the time-varying delays are

( ) max{0.3sin( ),0.2}d t t  and ( ) max{0.2sin( ),0.4}h t t  , the disturbance input 0.06( ) sin( ) tt t eω  , 

and Figures 3–5 show the system state ( )x t , filtering state ( )fx t , signal to be estimated ( )z t ，filter 

output ( )fz t , and filtering error ( )z t , respectively. From Figures 2–5, it can be seen that when the two 

subsystems are switched according to Markovian jump modes, the obtained filter tracks the real state 
smoothly, and can rapidly converge to zero over time. The filtering error system is guaranteed to be 
stochastically stable. Finally, it can be verified that our designed non-fragile H filter is feasible. 

 

Figure 2. The operation modes in Example 1.    Figure 3. Trajectories of system state and 
its estimation in Example 1. 

 

Figure 4. Trajectories of system signal to be      Figure 5. Trajectory of filtering error 
estimated and its estimation in Example 1.                    in Example 1. 

Example 2. Consider the partial element equivalent circuit (PEEC) model [42] described by neutral 
Markovian jump system (2.1) with the following parameters: 
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     

1 1 1 11 21

1 1 1

11

5 0 0 0.6 0 0.5 0.2 0 0 0.05

0 8 0 , 0.3 0.9 0.1 0 0.2 0 , 0.02 , 0.3,

0 0 6 0 0.2 0.8 0 0 0.2 0.07

0.4 0.5 0.8 , 0.4 0.1 0.2 , 0.2 0.05 0.1

0.1 0.2 0

0 0.3 0.2

0.1

d h

d

A A A G G

C C D

H

         
                       
                

  

 

，

，

21 11 21

31 41 1

0.2 0.3 0.1 0.7 0 0.1 0.1 0.1 0

0 0.1 0.2 0.4 0.3 0 0 0.2 0.1

0.2 0.3 0.1 0.2 0.3 0 0.1 0.2 0.2 0 0.1

0.1 0.2 0.1 0.1

0.1 0.3 0.2 0.2 ,

0.2 0 0.1 0

H K K

K K ε

       
                 
              
    
        
      

， ， ， ，

，

     

1 12 13

2 2 2 12

2 2 2 22

12

0.9,

10 0 0 0.75 0.2 0.3 0.3 0 0 0.2

0 12 0 , 0.1 0.6 0 0 0.3 0 , 0 ,

0 0 15 0 0.2 0.7 0 0 0.3 0.2

0.8 0.4 0.1 , 0.4 0.1 0.3 , 0.2 0.1 0.15 0.2,

0.1

d h

d

ε ε

A A A G

C C D G

H

  

          
                     
                 

    



，

，

22 12 22

32 42

0 0.2 0.1 0.3 0.2 0.1 0 0.7 0 0.1 0.1

0.2 0.3 0 0.2 0.1 0 0 0.3 0.4 0 0.1 0.2

0.2 0.1 0.3 0.3 0.2 0.1 0.1 0 0.2 0 0.2 0.1

0.1 0.1 0.2 0.1

0.2 0.3 0.1 0

0.1 0 0.2 0

H K K

K K

       
                  
              
  
    
  

， ， ， ，

， 21 22 23

3 3 3 13 23

, 0.9,

.2

6 0 0 0.9 0.3 0 0.2 0 0 0.1

0 4 0 , 0.05 0.65 0.15 0 0.2 0 , 0.1 , 0.1,

0 0 8 0.2 0 1 0 0 0.2 0.2
d h

ε ε ε

A A A G G

 
     
  

         
                       
                

，

 

     3 3 3

13 23 13 23

0.8 0.6 0.5 , 0.2 0.2 0.3 , 0.2 0.1 0.25

0.1 0.2 0 0.1 0 0.2 0.2 0 0.6 0.2 0.1 0

0.3 0.1 0 0.2 0 0.1 0 0.4 0.3 0.1 0.1 0.2

0.2 0.3 0.1 0.1 0.2 0.3 0.1 0.1 0.2 0 0.1 0.2

dC C D

H H K K

  

         
                   
               

，

， ， ， ，

31 32 33
33 43

1 2 3

0.2 0 0.1 0.2 0.9 0.4 0.5
0.9, 0.094

0.1 0 0.2 0.1 , , 0.3 0.5 0.2 .
( ) ( ) ( ) cos

0.1 0.1 0.2 0.1 0.4 0.4 0.8

ε ε ε ε
K K

F t F t F t t

       
                   

            

，

 

Let 0.25, 0.2, 0.35, 0.25,d h d h      and using the parameters above to solve the linear 

matrix inequalities (3.2.3)–(3.2.8) in Theorem 3, we obtain the H performance level min 0.9595γ   

and mode-dependent filter parameters as follows:  
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 1 1 1

2

1.4480 0.0417 0.2536 0.2019

0.0538 1.2574 0.1550 , 0.0397 , 0.0092 0.0022 0.0104 ,

0.2509 0.1464 1.4312 0.2269

1.4099 0.0099 0.2306

0.0181 1.2337 0.1888

0.2149 0.1758 1.

f f f

f

A B C

A

      
            
         
  

   
  

 2 2

3 3 3

0.3306

, 0.0971 , 0.0045 0.0064 0.0118 ,

4363 0.0911

1.1677 0.0078 0.1115 0.4528

0.0079 1.1451 0.1149 , 0.3949 , 0.0012 0.

0.1063 0.1062 1.4207 0.2829

f f

f f f

B C

A B C

   
         
      
     
             
        

 0103 0.0167 .

 

The Markovian jump modes tr for the initial mode 0 1r  is shown in Figure 6. Choosing the initial 

value  0( ) 0.02 0.01 0.01
T

x t    , the time-varying delays are ( ) max{0.35sin( ),0.25}d t t  and

( ) max{0.25sin( ),0.2}h t t , the disturbance input 0.05( ) sin( ) tt t eω , Figure 7 shows the PEEC model 

system state ( )x t , Figure 8 shows the state estimation ( )fx t , and Figure 9 shows the filtering error. 

 

Figure 6. The operation modes             Figure 7. Trajectories of system state 
in Example 2.                             in Example 2. 

 

Figure 8. Trajectories of state estimation          Figure 9. Trajectory of filtering error 
in Example 2.                               in Example 2. 
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5. Conclusions 

The problem of non-fragile H filtering for uncertain neutral Markovian jump time-delay systems 

with known transition jump rates is investigated in this paper. Using the Lyapunov-Krasovskii function 
and integral inequality technique，a novel delay and mode dependent stability criterion was derived. 
Using the linear matrix inequality method，a sufficient condition for the existence of the filter is given，
and a mode dependent non-fragile H filter satisfying the H performance level γ was designed. Two 

numerical examples have been provided to illustrate the effectiveness and usefulness of the results. In 
the future, the non-fragile H  filtering and control problems for uncertain neutral type singular 

Markovian jump systems with time-varying delays will be considered. 
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