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#### Abstract

This paper delves into three research directions, leveraging the Lovász $\vartheta$-function of a graph. First, it focuses on the Shannon capacity of graphs, providing new results that determine the capacity for two infinite subclasses of strongly regular graphs, and extending prior results. The second part explores cospectral and nonisomorphic graphs, drawing on a work by Berman and Hamud (2024), and it derives related properties of two types of joins of graphs. For every even integer such that $n \geq 14$, it is constructively proven that there exist connected, irregular, cospectral, and nonisomorphic graphs on $n$ vertices, being jointly cospectral with respect to their adjacency, Laplacian, signless Laplacian, and normalized Laplacian matrices, while also sharing identical independence, clique, and chromatic numbers, but being distinguished by their Lovász $\vartheta$-functions. The third part focuses on establishing bounds on graph invariants, particularly emphasizing strongly regular graphs and triangle-free graphs, and compares the tightness of these bounds to existing ones. The paper derives spectral upper and lower bounds on the vector and strict vector chromatic numbers of regular graphs, providing sufficient conditions for the attainability of these bounds. Exact closed-form expressions for the vector and strict vector chromatic numbers are derived for all strongly regular graphs and for all graphs that are vertex- and edge-transitive, demonstrating that these two types of chromatic numbers coincide for every such graph. This work resolves a query regarding the variant of the $\vartheta$-function by Schrijver and the identical function by McEliece et al. (1978). It shows, by a counterexample, that the $\vartheta$-function variant by Schrijver does not possess the property of the Lovász $\vartheta$-function of forming an upper bound on the Shannon capacity of a graph. This research paper also serves as a tutorial of mutual interest in zero-error information theory and algebraic graph theory.
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## 1. Introduction

The concept of the graph capacity, as introduced in Shannon's seminal 1956 paper on zero-error communication [1], plays a key role for understanding the synergy and interaction between the fields of information theory and graph theory. This importance is highlighted in various survey papers [2-5].

The behavior of the Shannon capacity of a graph, along with its convergence, is quite erratic as is demonstrated by various studies [6-8]. The Shannon capacity of a graph and the zero-error capacity of a discrete memoryless channel are generally difficult to compute or even approximate, and notions of their computability have been explored [8-10]. Despite these studies, some computability aspects of the capacities in question remain unresolved. Using computationally feasible upper bounds on the Shannon capacity of a graph therefore provides valuable insights [11-18]. These bounds, including the easily computable Lovász $\vartheta$-function $[11,12]$ and others that may be more challenging to compute, offer informative results. In some cases, these bounds also prove to be tight.

The concept of the asymptotic spectrum of graphs, introduced by Zuiddam [19], delineates a space of graph parameters that remain invariant under graph isomorphisms. This space is characterized by the following unique properties: Additivity under disjoint union of graphs, multiplicativity under strong product of graphs, normalization for a simple graph with a single vertex, and monotonicity under graph complement homomorphisms. Building upon Strassen's theory of the asymptotic spectra [20], a novel dual characterization of the Shannon capacity of a graph is derived in [19], expressed as the minimum over the elements of its asymptotic spectrum. By confirming that various graph invariants, including the Lovász $\vartheta$-function [11] and the fractional Haemers bound [14], are elements of the asymptotic spectrum of a graph (spectral points), it can be deduced that these elements indeed serve as upper bounds on the Shannon capacity of a graph. For further exploration, the comprehensive paper by Wigderson and Zuiddam [21] provides a survey on Strassen's theory of the asymptotic spectra and its application areas, including the Shannon capacity of graphs.

The Lovász $\vartheta$-function of a graph, introduced in [11], has important and fascinating properties. It serves as an upper bound on the independence number, and even on the Shannon capacity of a graph, while concurrently functioning as a lower bound on the chromatic number and even on the fractional chromatic number of the complement graph. It found many other applications in graph theory, such as providing a novel lower bound on the max-cut of the complement graph [22]. Remarkably, the Lovász $\vartheta$-function, which is a combinatorial characteristic of graphs, reveals intriguing connections with probabilistic properties, particularly in lower bounding the decoding error probability in classical and quantum information theory, as explored in [23,24]. Additionally, this function was independently extended in $[25,26]$ within the framework of zero-error communication via general quantum channels.

The Lovász $\vartheta$-function of a graph is efficiently computable by the numerical solution of semidefinite optimization problems [11, 12,27-29]. Its computational efficiency is notable, particularly in light of the NP-hard complexity inherent in computing other graph invariants, such as the independence, clique, and chromatic numbers of a graph, as well as their fractional counterparts [27,30].

This paper explores three research directions, using the properties of the Lovász $\vartheta$-function of a graph. Its main results and structure are outlined as follows.

- Section 2 presents introductory content and notation. Additionally, every subsequent section (Sections 3 to 5) is equipped with specialized preliminaries tailored to its unique focus, offered at the outset of each respective section.
- Section 3 relies on the Lovász $\vartheta$-function for the derivation of new results on the Shannon capacity of graphs (Theorems 3.26-3.29). This includes the calculation of the Shannon capacity for two infinite subclasses of strongly regular graphs, along with extensions of previously established findings. The subsequent discussions and illustrative examples further elucidate these results.
- Section 4 presents new results on cospectral and nonisomorphic irregular graphs. For every even integer $n \geq 14$, it offers a construction of connected, irregular, cospectral, and nonisomorphic graphs on $n$ vertices, sharing identical independence, clique, and chromatic numbers, but being distinguished by their Lovász $\vartheta$-functions (Theorem 4.19). The result relies in part on [31,32], and the constructed graphs have identical spectra with respect to each of the following matrices: the adjacency, Laplacian, signless Laplacian, and normalized Laplacian matrices. This section further provides exact expressions or bounds on graph invariants such as the independence number, clique number, chromatic number, Shannon capacity, and the Lovász $\vartheta$-function for the two types of joins of graphs introduced in [32,33] (see Theorems 4.20 and 4.24 in this paper). Section 4 concludes with discussions and numerical experiments elaborating on these results.
- Section 5 relies on the properties of the Lovász $\vartheta$-function for the derivation of bounds on graph invariants. The tightness of these bounds is then compared to existing ones. In light of the analysis presented in [34], closed-form bounds on graph invariants for strongly regular graphs are provided in Corollary 5.8. This section also presents spectral upper and lower bounds on the vector and strict vector chromatic numbers of regular graphs, along with sufficient conditions for their attainability, as stated in Theorem 5.9. Further, exact closed-form expressions for the vector and strict vector chromatic numbers are derived in Theorems 5.12 and 5.14, covering all strongly regular graphs and all graphs that are both vertex- and edge-transitive. This establishes that these two types of chromatic numbers coincide for all such regular graphs. The fractional chromatic number of a graph is known to be lower-bounded by the Lovász $\vartheta$-function of the complement graph. That lower bound on the fractional chromatic number is studied in the context of perfect graphs (Theorem 5.17), and triangle-free graphs. For triangle-free graphs on $n$ vertices, a lower bound on the Lovász $\vartheta$-function is provided in Theorem 5.18, serving as a counterpart to an upper bound for a subfamily of regular and triangle-free graphs in [35]. These bounds match up to a constant scaling factor and scale proportionally to $n^{\frac{2}{3}}$. Theorem 5.20 further provides lower bounds on the independence and clique numbers of a graph, derived from the Lovász $\vartheta$-function of the graph or its complement. Additionally, a counterexample demonstrates that, in contrast to the Lovász $\vartheta$-function, which provides an upper bound on the Shannon capacity of a graph, the variant of the $\vartheta$-function by Schrijver does not possess that property (Example 5.24). This resolves a query regarding the variant of the $\vartheta$-function proposed by Schrijver and the identical function presented by McEliece et al. (1978) [36,37], which was also posed as an open question in [16]. Throughout, the presented results in Section 5 are substantiated by numerical findings and are discussed in connection with other existing bounds.
- Section 6 furnishes a concise overview and delineates related open problems.


## 2. Preliminaries

### 2.1. Graphs and matrices

Essential terms and standard notation are presented as follows.
2.1.1. General terminology and notation

Let $G=(V, E)$ be a graph.

- $\mathrm{V}=\mathrm{V}(\mathrm{G})$ is the vertex set of G , and $\mathrm{E}=\mathrm{E}(\mathrm{G})$ is the edge set of G .
- An undirected graph is a graph whose edges are undirected.
- A self-loop is an edge that connects a vertex to itself.
- A simple graph is a graph having no self-loops and no multiple edges between any pair of vertices.
- A finite graph is a graph with a finite number of vertices.
- The order of a finite graph is the number of its vertices, $|\mathrm{V}(\mathrm{G})|=n$.
- The size of a finite graph is the number of its edges, $|\mathrm{E}(\mathrm{G})|=m$.
- Vertices $i, j \in \mathrm{~V}(\mathrm{G})$ are adjacent if they are the endpoints of an edge in G ; it is denoted by $\{i, j\} \in \mathrm{E}(\mathrm{G})$ or $i \sim j$.
- An empty graph is a graph without edges, so its size is equal to zero.
- The degree of a vertex $v$ in $G$ is the number of adjacent vertices to $v$ in $G$, denoted by $d_{v}=d_{v}(G)$.
- A graph is regular if all its vertices have an identical degree.
- A $d$-regular graph is a regular graph whose all vertices have a fixed degree $d$.
- A walk in a graph $G$ is a sequence of vertices in $G$, where every two consecutive vertices in the sequence are adjacent in $G$.
- A trail in a graph is a walk with no repeated edges.
- A path in a graph is a walk with no repeated vertices; consequently, a path has no repeated edges, so every path is a trail but a trail is not necessarily a path.
- A cycle C in a graph G is obtained by adding an edge to a path P such that it gives a closed walk.
- The length of a path or a cycle is equal to its number of edges. A triangle is a cycle of length 3.
- The length of a shortest cycle in a graph G is called the girth of G .
- A connected graph is a graph where every two distinct vertices are connected by a path.
- A tree is a connected graph that has no cycles (i.e., it is a connected and acyclic graph).
- An $r$-partite graph is a graph whose vertex set is a disjoint union of $r$ subsets such that no two vertices in the same subset are adjacent. If $r=2$, then G is a bipartite graph.
- A complete graph on $n$ vertices, denoted by $\mathrm{K}_{n}$, is a graph whose all $n$ distinct vertices are pairwise adjacent. Hence, $\mathrm{K}_{n}$ is an ( $n-1$ )-regular graph of order $n$.
- A path graph on $n$ vertices is denoted by $\mathrm{P}_{n}$, and its size is equal to $n-1$.
- A cycle graph on $n$ vertices is called an $n$-cycle, and it is denoted by $\mathrm{C}_{n}$ with an integer $n \geq 3$. The order and size of $\mathrm{C}_{n}$ are equal to $n$, and $\mathrm{C}_{n}$ is a bipartite graph if and only if $n \geq 4$ is even.
- A complete $r$-partite graph, denoted by $\mathrm{K}_{n_{1}, \ldots, n_{r}}$ with $n_{1}, \ldots n_{r} \in \mathbb{N}$, is an $r$-partite graph whose vertex set is partitioned into $r$ disjoint subsets of cardinalities $n_{1}, \ldots, n_{r}$, such that every two vertices in the same subset are not adjacent, and every two vertices in distinct subsets are adjacent.
- The line graph of $G$, denoted by $\ell(G)$, is a graph whose vertices are the edges in $G$, and two vertices are adjacent in $\ell(\mathrm{G})$ if the corresponding edges are incident in G .
- The Mycielskian graph of a simple graph $G$, denoted by $M(G)$, is defined on the vertex set $\mathrm{V}(\mathrm{M}(\mathrm{G})) \triangleq\{\mathrm{V}(\mathrm{G}) \times\{0,1\}\} \cup\left\{z_{\mathrm{M}}(\mathrm{G})\right\}$, with the edge set

$$
\mathrm{E}(\mathrm{M}(\mathrm{G})) \triangleq\{\{(v, 0),(w, i)\}:\{v, w\} \in \mathrm{E}(\mathrm{G}), i \in\{0,1\}\} \cup\left\{\left\{z_{\mathrm{M}(\mathrm{G})},(v, 1)\right\}: v \in \mathrm{~V}(\mathrm{G})\right\} .
$$

Throughout this paper, the graphs under consideration are finite, simple, and undirected. The standard notation $[n] \triangleq\{1, \ldots, n\}$, for every $n \in \mathbb{N}$, is also used.

Definition 2.1 (Subgraphs and graph connectivity). A graph $F$ is a subgraph of a graph $G$, and it is denoted by $F \subseteq G$, if $V(F) \subseteq V(G)$ and $E(F) \subseteq E(G)$.

- A spanning subgraph of $G$ is obtained by edge deletions from $G$, while its vertex set is left unchanged. A spanning tree in $G$ is a spanning subgraph of $G$ that forms a tree.
- An induced subgraph is obtained by removing vertices from the original graph, followed by the deletion of their incident edges.
- A component of G is a maximal connected induced subgraph of G ; it is G if connected.
- A connected graph is said to be $k$-connected, with $k \in \mathbb{N}$, if the induced subgraph resulting from the deletion of any subset of $k-1$ vertices remains connected.
Definition 2.2 (Maximum-cut problem). Let $G$ be a finite, simple, and undirected graph. Then,
- A maximum cut of G is a partition of the vertex set $\mathrm{V}(\mathrm{G})$ into two disjoint subsets $\mathcal{S}$ and $\mathcal{T}$ that maximizes the number of edges between $\mathcal{S}$ and $\mathcal{T}$. The max-cut of G , denoted by $\mathrm{mc}(\mathrm{G})$, is the maximum number of edges between $\mathcal{S}$ and $\mathcal{T}$ for any such partition of $\mathrm{V}(\mathrm{G})$. In other words, $\mathrm{mc}(\mathrm{G})$ is the maximum number of edges among all bipartite spanning subgraphs of $G$.
- A simple greedy algorithm shows that $m c(G) \geq \frac{1}{2}|E(G)|$ holds for every graph $G$.
- The surplus of a graph $G$, denoted by $\operatorname{sp}(G)$, is given by $\operatorname{sp}(G) \triangleq \operatorname{mc}(G)-\frac{1}{2}|E(G)| \geq 0$.

Definition 2.3 (Isomorphic graphs). Graphs G and H are isomorphic if there exists a bijection $f: \mathrm{V}(\mathrm{G}) \rightarrow \mathrm{V}(\mathrm{H})$ (i.e., a one-to-one and onto mapping) such that $\{i, j\} \in \mathrm{E}(\mathrm{G})$ if and only if $\{f(i), f(j)\} \in \mathrm{E}(\mathrm{H})$. It is denoted by $\mathrm{G} \cong \mathrm{H}$, and $f$ is said to be an isomorphism from G to H .

Definition 2.4 (Complement and self-complementary graphs). The complement of a graph G, denoted by $\bar{G}$, is a graph whose vertex set is $V(G)$, and its edge set is the complement set $\overline{\mathrm{E}}(\mathrm{G})$. Every vertex in $\mathrm{V}(\mathrm{G})$ is nonadjacent to itself in G and $\overline{\mathrm{G}}$, so $\{i, j\} \in \mathrm{E}(\overline{\mathrm{G}})$ if and only if $\{i, j\} \notin \mathrm{E}(\mathrm{G})$ with $i \neq j$. A graph $G$ is self-complementary if $G \cong \bar{G}$ (i.e., $G$ is isomorphic to $\bar{G}$ ).

Example 2.5. It can be verified that $\mathrm{P}_{4}$ and $\mathrm{C}_{5}$ are self-complementary graphs.
Definition 2.6 (Disjoint union of graphs). Let $\mathrm{G}_{1}, \ldots, \mathrm{G}_{k}$ be graphs. If the vertex sets in these graphs are not pairwise disjoint, let $\mathrm{G}_{2}^{\prime}, \ldots, \mathrm{G}_{k}^{\prime}$ be isomorphic copies of $\mathrm{G}_{2}, \ldots, \mathrm{G}_{k}$, respectively, such that none of the graphs $\mathrm{G}_{1}, \mathrm{G}_{2}^{\prime}, \ldots \mathrm{G}_{k}^{\prime}$ have a vertex in common. The disjoint union of these graphs, denoted by $G=G_{1}+\ldots+G_{k}$, is a graph whose vertex and edge sets are equal to the disjoint unions of the vertex and edge sets of $\mathrm{G}_{1}, \mathrm{G}_{2}^{\prime}, \ldots, \mathrm{G}_{k}^{\prime}$ [ G is defined up to an isomorphism].

### 2.1.2. Graph invariants under isomorphism

Definition 2.7 (Independent sets and independence number). An independent set in a graph $G$ is a subset of its vertices such that no two vertices in that subset are adjacent in $G$ (i.e., it is an induced empty subgraph of $G$ ). The largest number of vertices in an independent set of $G$ is called the independence number of G , and it is denoted by $\alpha(\mathrm{G})$.
Definition 2.8 (Cliques and clique number). A clique in a graph $G$ is a subset of its vertices such that every two vertices in that subset are adjacent in $G$ (i.e., it is an induced complete subgraph of $G$ ). The largest number of vertices in a clique of G is called the clique number of G , and it is denoted by $\omega(\mathrm{G})$. Consequently, every independent set in $G$ is a clique in the complement $\bar{G}$, and every clique in $G$ is an independent set in $\overline{\mathrm{G}}$; in particular, it follows that $\alpha(\mathrm{G})=\omega(\overline{\mathrm{G}})$.

Definition 2.9 (Chromatic number). A proper vertex coloring in a graph $G$ is an assignment of colors to its vertices such that no two adjacent vertices get the same color. The smallest number of colors required for such a vertex coloring is called the chromatic number of G , denoted by $\chi(\mathrm{G})$.

The chromatic number of a graph $G$ is equal to the smallest number of independent sets in $G$ that partition the vertex set $\mathrm{V}(\mathrm{G})$. Indeed, this holds since all vertices in an independent set can be assigned the same color. Consequently, for every graph $G$,

$$
\begin{equation*}
\alpha(\mathrm{G}) \chi(\mathrm{G}) \geq|\mathrm{V}(\mathrm{G})| . \tag{2.1}
\end{equation*}
$$

Proposition 2.10 (Graph invariants). If $\mathrm{G} \cong \mathrm{H}$, then $\alpha(\mathrm{G})=\alpha(\mathrm{H}), \omega(\mathrm{G})=\omega(\mathrm{H}), \chi(\mathrm{G})=\chi(\mathrm{H})$.
Fractional graph theory converts integer-based definitions of graph invariants as above into their fractional analogues, which are shown to be useful in solving theoretical and practical problems [38]. Essential definitions and results on fractional graph theory are next provided.
Definition 2.11 (Fractional graph coloring). A fractional graph coloring assigns a set of colors to each vertex in a graph such that adjacent vertices have no colors in common. The following terms are used:
(1) A b-fold coloring of a graph is an assignment of a set of $b$ colors to each vertex such that adjacent vertices have no colors in common.
(2) An $a: b$-coloring is a $b$-fold coloring out of $a$ available colors. It is a homomorphism to the Kneser graph $\mathrm{K}(a, b)$ since its vertices are in one-to-one correspondence with all the $b$-element subsets of the given $a$ colors, and two vertices are adjacent if their corresponding sets of colors are disjoint.
(3) The $b$-fold chromatic number of G , denoted by $\chi_{b}(\mathrm{G})$, is the smallest natural number $a$ such that an $a: b$-coloring of G exists (by Definition 2.9, $\chi_{1}(\mathrm{G})=\chi(\mathrm{G})$ ).
(4) The fractional chromatic number of G , denoted by $\chi_{\mathrm{f}}(\mathrm{G})$, is defined as

$$
\begin{align*}
\chi_{\mathrm{f}}(\mathrm{G}) & \triangleq \inf _{b \in \mathbb{N}} \frac{\chi_{b}(\mathrm{G})}{b}  \tag{2.2}\\
& =\lim _{b \rightarrow \infty} \frac{\chi_{b}(\mathrm{G})}{b}, \tag{2.3}
\end{align*}
$$

where (2.3) holds since $\left\{\chi_{b}(\mathrm{G})\right\}_{b=1}^{\infty}$ is a subadditive sequence, i.e.,

$$
\begin{equation*}
\chi_{b_{1}+b_{2}}(\mathrm{G}) \leq \chi_{b_{1}}(\mathrm{G})+\chi_{b_{2}}(\mathrm{G}), \forall b_{1}, b_{2} \in \mathbb{N}, \tag{2.4}
\end{equation*}
$$

and, by Fekete's lemma, if $\left\{x_{k}\right\}_{k \geq 1}$ is a nonnegative sequence such that $x_{m+n} \leq x_{m}+x_{n}$ for all $m, n \in \mathbb{N}$, then the equality $\lim _{n \rightarrow \infty} \frac{x_{n}}{n}=\inf _{n \in \mathbb{N}} \frac{x_{n}}{n}$ holds.
Theorem 2.12 (The fractional chromatic number of a graph). Let G be a graph, and let $\mathcal{I}(\mathrm{G})$ and $\mathcal{I}_{\max }(\mathrm{G})$ denote, respectively, the sets of all the independent sets and maximal independent sets in G . Then, the fractional chromatic number of G is the solution of the linear programming (LP) problem

$$
\begin{align*}
& \text { minimize } \sum_{I \in I(\mathrm{G})} x_{I} \\
& \text { subject to } \\
& \left\{\begin{array}{l}
\forall v \in \mathrm{~V}(\mathrm{G}), \quad \sum_{I \in I(\mathrm{G}): v \in I} x_{I} \geq 1, \\
\forall I \in I(\mathrm{G}), \quad x_{I} \in[0,1] .
\end{array}\right. \tag{2.5}
\end{align*}
$$

## Furthermore,

(1) The solution of the LP problem (2.5) is not affected by restricting $I(G)$ to $I_{\max }(\mathrm{G})$, which requires that only maximal independent sets in G can get positive weights.
(2) The fractional chromatic number of G is a rational number, i.e., $\chi_{\mathrm{f}}(\mathrm{G}) \in \mathbb{Q}$.
(3) The following inequality holds by [39]:

$$
\begin{equation*}
\frac{1}{1+\ln \alpha(\mathrm{G})} \leq \frac{\chi_{\mathrm{f}}(\mathrm{G})}{\chi(\mathrm{G})} \leq 1 . \tag{2.6}
\end{equation*}
$$

The LP problem (2.5) serves as a relaxation of the linear integer-programming problem aimed at determining the chromatic number $\chi(\mathrm{G})$. The chromatic number represents the smallest number of (maximal) independent sets required to partition the vertex set of graph G. This relaxation is justified by the observation that all vertices belonging to an independent set in $G$ can be assigned identical colors. Consequently, the optimization variables $\left\{x_{I}\right\}$ in (2.5), corresponding to each independent set $I \in I(\mathrm{G})$, are relaxed to lie within the interval $[0,1]$ rather than being binary variables. This relaxation defines the fractional chromatic number $\chi_{\mathrm{f}}(\mathrm{G})$. Notably, the minimization in the LP problem (2.5) is achieved by constraining the independent sets in $G$ to be maximal. The computational complexity of determining the fractional chromatic number of a graph is NP-hard, as demonstrated in Section 7 of [27]. Additionally, it is noteworthy that the number of maximal independent sets in a graph of fixed order $n$ grows exponentially with $n$. Specifically, Theorem 1 in [40] bounds this number between $3^{[n / 3]}$ and $2 \cdot 3^{\lfloor n / 3\rfloor}$.

The dual LP of (2.5) is a maximization of the sum of the nonnegative weights that are assigned to the vertices in $G$ such that the total weight of the vertices in every maximal independent set in $G$ is at most 1 . It is given by the LP problem

$$
\begin{align*}
& \operatorname{maximize} \sum_{v \in \mathrm{~V}(\mathrm{G})} x_{v} \\
& \text { subject to } \\
& \left\{\begin{array}{l}
\forall I \in \mathcal{I}_{\max }(\mathrm{G}), \quad \sum_{v \in I} x_{v} \leq 1, \\
\forall v \in \mathrm{~V}(\mathrm{G}), \quad x_{v} \geq 0
\end{array}\right. \tag{2.7}
\end{align*}
$$

The dual LP problem (2.7) forms a relaxation of the integer programming problem for the clique number $\omega(\mathbf{G})$. It is defined to be the fractional clique number of the graph $\mathbf{G}$, denoted by $\omega_{\mathrm{f}}(\mathbf{G})$. By the strong duality in linear programming, which states that the optimal values of the primal and dual LP problems are identical provided that these LP problems are feasible, it follows that

$$
\begin{equation*}
\omega_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{f}}(\mathrm{G}) \tag{2.8}
\end{equation*}
$$

Definition 2.13 (Fractional independence number). The fractional independence number of a graph $G$ is defined to be the fractional clique number of the complement $\overline{\mathrm{G}}$, i.e.,

$$
\begin{equation*}
\alpha_{\mathrm{f}}(\mathbf{G}) \triangleq \omega_{\mathrm{f}}(\overline{\mathrm{G}})=\chi_{\mathrm{f}}(\overline{\mathrm{G}}) . \tag{2.9}
\end{equation*}
$$

Corollary 2.14. The fractional independence, clique, and chromatic numbers of every graph G are rational numbers. These are graph invariants, i.e., if $\mathrm{G} \cong \mathrm{H}$, then

$$
\begin{equation*}
\alpha_{\mathrm{f}}(\mathrm{G})=\alpha_{\mathrm{f}}(\mathrm{H}), \quad \omega_{\mathrm{f}}(\mathrm{H})=\omega_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{f}}(\mathrm{H}) . \tag{2.10}
\end{equation*}
$$

### 2.1.3. Matrices associated with graphs

Spectral graph theory delves into relations between the structure of a graph and the eigenvalues of matrices that are associated with the graph. This field constitutes significant aspects of algebraic graph theory, as studied in textbooks such as [29,41-47]. Next, we provide essential background in spectral graph theory for this paper. The interested reader is further referred to a recent survey paper [48], which presents twenty open problems in spectral graph theory, along with accompanying historical notes.

Definition 2.15 (Adjacency matrix). Let $G$ be a simple undirected graph on $n$ vertices. The adjacency matrix of $\mathbf{G}$, denoted by $\mathbf{A}=\mathbf{A}(\mathrm{G})$, is an $n \times n$ symmetric matrix $\mathbf{A}=\left(\mathrm{A}_{i, j}\right)$ where $\mathrm{A}_{i, j}=1$ if $\{i, j\} \in \mathrm{E}(\mathrm{G})$, and $\mathrm{A}_{i, j}=0$ otherwise (so, the entries in the principal diagonal of $\mathbf{A}$ are zeros).

Let $d_{i}$ denote, for $i \in[n]$, the degree of the vertex $i \in \mathrm{~V}(\mathrm{G})$, and let $\mathbf{D}=\mathbf{D}(\mathrm{G})$ be the diagonal matrix with the diagonal entries $d_{1}, \ldots, d_{n}$ (hence, for a $d$-regular graph on $n$ vertices, $\mathbf{D}=d \mathbf{I}_{n}$ ).

Definition 2.16 (Laplacian and signless Laplacian matrices). Let G be a simple undirected graph on $n$ vertices with an adjacency matrix $\mathbf{A}$ and degree matrix $\mathbf{D}$. Then, the Laplacian and signless Laplacian matrices of $G$ are the symmetric matrices that are, respectively, given by

$$
\begin{align*}
& \mathbf{L} \triangleq \mathbf{D}-\mathbf{A},  \tag{2.11}\\
& \mathbf{Q} \triangleq \mathbf{D}+\mathbf{A} . \tag{2.12}
\end{align*}
$$

Definition 2.17 (Normalized Laplacian matrix). The normalized Laplacian matrix $\mathcal{L}=\mathcal{L}(G)$ of a simple undirected graph $G$ on $n$ vertices, with the adjacency and degree matrices $\mathbf{A}$ and $\mathbf{D}$, respectively, is defined to be

$$
\begin{equation*}
\mathcal{L} \triangleq \mathbf{D}^{-\frac{1}{2}} \mathbf{L} \mathbf{D}^{-\frac{1}{2}}=\mathbf{I}_{n}-\mathbf{D}^{-\frac{1}{2}} \mathbf{A} \mathbf{D}^{-\frac{1}{2}} . \tag{2.13}
\end{equation*}
$$

The entries of the normalized Laplacian matrix $\mathcal{L}=\left(\mathcal{L}_{i, j}\right)$ are given by

$$
\mathcal{L}_{i, j}=\left\{\begin{array}{cl}
1, & \text { if } i=j \text { and } d_{i} \neq 0  \tag{2.14}\\
-\frac{1}{\sqrt{d_{i} d_{j}}}, & \text { if } i \neq j \text { and }\{i, j\} \in \mathrm{E}(\mathrm{G}), \\
0, & \text { otherwise }
\end{array}\right.
$$

with the convention that if $i \in \mathrm{~V}(\mathrm{G})$ is an isolated vertex in G (i.e., $d_{i}=0$ ), then $d_{i}^{-\frac{1}{2}}=0$.
The next theorems show that the spectra of a graph with respect to the above four matrices (i.e., the sets of eigenvalues of these matrices) give information about the structure of the graph.

Theorem 2.18 (Number of walks of a given length). Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a finite, simple, and undirected graph with an adjacency matrix $\mathbf{A}=\mathbf{A}(\mathrm{G})$, let $i, j \in \mathrm{~V}$, and let $\ell \in \mathbb{N}$. Then, the number of walks of length $\ell$ in G , with the fixed endpoints $i$ and $j$, is equal to $\left(\mathbf{A}^{\ell}\right)_{i, j}$.

Corollary 2.19 (Number of closed walks of a given length). Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a simple undirected graph on $n$ vertices with an adjacency matrix $\mathbf{A}=\mathbf{A}(\mathbf{G})$, and let its spectrum (with respect to $\mathbf{A}$ ) be given by $\left\{\lambda_{j}\right\}_{j=1}^{n}$. Then, for all $\ell \in \mathbb{N}$, the number of closed walks of length $\ell$ in G is equal to $\sum_{j=1}^{n} \lambda_{j}^{\ell}$.

A graph $G$ is bipartite if and only if it does not include odd cycles. In light of Corollary 2.19, a graph G is bipartite if and only if its spectrum $\left\{\lambda_{j}\right\}_{j=1}^{n}$ is symmetric around zero.

Corollary 2.20 (Number of edges and triangles in a graph). Let G be a simple undirected graph with $n=|\mathrm{V}(\mathrm{G})|$ vertices, $e=|\mathrm{E}(\mathrm{G})|$ edges, and $t_{3}$ triangles. Let $\mathbf{A}=\mathbf{A}(\mathrm{G})$ be the adjacency matrix of G , and let $\left\{\lambda_{j}\right\}_{j=1}^{n}$ be its spectrum. Then,

$$
\begin{align*}
& \sum_{j=1}^{n} \lambda_{j}=\operatorname{tr}(\mathbf{A})=0  \tag{2.15}\\
& \sum_{j=1}^{n} \lambda_{j}^{2}=\operatorname{tr}\left(\mathbf{A}^{2}\right)=2 e  \tag{2.16}\\
& \sum_{j=1}^{n} \lambda_{j}^{3}=\operatorname{tr}\left(\mathbf{A}^{3}\right)=6 t_{3} . \tag{2.17}
\end{align*}
$$

Theorem 2.21 (On the Laplacian matrix). Let G be a finite, simple, and undirected graph, and let $\mathbf{L}$ be the Laplacian matrix of G . Then,
(1) The matrix $\mathbf{L}$ is a positive semidefinite matrix.
(2) The smallest eigenvalue of $\mathbf{L}$ is equal to zero, and its multiplicity is equal to the number of components in G .
(3) The size of $\mathrm{G},|\mathrm{E}(\mathrm{G})|$, is equal to one-half the sum of the eigenvalues of $\mathbf{L}$ (with multiplicities).

Theorem 2.22 (On the signless Laplacian matrix). Let G be a finite, simple, and undirected graph, and let $\mathbf{Q}$ be the signless Laplacian matrix of G . Then,
(1) The matrix $\mathbf{Q}$ is a positive semidefinite matrix.
(2) The least eigenvalue of the matrix $\mathbf{Q}$ is equal to zero if and only if $\mathbf{G}$ is a bipartite graph.
(3) The multiplicity of 0 as an eigenvalue of $\mathbf{Q}$ is equal to the number of bipartite components in $G$.
(4) The size of G is equal to one-half the sum of the eigenvalues of $\mathbf{Q}$ (with multiplicities).

Theorem 2.23 (On the normalized Laplacian matrix). Let G be a finite, simple, and undirected graph, and let $\mathcal{L}$ be the normalized Laplacian matrix of G . Then,
(1) The eigenvalues of $\mathcal{L}$ lie in the interval $[0,2]$.
(2) The number of components in $G$ is equal to the multiplicity of 0 as an eigenvalue of $\mathcal{L}$.
(3) The number of the bipartite components in $G$ is equal to the multiplicity of 2 as an eigenvalue of $\mathcal{L}$.

Definition 2.24 (Characteristic polynomial). The characteristic polynomial of an $n \times n$ matrix $\mathbf{M}$ is given by $f_{\mathbf{M}}(x) \triangleq \operatorname{det}\left(x \mathbf{I}_{n}-\mathbf{M}\right)$, where $\mathbf{I}_{n}$ denotes the identity matrix of order $n$. Additionally,
(1) $f_{X}(\cdot)$ denotes the $X$-characteristic polynomial of a graph G , with $X \in\{A, L, Q, \mathcal{L}\}$.
(2) The zeros of the $X$-characteristic polynomial of a graph G are the $X$-eigenvalues of G .
(3) The collection of $X$-eigenvalues of G , including multiplicities, is the $X$-spectrum of G .

Let G be a graph on $n$ vertices, and let

$$
\begin{align*}
\lambda_{1}(\mathrm{G}) & \geq \lambda_{2}(\mathrm{G}) \geq \ldots \geq \lambda_{n}(\mathrm{G}),  \tag{2.18}\\
\mu_{1}(\mathrm{G}) & \leq \mu_{2}(\mathrm{G}) \leq \ldots \leq \mu_{n}(\mathrm{G}),  \tag{2.19}\\
v_{1}(\mathrm{G}) & \geq v_{2}(\mathrm{G}) \geq \ldots \geq v_{n}(\mathrm{G}),  \tag{2.20}\\
\delta_{1}(\mathrm{G}) & \leq \delta_{2}(\mathrm{G}) \leq \ldots \leq \delta_{n}(\mathrm{G}) \tag{2.21}
\end{align*}
$$

be, respectively, the $\{A, L, Q, \mathcal{L}\}$-eigenvalues of G (including multiplicities). Then,

$$
\begin{align*}
& \left|\lambda_{\ell}(\mathrm{G})\right| \leq \lambda_{1}(\mathrm{G}), \quad \forall \ell \in\{2, \ldots, n\},  \tag{2.22}\\
& \mu_{1}(\mathrm{G})=0,  \tag{2.23}\\
& v_{n}(\mathrm{G}) \geq 0,  \tag{2.24}\\
& \delta_{1}(\mathrm{G})=0,  \tag{2.25}\\
& \delta_{n}(\mathrm{G}) \leq 2, \tag{2.26}
\end{align*}
$$

with equality in (2.26) if and only if $G$ contains a bipartite component. The multiplicity of 2 as an eigenvalue of the normalized Laplacian matrix is equal to the number of bipartite components of G (see Item 3 of Theorem 2.23).

Theorem 2.25 (The number of spanning trees). The number of spanning trees in a graph G on $n$ vertices is determined by the eigenvalues of the Laplacian matrix, and it is equal to $\frac{1}{n} \prod_{\ell=2}^{n} \mu_{\ell}(\mathrm{G})$.

Remark 2.26 (The number of spanning trees). There are no spanning trees in a disconnected graph, which is consistent with Theorem 2.25 and the fact that if $G$ is disconnected, then the multiplicity of 0 as the smallest eigenvalue of the Laplacian matrix of $G$ is at least 2 (by Item 2 of Theorem 2.21). Moreover, Cayley's formula, which states that the number of trees on $n$ vertices is equal to $n^{n-2}$ (see, e.g., proofs of this renowned formula in Chapter 33 of [92]), can be derived from Theorem 2.25. This is facilitated by the fact that $\mu_{1}\left(\mathrm{~K}_{n}\right)=0$ and $\mu_{2}\left(\mathrm{~K}_{n}\right)=\ldots=\mu_{n}\left(\mathrm{~K}_{n}\right)=n$.

The primary focus in spectral graph theory revolves around examining the spectra of graphs with respect to their adjacency and Laplacian matrices. Furthermore, [49,50] provide surveys on the properties of the spectra of finite graphs with respect to their normalized Laplacian and signless Laplacian matrices, respectively. An intriguing connection is next given between the $A$-eigenvalues of a graph's line graph and the $Q$-eigenvalues of the original graph, as presented in Proposition 1.4.1 of [41].

Theorem 2.27 (A-eigenvalues of a line graph). Let G be a graph with $n$ vertices and $m$ edges, and let $\ell(\mathrm{G})$ be the line graph of G . The $A$-eigenvalues of $\ell(\mathrm{G})$ satisfy the following properties:
(1) If $m \geq n$, then $\lambda_{i}(\ell(\mathrm{G}))=v_{i}(\mathrm{G})-2$ for all $i \in[n]$, and $\lambda_{i}(\ell(\mathrm{G}))=-2$ for all $i \in\{n+1, \ldots, m\}$.
(2) Otherwise, if $n>m$, then it is needed to remove $n-m$ numbers of ( -2 ) from the numbers listed first to get the $A$-spectrum of $\ell(\mathrm{G})$.

Remark 2.28 (Size of a graph). In contrast to the $A$-spectrum, $L$-spectrum, and $Q$-spectrum of a graph G , the $\mathcal{L}$-spectrum of $G$ does not determine the size of $G$ (see (2.16), Item 3 in Theorem 2.21, and Item 4 in Theorem 2.22 for the first three spectra).

Unless explicitly specified, the spectrum refers to the $A$-spectrum of a graph (2.18).

### 2.1.4. Vertex- and edge-transitive graphs

Vertex- and edge-transitivity, defined as follows, play an important role in characterizing graphs.
Definition 2.29 (Automorphism). An automorphism of a graph $G$ is an isomorphism from $G$ to itself.
Definition 2.30 (Vertex-transitivity). A graph $G$ is said to be vertex-transitive if, for every two vertices $i, j \in \mathrm{~V}(\mathrm{G})$, there is an automorphism $f: \mathrm{V}(\mathrm{G}) \rightarrow \mathrm{V}(\mathrm{G})$ such that $f(i)=j$.

Definition 2.31 (Edge-transitivity). A graph G is edge-transitive if, for every two edges $e_{1}, e_{2} \in \mathrm{E}(\mathrm{G})$, there is an automorphism $f: \mathrm{V}(\mathrm{G}) \rightarrow \mathrm{V}(\mathrm{G})$ that maps the endpoints of $e_{1}$ to the endpoints of $e_{2}$.

Example 2.32. A vertex-transitive graph is necessarily regular, but the converse is false. For example, the Frucht graph is a 3-regular graph on 12 vertices that lacks vertex-transitivity (and it also lacks edge-transitivity) [51]. In contrast, an edge-transitive graph is not necessarily regular. As an example, consider a star graph on any number $n \geq 3$ of vertices, which is an irregular and edge-transitive graph.

### 2.1.5. Strongly regular graphs

Strongly regular graphs form an important subfamily of the class of regular graphs [52]. Essential definitions and properties of these graphs are next given.

Definition 2.33 (Strongly regular graphs). A regular graph $G$ that is neither complete nor empty is called a strongly regular graph, with parameters $\operatorname{srg}(n, d, \lambda, \mu)$ where $\lambda$ and $\mu$ are nonnegative integers, if the following conditions hold:
(1) G is a $d$-regular graph on $n$ vertices.
(2) Every two adjacent vertices in $G$ have exactly $\lambda$ common neighbors.
(3) Every two distinct and nonadjacent vertices in G have exactly $\mu$ common neighbors.

Definition 2.34 (Primitive and imprimitive strongly regular graphs). A strongly regular graph $G$ is called primitive if G and its complement $\overline{\mathrm{G}}$ are connected graphs. Otherwise, it is called an imprimitive strongly regular graph.

Theorem 2.35 (On the imprimitive strongly regular graphs). Let G be a strongly regular graph with parameters $\operatorname{srg}(n, d, \lambda, \mu)$. Then, the following conditions are equivalent:
(1) G is a disconnected graph;
(2) $\mu=0$;
(3) $\lambda=d-1$;
(4) G is isomorphic to $m$ disjoint copies of $\mathrm{K}_{d+1}$ for some $m \geq 2$.

Theorem 2.36 (On the parameters of strongly regular graphs). The four parameters of strongly regular graphs satisfy the following properties:
(1) The complement of a strongly regular graph with parameters $\operatorname{srg}(n, d, \lambda, \mu)$ is a strongly regular graph with parameters $\operatorname{srg}\left(n_{\mathrm{c}}, d_{\mathrm{c}}, \lambda_{\mathrm{c}}, \mu_{\mathrm{c}}\right)$ where

$$
\begin{align*}
& n_{\mathrm{c}}=n  \tag{2.27}\\
& d_{\mathrm{c}}=n-d-1  \tag{2.28}\\
& \lambda_{\mathrm{c}}=n-2 d+\mu-2,  \tag{2.29}\\
& \mu_{\mathrm{c}}=n-2 d+\lambda \tag{2.30}
\end{align*}
$$

(2) The four parameters of a strongly regular graph $\operatorname{srg}(n, d, \lambda, \mu)$ satisfy the equality

$$
\begin{equation*}
(n-d-1) \mu=d(d-\lambda-1) \tag{2.31}
\end{equation*}
$$

Theorem 2.37 (The eigenvalues of strongly regular graphs). The following spectral properties are satisfied by the family of strongly regular graphs:
(1) A strongly regular graph has three distinct eigenvalues.
(2) Let G be a connected strongly regular graph, and let its parameters be $\operatorname{srg}(n, d, \lambda, \mu)$. Then, the largest eigenvalue of its adjacency matrix is $\lambda_{1}(\mathrm{G})=d$ with multiplicity 1 , and the other two distinct eigenvalues of its adjacency matrix are given by

$$
\begin{equation*}
p_{1,2}=\frac{1}{2}\left(\lambda-\mu \pm \sqrt{(\lambda-\mu)^{2}+4(d-\mu)}\right) \tag{2.32}
\end{equation*}
$$

with the respective multiplicities

$$
\begin{equation*}
m_{1,2}=\frac{1}{2}\left(n-1 \mp \frac{2 d+(n-1)(\lambda-\mu)}{\sqrt{(\lambda-\mu)^{2}+4(d-\mu)}}\right) \tag{2.33}
\end{equation*}
$$

(3) A connected regular graph with exactly three distinct eigenvalues is strongly regular.

Definition 2.38 (Conference graphs). A conference graph on $n$ vertices is a strongly regular graph with the parameters $\operatorname{srg}\left(n, \frac{1}{2}(n-1), \frac{1}{4}(n-5), \frac{1}{4}(n-1)\right)($ with $n \geq 5)$.

By Item 1 of Theorem 2.36, if G is a conference graph on $n$ vertices, then so is its complement $\overline{\mathrm{G}}$; it is, however, not necessarily self-complementary. By Theorem 2.37, the distinct eigenvalues of the adjacency matrix of G are given by $\frac{1}{2}(n-1), \frac{1}{2}(\sqrt{n}-1)$, and $-\frac{1}{2}(\sqrt{n}+1)$ with multiplicities $1, \frac{1}{2}(n-1)$, and $\frac{1}{2}(n-1)$, respectively. A conference graph is a primitive strongly regular graph.

### 2.2. The Shannon capacity of graphs

The concept of the Shannon capacity of a graph $G$ was introduced in [1] to consider the largest information rate that can be achieved with zero-error communication. A discrete memoryless channel consists of a finite input set $\mathcal{X}$, a finite or a countably infinite output set $\mathcal{Y}$, and a nonempty fan-out set
$\mathcal{S}_{x} \subseteq \mathcal{Y}$, for every input $x \in \mathcal{X}$. The set $\mathcal{S}_{x}$ is the set of all possible output symbols that can be received at the channel output with positive probability, in each channel use, if the transmitted symbol is $x \in \mathcal{X}$. The study of the maximum amount (rate) of information that a channel can communicate without error is of great interest, and it turns to be a problem in graph theory. To that end, the channel is represented by a confusion graph $G$ whose set of vertices $V(G)$ represents the elements of the input set $\mathcal{X}$, and its set of edges $E(G)$ is constructed such that any two distinct vertices in $G$ are adjacent if and only if the two input symbols are not distinguishable by the channel, so

$$
\begin{equation*}
\mathrm{V}(\mathrm{G})=\mathcal{X}, \quad \mathrm{E}(\mathrm{G})=\left\{\left\{x, x^{\prime}\right\}: x, x^{\prime} \in \mathcal{X}, x \neq x^{\prime}, \mathcal{S}_{x} \cap \mathcal{S}_{x^{\prime}} \neq \varnothing\right\} . \tag{2.34}
\end{equation*}
$$

(Two distinct input symbols are not distinguishable by the channel if and only if they can result in the same output symbol with some positive probability). The largest number of input symbols that a channel can communicate without error in a single use is $\alpha(\mathrm{G})$ (the independence number of the graph G). It is obtained as follows: The sender and the receiver agree in advance on an independent set $I$ of a maximum size $\alpha(\mathrm{G})$, the sender transmits only input symbols in $\mathcal{I}$, and every received output is in the fan-out set of exactly one input symbol in $\mathcal{I}$, so the receiver can correctly determine the transmitted input symbol. Before we proceed, it is required to define the notion of a strong product of graphs.

Definition 2.39 (Strong product of graphs). Let G and H be graphs. The strong product $\mathrm{G} \otimes \mathrm{H}$ is a graph with a vertex set $\mathrm{V}(\mathrm{G} \otimes \mathrm{H})=\mathrm{V}(\mathrm{G}) \times \mathrm{V}(\mathrm{H})$ (the Cartesian product), and distinct vertices $(g, h)$ and $\left(g^{\prime}, h^{\prime}\right)$ are adjacent in $\mathrm{G} \otimes \mathrm{H}$ if and only if one of the following three conditions hold:
(1) $g=g^{\prime}$ and $\left\{h, h^{\prime}\right\} \in \mathrm{E}(\mathrm{H})$,
(2) $\left\{g, g^{\prime}\right\} \in \mathrm{E}(\mathrm{G})$ and $h=h^{\prime}$,
(3) $\left\{g, g^{\prime}\right\} \in \mathrm{E}(\mathrm{G})$ and $\left\{h, h^{\prime}\right\} \in \mathrm{E}(\mathrm{H})$.

Strong products are therefore commutative and associative up to graph isomorphisms.
Consider the transmission of $k$-length strings over a channel that is used $k \geq 1$ times. The sender transmits a sequence $x_{1} \ldots x_{k}$, and the receiver gets a sequence $y_{1} \ldots y_{k}$, where $y_{i} \in \mathcal{S}_{x_{i}}$ for all $i \in[k]$. The $k$ channel uses are viewed as a single use of an extended channel whose input set is $\mathcal{X}^{k}$, its output set is $\boldsymbol{y}^{k}$, and the fan-out set of $\left(x_{1}, \ldots, x_{k}\right) \in \mathcal{X}^{k}$ is the Cartesian product $\mathcal{S}_{x_{1}} \times \ldots \times \mathcal{S}_{x_{k}}$. The $k$-th confusion graph, which refers to the confusion graph of the extended channel, is the $k$-fold strong power of G that is given by $\mathrm{G}^{\boxtimes k} \triangleq \mathrm{G} \otimes \ldots \boxtimes \mathrm{G}$. The largest number of $k$-length input strings that are distinguishable by the channel is then equal to $\alpha\left(\mathrm{G}^{\boxtimes k}\right)$. Using distinguishable strings asserts error-free communication, so the largest achievable information rate per symbol is given by

$$
\begin{equation*}
\frac{1}{k} \log \alpha\left(\mathrm{G}^{\boxtimes k}\right)=\log \sqrt[k]{\alpha\left(\mathrm{G}^{\boxtimes k}\right)}, \quad k \in \mathbb{N} . \tag{2.35}
\end{equation*}
$$

Under the assumption that the length $k$ of the input strings can be made arbitrarily large, the largest information rate per symbol is given by the supremum of the right-hand side of (2.35) over all $k \in \mathbb{N}$. The resulting amount is defined to be the (logarithm of the) Shannon capacity of the graph G or also the zero-error Shannon capacity of the channel. By supremizing the exponent of the right-hand side of (2.35) over all $k \in \mathbb{N}$, the Shannon capacity of a graph G is given by

$$
\begin{align*}
\Theta(\mathrm{G}) & \triangleq \sup _{k \in \mathbb{N}} \sqrt[k]{\alpha\left(\mathrm{G}^{\boxtimes k}\right)}  \tag{2.36}\\
& =\lim _{k \rightarrow \infty} \sqrt[k]{\alpha\left(\mathrm{G}^{\boxtimes k}\right)}, \tag{2.37}
\end{align*}
$$

where (2.37) holds by Fekete's lemma. Indeed, since $\alpha(\mathbf{G} \otimes \mathrm{H}) \geq \alpha(\mathbf{G}) \alpha(\mathrm{H})$ holds for every two graphs $\mathbf{G}$ and H , it follows that the inequality $\alpha\left(\mathrm{G}^{\boxtimes\left(k_{1}+k_{2}\right)}\right) \geq \alpha\left(\mathrm{G}^{\boxtimes k_{1}}\right) \alpha\left(\mathrm{G}^{\boxtimes k_{2}}\right)$ holds for every graph G and for all $k_{1}, k_{2} \in \mathbb{N}$. This validates the application of Fekete's lemma in (2.37). The supremum on the right-hand side of (2.36) is not necessarily achieved by a finite $k \in \mathbb{N}[7,53]$, and the convergence to the Shannon capacity on the right-hand side of (2.37) exhibits erratic behavior [8]. Moreover, several notions of computability of the Shannon capacity of a graph and the zero-error capacity of discrete memoryless channels, known for their computational difficulty, have been addressed in [8-10], yet certain aspects of their computability remain unresolved. Except for specific graphs, the Shannon capacity of a graph remains undetermined, even for graphs with a very simple structure. For instance, the Shannon capacity of the cycle graph $\mathrm{C}_{n}$ or its complement, with odd $n \geq 7$, remains unresolved, with only bounds and an asymptotic limit theorem currently available [11,54-62] (for other graph analogues of odd-cycle graphs, see [63]). Specifically, the Shannon capacity of the 7-cycle graph $\mathrm{C}_{7}$ is bounded as follows [11,60]:

$$
\begin{equation*}
3.2578<\sqrt[5]{367} \leq \Theta\left(\mathrm{C}_{7}\right) \leq \frac{7}{1+\sec \frac{\pi}{7}}<3.3177 \tag{2.38}
\end{equation*}
$$

The Shannon capacity of disjoint unions, strong products of graphs, and the complement of the categorical (tensor) product of graphs is studied in [1,6,21,64-66].

### 2.3. Orthonormal representations of graphs

In [11], Lovász introduced the concept of orthonormal representations of graphs to derive an upper bound on the Shannon capacity of graphs in information theory. Orthonormal representations of graphs are related to several fundamental graph properties. That concept is defined and exemplified as follows.

Definition 2.40 (Orthogonal and orthonormal representations of a graph). Let $G$ be a finite, simple, and undirected graph, and let $d \in \mathbb{N}$.

- An orthogonal representation of the graph G in the $d$-dimensional Euclidean space $\mathbb{R}^{d}$ assigns to each vertex $i \in \mathrm{~V}(\mathrm{G})$ a nonzero vector $\mathbf{u}_{i} \in \mathbb{R}^{d}$ such that $\mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j}=0$ for every $\{i, j\} \notin \mathrm{E}(\mathrm{G})$ with $i \neq j$. In other words, for every two distinct and nonadjacent vertices in the graph, their assigned nonzero vectors should be orthogonal in $\mathbb{R}^{d}$.
- An orthonormal representation of G is additionally represented by unit vectors, i.e., $\left\|\mathbf{u}_{i}\right\|=1$ for all $i \in \mathrm{~V}(\mathrm{G})$.
- In an orthogonal (orthonormal) representation of $G$, nonadjacent vertices in $G$ are mapped into orthogonal (orthonormal) vectors, but adjacent vertices may not necessarily be mapped into nonorthogonal vectors. If $\mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j} \neq 0$ for all $\{i, j\} \in \mathrm{E}(\mathrm{G})$, then such a representation of G is called faithful.

Every graph G on $n$ vertices can be trivially represented by an orthonormal representation in $\mathbb{R}^{n}$, by assigning each vertex $i \in[n]$ to the standard unit-vector $\mathbf{e}_{i}$ (with a single 1 at the $i$-th coordinate, and zeros elsewhere). That orthonormal representation is not faithful, unless $G$ is an empty graph. In order to obtain an $n$-dimensional faithful orthogonal representation, let $\mathbf{L}=\left(L_{i, j}\right)$ be the Laplacian matrix of G, which is a positive semidefinite matrix, and let $\mathbf{u}_{i}(i \in[n])$ be the $i$-th column of the matrix $\mathbf{L}^{1 / 2}$. Then, $\mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j}=L_{i, j}$ for all $i, j \in[n]$, which implies that $\left\{\mathbf{u}_{i}\right\}$ is a faithful orthogonal representation of G .

This idea extends to the signless Laplacian matrix $\mathbf{Q}$ and the normalized Laplacian matrix $\mathcal{L}$ since these are positive semidefinite matrices by Theorems 2.21-2.23).

Example 2.41 ([29], Example 10.5). In an orthogonal representation of a graph G, every vertex in a clique of G can be represented by an identical vector. Let $k \triangleq \chi(\overline{\mathrm{G}})$ be the chromatic number of the complement graph $\overline{\mathrm{G}}$. Then, there is a family of $k$ disjoint cliques in G , denoted by $\mathcal{B}_{1}, \ldots, \mathcal{B}_{k}$, covering the vertex set $\mathrm{V}(\mathrm{G})$. Mapping all the vertices in the subset $\mathcal{B}_{i}$, for $i \in[k]$, into $\mathbf{e}_{i} \in \mathbb{R}^{k}$ gives an orthonormal representation of G in the $k$-dimensional Euclidean space. That orthogonal representation is not guaranteed to be faithful. Indeed, unless $G$ is a disjoint union of complete graphs, it is possible for two adjacent vertices in $G$ to belong to different cliques; however, their corresponding vectors are orthogonal.

The construction of low-dimensional orthogonal representations of graphs, particularly those with unique properties, is a significant area of study in graph theory. Detailed discussions on the minimum dimension of orthogonal representations of general graphs, especially those lacking specific subgraphs, can be found in [11,67-69] and Chapter 10 of [29]. Some of the bounds on the minimum dimension of such representations involve the Lovász $\vartheta$-function, which is presented in Section 2.5 (see Item 8 of that section). The minimum dimension of orthonormal representations of a graph G on $n$ vertices is equal to the minimum rank over all positive semidefinite matrices $\mathbf{M}=\left(M_{i, j}\right)$ such that $M_{i, i}=1$ for all $i \in[n]$, and $M_{i, j}=0$ for all $\{i, j\} \notin \mathrm{E}(\mathrm{G})[69]$. Here, $\mathbf{M}$ serves as the Gram matrix of the representing vectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$, with $M_{i, j} \triangleq \mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j}$ for all $i, j \in[n]$. Consequently, the minimum dimension among all orthonormal representations of a graph G is also termed the minimum semidefinite rank of G , and it is denoted by $\operatorname{msr}(\mathrm{G})$. A notable result by Lovász et al. [67] demonstrates a relationship between graph connectivity and the minimum dimension $d$ required for an orthogonal representation of a graph to ensure that any $d$ of the representing vectors are linearly independent in $\mathbb{R}^{d}$. Theorem 1 of [67] states that a connected, undirected, and simple graph $G$ on $n$ vertices has such an orthogonal representation in $\mathbb{R}^{d}$ if and only if G is $(n-d)$-connected. The latter result is also shown in Section 10.3 of [29].

### 2.4. Vector and strict vector chromatic numbers of graphs

The vector and strict vector colorings of graphs, and their associated chromatic numbers, were defined by Karger et al. [70]. These notions are introduced as follows, and Section 2.5 addresses in part their relations to the Lovász $\vartheta$-function and its variants, as well as their relations to other graph invariants.

Definition 2.42 (Vector chromatic number). Let G be a nonempty graph on $n$ vertices, and let $t \geq 2$ be a real number. A vector $t$-coloring of G in $\mathbb{R}^{d}$, with $d \in \mathbb{N}$, is an assignment of a unit vector $\mathbf{u}_{i} \in \mathbb{R}^{d}$ to each vertex $i \in \mathrm{~V}(\mathrm{G})$ such that, for every two adjacent vertices $\{i, j\} \in \mathrm{E}(\mathrm{G})$,

$$
\begin{equation*}
\mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j} \leq-\frac{1}{t-1} . \tag{2.39}
\end{equation*}
$$

The vector chromatic number of a nonempty graph $G$, denoted by $\chi_{\mathrm{v}}(\mathrm{G})$, is the smallest real number $t \geq 2$ for which a vector $t$-coloring of G exists in $\mathbb{R}^{n}$ (namely, the vector $t$-coloring of G is assumed here to be of dimension $n$ ). The vector chromatic number of an empty graph is defined to be equal to 1 .

Let $\mathbf{G}$ be a graph on $n$ vertices, and let $\mathbf{A}=\left(A_{i, j}\right)$ be its $n \times n$ adjacency matrix. For a real symmetric $n \times n$ matrix $\mathbf{M}$, the standard notation $\mathbf{M} \geq 0$ means that the matrix $\mathbf{M}$ is positive semidefinite. By

Definition 2.42, and by setting the $n \times n$ matrix $\mathbf{M}=\left(M_{i, j}\right)$ with $M_{i, j} \triangleq(t-1) \mathbf{u}_{i}^{\mathrm{T}} \mathbf{u}_{j}$ for all $i, j \in[n]$, the vector chromatic number of G can be expressed to be equal to the value of the following semidefinite programming (SDP) problem:
minimize $t$
subject to
$\left\{\begin{array}{l}\mathbf{M} \geq 0, \\ M_{i, i}=t-1, \forall i \in[n], \\ A_{i, j}=1 \Rightarrow M_{i, j} \leq-1, \quad i, j \in[n] .\end{array}\right.$

Let $\mathbf{J}_{n}$ be the all-ones $n \times n$ matrix. The dual of the SDP problem (2.40) is given by

$$
\begin{align*}
& \operatorname{maximize} \operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{n}\right) \\
& \text { subject to } \\
& \left\{\begin{array}{l}
\mathbf{B} \geq 0, \\
\operatorname{Tr}(\mathbf{B})=1, \\
B_{i, j} \geq 0, \quad \forall i, j \in[n], \\
A_{i, j}=0, i \neq j \Rightarrow B_{i, j}=0, \quad i, j \in[n] .
\end{array}\right. \tag{2.41}
\end{align*}
$$

Strong duality holds here since the SDP problems are feasible and bounded, so the solutions of the dual SDP problems in (2.40) and (2.41) coincide. Applying the SDP problem in (2.41) to the complement $\overline{\mathrm{G}}$ gives the Schrijver $\vartheta$-function of the graph G , which is denoted by $\vartheta^{\prime}(\mathrm{G})$. In light of (2.41), with G replaced by the complement $\overline{\mathrm{G}}$, the value of $\vartheta^{\prime}(\mathrm{G})$ is obtained by solving the SDP problem (see Eq (23) in [37]):

$$
\begin{align*}
& \operatorname{maximize} \operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{n}\right) \\
& \text { subject to } \\
& \left\{\begin{array}{l}
\mathbf{B} \geq 0, \\
\operatorname{Tr}(\mathbf{B})=1, \\
B_{i, j} \geq 0, \quad \forall i, j \in[n], \\
A_{i, j}=1 \Rightarrow B_{i, j}=0, \quad i, j \in[n] .
\end{array}\right. \tag{2.42}
\end{align*}
$$

The vector chromatic number and Schrijver's $\vartheta$-function therefore satisfy the equality

$$
\begin{equation*}
\vartheta^{\prime}(\mathrm{G})=\chi_{\mathrm{v}}(\overline{\mathrm{G}}) \tag{2.43}
\end{equation*}
$$

for every graph G. By (2.42), it follows that

$$
\begin{equation*}
\vartheta^{\prime}(\mathrm{G}) \geq \alpha(\mathrm{G}) \tag{2.44}
\end{equation*}
$$

which holds by selecting a feasible solution in (2.42) as follows. Let $I$ be a largest independent set in $\mathbf{G}$, and let $I=\left\{i_{1}, \ldots, i_{\ell}\right\} \subseteq[n]$ with $\ell=\alpha(\mathrm{G})$. Define $\mathbf{B}$ to be the $n \times n$ symmetric matrix whose
elements are given by $B_{i, j} \triangleq \frac{1}{\alpha(\mathrm{G})}$ whenever $i, j \in \mathcal{I}$, and $B_{i, j} \triangleq 0$ otherwise. Then, $\mathbf{B}$ is indeed a positive semidefinite matrix whose trace is equal to 1 , and the objective function in (2.42) is then equal to $\alpha(\mathrm{G})$. Due to the maximization in (2.42), inequality (2.44) holds.

Schrijver's $\vartheta$-function of a graph was studied independently by McEliece et al. [36] (with a different notation, where $\vartheta^{\prime}(\mathrm{G})$ in [37] is replaced by $\alpha_{\mathrm{L}}(\mathrm{G})$ in [36]). In a subsequent study by Szegedy [71], $\vartheta^{\prime}(\mathrm{G})$ is denoted by $\vartheta_{1 / 2}(\mathrm{G})$ (an additional variant, denoted by $\vartheta_{2}(\mathrm{G})$, was also introduced in [71]). To that end, the SDP problem in (2.42) was modified by replacing the last two lines in (2.42) with the requirement that $B_{i, j} \leq 0$ for all $i, j \in[n]$ such that $A_{i, j}=1$ (see Eq (8) in [71]). The Schrijver $\vartheta$ function of a graph $\mathrm{G}, \vartheta^{\prime}(\mathrm{G})$, constitutes a variant of the Lovász $\vartheta$-function $\vartheta(\mathrm{G})$, which is subsequently introduced in Section 2.5.

Spectral characterizations of the vector chromatic number of a graph, which is equal to the Schrijver $\vartheta$-function of the graph complement by (2.43), were studied in [72,73], and more recently in [74,75]. We next define the strict vector chromatic number of a graph, which is also shown in Section 2.5 to be related to the Lovász $\vartheta$-function in a similar way to (2.43) (see (2.50)).

Definition 2.43 (Strict vector chromatic number). Let $G$ be a nonempty graph on $n$ vertices, and let $t \geq 2$ be a real number. A strict vector $t$-coloring of G is an assignment of a unit vector $\mathbf{u}_{i} \in \mathbb{R}^{n}$ to each vertex $i \in \mathrm{~V}(\mathrm{G})$ such that, for every two adjacent vertices $\{i, j\} \in \mathrm{E}(\mathrm{G})$, the condition in (2.39) holds with equality. The strict vector chromatic number of a nonempty graph G , denoted by $\chi_{\mathrm{sv}}(\mathrm{G})$, is the smallest real number $t \geq 2$ for which a strict vector $t$-coloring of G exists. The strict vector chromatic number of an empty graph is defined to be equal to 1 .

Clearly, by Definitions 2.42 and 2.43 , the inequality

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G}) \leq \chi_{\mathrm{sv}}(\mathrm{G}) \tag{2.45}
\end{equation*}
$$

holds for every graph G. By Definition 2.43, the strict vector chromatic number is expressed as a solution of the SDP problem that is almost similar to (2.40); the only difference is that the last inequality constraints in (2.40) turn into equality constraints. Then, similarly to the transition from the SDP problem in (2.40) to the dual SDP problem in (2.41), strong duality gives that the strict vector chromatic number $\chi_{\mathrm{sv}}(\mathrm{G})$ can be obtained by solving the following SDP problem:

```
maximize \(\operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{n}\right)\)
subject to
\(\left\{\begin{array}{l}\mathbf{B} \geq 0, \\ \operatorname{Tr}(\mathbf{B})=1, \\ A_{i, j}=0, i \neq j \Rightarrow B_{i, j}=0, \quad i, j \in[n] .\end{array}\right.\)
```

In comparison to (2.41), the condition that all entries of $\mathbf{B}$ are nonnegative is absent in (2.46).

### 2.5. The Lovász $\vartheta$-function of graphs

The Lovász $\vartheta$-function of a graph, as introduced in [11], exhibits intriguing connections to diverse graph parameters such as the independence number, clique number, chromatic number, and Shannon capacity of the graph. Its efficient computability renders it a potent tool in information theory, graph theory, and combinatorial optimization.

Definition 2.44 (Lovász $\vartheta$-function). Let G be a finite, simple, and undirected graph. Then, the Lovász $\vartheta$-function of G is defined as

$$
\begin{equation*}
\vartheta(\mathrm{G}) \triangleq \min _{\mathbf{u}, \mathbf{c}} \max _{i \in \mathrm{~V}(\mathrm{G})} \frac{1}{\left(\mathbf{c}^{\mathrm{T}} \mathbf{u}_{i}\right)^{2}}, \tag{2.47}
\end{equation*}
$$

where the minimum is taken over all orthonormal representations $\left\{\mathbf{u}_{i}: i \in \mathrm{~V}(\mathrm{G})\right\}$ of G , and all unit vectors $\mathbf{c}$. The unit vector $\mathbf{c}$ is called the handle of the orthonormal representation. The minimization on the right-hand side of (2.47) is implicitly performed over the dimension of the vectors. However, without any loss of generality, it suffices to restrict their dimension to be equal to $n=|\mathrm{V}(\mathrm{G})|$.

The Lovász $\vartheta$-function can be expressed as a solution of an SDP problem. To that end, let $\mathbf{A}=\left(A_{i, j}\right)$ be the $n \times n$ adjacency matrix of G with $n \triangleq|\mathrm{~V}(\mathrm{G})|$. The Lovász $\vartheta$-function $\vartheta(\mathrm{G})$ can be expressed by the following convex optimization problem:

$$
\begin{align*}
& \operatorname{maximize} \operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{n}\right) \\
& \text { subject to } \\
& \left\{\begin{array}{l}
\mathbf{B} \geq 0 \\
\operatorname{Tr}(\mathbf{B})=1, \\
A_{i, j}=1 \Rightarrow B_{i, j}=0, \quad i, j \in[n] .
\end{array}\right. \tag{2.48}
\end{align*}
$$

The SDP formulation in (2.48) yields the existence of an algorithm that computes $\vartheta(\mathrm{G})$, for every graph G, with a precision of $r$ decimal digits, and a computational complexity that is polynomial in $n$ and $r$. A comparison of the optimization problems in (2.41) and (2.48) gives

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G}) \leq \vartheta(\overline{\mathrm{G}}) \tag{2.49}
\end{equation*}
$$

which holds for every graph G. Indeed, (2.49) follows from the additional constraint in (2.41) that all the entries of the positive semidefinite matrix $\mathbf{B}$ are nonnegative, whereas the latter condition is absent in (2.48). A comparison of the SDP problems in (2.46) and (2.48) also gives (see Theorem 8.2 in [70])

$$
\begin{equation*}
\chi_{\mathrm{sv}}(\mathrm{G})=\vartheta(\overline{\mathrm{G}}) . \tag{2.50}
\end{equation*}
$$

The following properties of the Lovász $\vartheta$-function and its variant by Schrijver are collected from [ $3,11,12,22,27,29,34,37,39,68,69,71,76-79]$, presented herein for reference and convenience. Some of these properties are employed in the analysis presented in this paper. It is assumed throughout that the graphs are finite, simple, and undirected.
(1) Upper bound on the Shannon capacity of graphs: For every graph G

$$
\begin{equation*}
\Theta(\mathrm{G}) \leq \vartheta(\mathrm{G}) \tag{2.51}
\end{equation*}
$$

Although the upper bound in (2.51) is tight in some cases, e.g., for the family of Kneser graphs and the family of self-complementary vertex-transitive graphs [29], it is not a tight bound in general. More explicitly, there exists a sequence of graphs $\left\{\mathrm{G}_{n}\right\}$ where $\mathrm{G}_{n}$ is a graph on $n$ vertices such that $\Theta\left(\mathrm{G}_{n}\right) \leq 3$ and $\vartheta\left(\mathrm{G}_{n}\right)>\sqrt[4]{n}$ for all $n \in \mathbb{N}$.
(2) Sandwich theorem:

$$
\begin{gather*}
\alpha(\mathrm{G}) \leq \chi_{\mathrm{v}}(\overline{\mathrm{G}})=\vartheta^{\prime}(\mathrm{G}) \leq \vartheta(\mathrm{G})=\chi_{\mathrm{sv}}(\overline{\mathrm{G}}) \leq \alpha_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{f}}(\overline{\mathrm{G}}) \leq \chi(\overline{\mathrm{G}}),  \tag{2.52}\\
\omega(\mathrm{G}) \leq \chi_{\mathrm{v}}(\mathrm{G})=\vartheta^{\prime}(\overline{\mathrm{G}}) \leq \vartheta(\overline{\mathrm{G}})=\chi_{\mathrm{sv}}(\mathrm{G}) \leq \omega_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{f}}(\mathrm{G}) \leq \chi(\mathrm{G}) . \tag{2.53}
\end{gather*}
$$

(3) The inequality $\vartheta(G) \geq 1$ holds in general, with an equality if and only if $G$ is a complete graph.
(4) Computational complexity of graph invariants:

- Computing $\alpha(\mathrm{G}), \alpha_{\mathrm{f}}(\mathrm{G}), \omega(\mathrm{G}), \omega_{\mathrm{f}}(\mathrm{G}), \chi_{\mathrm{f}}(\mathrm{G})$, and $\chi(\mathrm{G})$ constitutes NP-hard problems.
- Computing bounds on these graph invariants, specifically $\vartheta(\mathrm{G}), \vartheta^{\prime}(\mathrm{G}), \vartheta(\overline{\mathrm{G}})$, and $\vartheta^{\prime}(\overline{\mathrm{G}})$ (by (2.52) and (2.53)), in any desired precision, is feasible. The computational complexity scales polynomially in $n$, and it is obtained by numerically solving the SDP problems presented in Section 2.4 and (2.48).
(5) For every graph G, combining (2.6) and (2.52) gives

$$
\begin{equation*}
\frac{1}{1+\ln \vartheta(\mathrm{G})} \leq \frac{1}{1+\ln \vartheta^{\prime}(\mathrm{G})} \leq \frac{\chi_{\mathrm{f}}(\mathrm{G})}{\chi(\mathrm{G})} \leq 1 . \tag{2.54}
\end{equation*}
$$

By Item 4, (2.54) gives computable lower bounds on the ratio $\frac{\chi_{f}(\mathrm{G})}{\chi(\mathrm{G})}$.
(6) In regard to (2.52), the ratios $\frac{\chi(\overline{\mathrm{G}})}{\vartheta(\mathrm{G})}$ and $\frac{\vartheta(\mathrm{G})}{\alpha(\mathrm{G})}$ can be made arbitrarily large as follows:

- There exist a constant $c>0$ and an infinite sequence of graphs $\left\{\mathrm{G}_{\ell}\right\}$, with increasing orders $n_{\ell} \triangleq\left|\mathrm{V}\left(\mathrm{G}_{\ell}\right)\right|$, for which $\alpha\left(\mathrm{G}_{\ell}\right)<2^{\sqrt{\log _{n_{\ell}}}}$ and $\vartheta\left(\mathrm{G}_{\ell}\right)>n_{\ell} 2^{-c} \sqrt{\log _{n_{\ell}}}$ hold for all $\ell$.
- There exist a constant $c>0$ and an infinite sequence of graphs $\left\{\mathrm{G}_{\ell}\right\}$, with increasing orders $n_{\ell} \triangleq\left|\mathrm{V}\left(\mathrm{G}_{\ell}\right)\right|$, for which $\vartheta\left(\mathrm{G}_{\ell}\right)<2^{\sqrt{\log _{\ell}}}$ and $\chi\left(\overline{\mathrm{G}}_{\ell}\right)>n_{\ell} 2^{-c} \sqrt{\log _{n_{\ell}}}$ hold for all $\ell$.
(7) A counterexample shows that, unlike (2.51), $\Theta(\mathrm{G}) \nsubseteq \vartheta^{\prime}(\mathrm{G})$ (see Example 5.24 here).
(8) If a graph G has an orthonormal representation in the $d$-dimensional Euclidean space $\mathbb{R}^{d}$, then $d \geq \vartheta(\mathrm{G})$ by Theorem 11 of [11], and $d \geq \frac{1}{2} \log _{2} \chi(\overline{\mathrm{G}})$ by Proposition 10.8 of [11]. Additionally, by Example 2.41, there exists an othornormal representation of G in $\mathbb{R}^{d}$ with $d=\chi(\overline{\mathrm{G}})$. The minimum semidefinite rank of G , denoted by $\operatorname{msr}(\mathrm{G})$, is equal to the minimum dimension $d$ of an orthonormal representation of G in $\mathbb{R}^{d}$ (see Section 2.3), so

$$
\begin{equation*}
\max \left\{\vartheta(\mathrm{G}), \frac{1}{2} \log _{2} \chi(\overline{\mathrm{G}})\right\} \leq \operatorname{msr}(\mathrm{G}) \leq \chi(\overline{\mathrm{G}}) . \tag{2.55}
\end{equation*}
$$

This indicates that the minimum dimension of an orthonormal representation of a graph $G$ is somewhat related to the chromatic number of the graph complement $\overline{\mathrm{G}}$.
(9) Factorization under strong products: For all graphs G and H ,

$$
\begin{equation*}
\vartheta(\mathrm{G} \otimes \mathrm{H})=\vartheta(\mathrm{G}) \vartheta(\mathrm{H}) \tag{2.56}
\end{equation*}
$$

(10) For every graph $G$ on $n$ vertices,

$$
\begin{equation*}
\vartheta(\mathrm{G}) \vartheta(\overline{\mathrm{G}}) \geq n \tag{2.57}
\end{equation*}
$$

with an equality in (2.57) if the graph $G$ is vertex-transitive or strongly regular.
(11) Let G be a $d$-regular graph on $n$ vertices. Then,

$$
\begin{equation*}
\vartheta(\mathrm{G}) \leq-\frac{n \lambda_{n}(\mathrm{G})}{d-\lambda_{n}(\mathrm{G})}, \tag{2.58}
\end{equation*}
$$

with an equality in (2.58) if G is an edge-transitive graph.
(12) More generally, if G is a $d$-regular graph on $n$ vertices, then for every symmetric nonzero $n \times n$ matrix $\mathbf{M}$ such that $M_{i, j}=0$ for $\{i, j\} \in \mathrm{E}(\overline{\mathrm{G}})$ and also for $i=j$, and with $\mathbf{M}$ having equal row-sums, the following holds:

$$
\begin{equation*}
\vartheta(\mathrm{G}) \leq \frac{-n \lambda_{\min }(\mathbf{M})}{\lambda_{\max }(\mathbf{M})-\lambda_{\min }(\mathbf{M})} . \tag{2.59}
\end{equation*}
$$

If $\mathbf{G}$ is a vertex-transitive graph, then there exists such a matrix $\mathbf{M}$ attaining equality in (2.59). If $G$ is an edge-transitive graph, then (2.59) holds with equality for $\mathbf{M}=\mathbf{A}(G)$.
(13) Lovász $\vartheta$-function of subgraphs:

- If $H$ is a spanning subgraph of a graph G , then $\vartheta(\mathrm{H}) \geq \vartheta(\mathrm{G})$.
- If H is an induced subgraph of a graph G , then $\vartheta(\mathrm{H}) \leq \vartheta(\mathrm{G})$.
(14) For two graphs $G$ and $H$, let $G+H$ denote their disjoint union (see Definition 2.6). Then,

$$
\begin{equation*}
\vartheta(\mathrm{G}+\mathrm{H})=\vartheta(\mathrm{G})+\vartheta(\mathrm{H}) . \tag{2.60}
\end{equation*}
$$

(15) Let G be a graph on $n$ vertices, and let $\alpha(\mathrm{G})=k$. Then,

$$
\begin{equation*}
\vartheta(\mathrm{G}) \leq 16^{\frac{k-1}{k+1}} . \tag{2.61}
\end{equation*}
$$

(16) Let G be a graph on $n$ vertices, and let $\vartheta(\overline{\mathrm{G}})=t \geq 2$. Then,

$$
\begin{equation*}
\alpha(\mathrm{G}) \geq \frac{n^{\frac{3}{t+1}}}{10 \sqrt{\ln n}} \tag{2.62}
\end{equation*}
$$

(17) The surplus of a graph $G$ (see Definition 2.2), denoted by $\operatorname{sp}(G)$, satisfies

$$
\begin{equation*}
\operatorname{sp}(\mathrm{G}) \geq \frac{1}{\pi} \frac{|\mathrm{E}(\mathrm{G})|}{\chi_{\mathrm{v}}(\mathrm{G})-1} \geq \frac{1}{\pi} \frac{|\mathrm{E}(\mathrm{G})|}{\vartheta(\overline{\mathrm{G}})-1} . \tag{2.63}
\end{equation*}
$$

The utility of (2.63) in lower bounding the surplus of a graph $G$ follows from the fact that the computational complexity of the max-cut of a graph is NP-complete, whereas the computation of the vector chromatic number in the middle term of (2.63), as well as of the Lovász $\vartheta$-function in the rightmost term of (2.63), is feasible (see Section 2.4 and Item 4 above).
(18) For every graph G,

$$
\begin{equation*}
\sup _{H} \frac{\alpha(\mathrm{G} \boxtimes \mathrm{H})}{\vartheta(\mathrm{G} \boxtimes \mathrm{H})}=1, \tag{2.64}
\end{equation*}
$$

where the supremum is taken over all (simple, finite, and undirected) graphs H .
(19) For every graph G on $n$ vertices, let $\tilde{\vartheta}(\mathrm{G}) \triangleq \max _{\mathrm{H}} \frac{|\mathrm{V}(\mathrm{H})|}{\vartheta(\mathrm{H})}$, where the maximization is taken over all the induced subgraphs H of G (see Eq (10) in [71]). Then, the following holds:

$$
\begin{equation*}
\frac{1}{8} \vartheta(\overline{\mathrm{G}})(\ln n)^{-2} \leq \tilde{\vartheta}(\mathrm{G}) \leq \vartheta(\overline{\mathrm{G}}) . \tag{2.65}
\end{equation*}
$$

(20) For every graph $G$ on $n$ vertices, the following two equivalent chain of inequalities hold:

$$
\begin{equation*}
\frac{1}{n} \vartheta(\overline{\mathrm{G}})^{2} \leq \chi_{\mathrm{v}}(\mathrm{G}) \leq \vartheta(\overline{\mathrm{G}}), \quad \frac{1}{n} \vartheta(\mathrm{G})^{2} \leq \vartheta^{\prime}(\mathrm{G}) \leq \vartheta(\mathrm{G}) . \tag{2.66}
\end{equation*}
$$

(21) Let $G$ be a graph on $n$ vertices, and let $\ell(G)$ be the maximum of $\left\|\mathbf{u}_{1}+\ldots+\mathbf{u}_{n}\right\|$ over all orthonormal representations $\left\{\mathbf{u}_{i}\right\}$ of $\mathbf{G}$. Then,

$$
\begin{equation*}
\frac{n}{\sqrt{\vartheta(\mathrm{G})}} \leq \ell(\mathrm{G}) \leq \sqrt{n \vartheta(\overline{\mathrm{G}})}, \tag{2.67}
\end{equation*}
$$

and the upper and lower bounds in (2.67) coincide if $G$ is a vertex-transitive or a strongly regular graph. [By Claim 1.2 in [69], (2.67) holds with equalities if $G$ is vertex-transitive. It also holds with equalities if G is a strongly regular graph, as indicated by the sufficient condition for equality in (2.57) (see Corollary 1 in [34] or Corollary 3.4 here)].
(22) The Lovász $\vartheta$-function of the complement of the Mycielskian $\mathrm{M}(\mathrm{G})$ of a graph G is uniquely determined by $\vartheta(\overline{\mathrm{G}})$ (see Theorem 2 in [78] for an explicit equation).
(23) For every graph $G$ on $n$ vertices, the following holds:
(a)

$$
\begin{equation*}
\vartheta(\mathrm{G})=\max \sum_{i=1}^{n}\left(\mathbf{d}^{\mathrm{T}} \mathbf{v}_{i}\right)^{2}, \tag{2.68}
\end{equation*}
$$

where the maximization on the right-hand side of (2.68) is taken over all the unit vectors $\mathbf{d}$ and orthonormal representations $\left\{\mathbf{v}_{i}\right\}_{i=1}^{n}$ of the complement graph $\overline{\mathrm{G}}$.
(b)

$$
\begin{equation*}
\vartheta(\mathrm{G})=\min _{\mathbf{U}} \lambda_{\max }(\mathbf{U}), \tag{2.69}
\end{equation*}
$$

where the minimization on the right-hand side of (2.69) is taken over all $n \times n$ symmetric matrices $\mathbf{U}=\left(U_{i, j}\right)$ with $U_{i, j}=1$ for all $i, j \in[n]$ such that $\{i, j\} \in \mathrm{E}(\overline{\mathrm{G}})$ or $i=j$.
(c)

$$
\begin{equation*}
\vartheta(\mathrm{G})=\max _{\mathbf{W}} \lambda_{\max }(\mathbf{W}), \tag{2.70}
\end{equation*}
$$

where the maximization on the right-hand side of (2.70) is taken over all positive semidefinite $n \times n$ matrices $\mathbf{W} \geq 0$ with $W_{i, j}=0$ for all $\{i, j\} \in \mathrm{E}(\mathrm{G})$, and $W_{i, i}=1$ for all $i \in[n]$.
(d)

$$
\begin{equation*}
\vartheta(\mathrm{G})=1+\max _{\mathbf{T}} \frac{\lambda_{\max }(\mathbf{T})}{\left|\lambda_{\min }(\mathbf{T})\right|}, \tag{2.71}
\end{equation*}
$$

where the maximization on the right-hand side of (2.71) is taken over all symmetric nonzero $n \times n$ matrices $\mathbf{T}=\left(T_{i, j}\right)$ with $T_{i, j}=0$ for all $i, j \in[n]$ such that $\{i, j\} \in \mathrm{E}(\mathrm{G})$ or $i=j$.
(e) The SDP problem in (2.48) is given by

$$
\begin{equation*}
\vartheta(\mathbf{G})=\max _{\mathbf{B}} \operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{n}\right), \tag{2.72}
\end{equation*}
$$

where the maximization on the right-hand side of (2.72) is taken over all positive semidefinite $n \times n$ matrices $\mathbf{B} \geq 0$ with $\operatorname{Tr}(\mathbf{B})=1$, and $B_{i, j}=0$ for all $i, j \in[n]$ such that $\{i, j\} \in \mathrm{E}(\mathrm{G})$.
(f)

$$
\begin{equation*}
\vartheta(\mathrm{G})=1+\min _{\mathbf{Y}} \max _{i \in[n]} Y_{i, i}, \tag{2.73}
\end{equation*}
$$

where the minimization on the right-hand side of (2.73) is taken over all positive semidefinite $n \times n$ matrices $\mathbf{Y} \geq 0$ with $Y_{i, j}=-1$ for all $i, j \in[n]$ such that $\{i, j\} \notin \mathrm{E}(\mathrm{G})$.

## 3. Observations on the Shannon capacity of graphs

Shannon's problem of zero-error communication and the notion of the Shannon capacity of graphs [1] had a major impact on the development of information theory, extremal combinatorics, and graph theory. This section provides new observations on the Shannon capacity of graphs.

### 3.1. Specialized preliminaries for Section 3

The present section starts with the introduction of specialized preliminaries that are essential for elucidating the subsequent results. These preliminaries encompass bounds and exact findings related to the Lovász $\vartheta$-function for regular and strongly regular graphs. We also include results pertaining to subclasses of self-complementary regular graphs.

### 3.1.1. On the Lovász $\vartheta$-function of regular and strongly regular graphs

Theorem 3.1 (Bounds on the Lovász function of regular graphs, [34]). Let G be a d-regular graph of order $n$, which is a noncomplete and nonempty graph. Then, the following bounds hold for the Lovász $\vartheta$-function of G and its complement $\overline{\mathrm{G}}$ :
(1)

$$
\begin{equation*}
\frac{n-d+\lambda_{2}(\mathrm{G})}{1+\lambda_{2}(\mathrm{G})} \leq \vartheta(\mathrm{G}) \leq-\frac{n \lambda_{n}(\mathrm{G})}{d-\lambda_{n}(\mathrm{G})} \tag{3.1}
\end{equation*}
$$

- Equality holds in the leftmost inequality of (3.1) if $\overline{\mathrm{G}}$ is both vertex-transitive and edgetransitive, or if G is a strongly regular graph;
- Equality holds in the rightmost inequality of (3.1) if G is edge-transitive, or if G is a strongly regular graph.

$$
\begin{equation*}
1-\frac{d}{\lambda_{n}(\mathrm{G})} \leq \vartheta(\overline{\mathrm{G}}) \leq \frac{n\left(1+\lambda_{2}(\mathrm{G})\right)}{n-d+\lambda_{2}(\mathrm{G})} . \tag{2}
\end{equation*}
$$

- Equality holds in the leftmost inequality of (3.2) if G is both vertex-transitive and edgetransitive, or if G is a strongly regular graph;
- Equality holds in the rightmost inequality of (3.2) if $\overline{\mathrm{G}}$ is edge-transitive, or if G is a strongly regular graph.

Corollary 3.2. All inequalities in Theorem 3.1 hold with equality if $G$ is a strongly regular graph.
Proof. This follows from the sufficient conditions of the inequalities in Theorem 3.1 to hold with equality. Recall that a graph $G$ is strongly regular if and only if $\overline{\mathrm{G}}$ is so.

Theorem 3.3 (Lovász function of strongly regular graphs, [34]). Let G be a strongly regular graph with parameters $\operatorname{srg}(n, d, \lambda, \mu)$. Then,

$$
\begin{align*}
& \vartheta(\mathrm{G})=\frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda},  \tag{3.3}\\
& \vartheta(\overline{\mathrm{G}})=1+\frac{2 d}{t+\mu-\lambda}, \tag{3.4}
\end{align*}
$$

where

$$
\begin{equation*}
t \triangleq \sqrt{(\mu-\lambda)^{2}+4(d-\mu)} \tag{3.5}
\end{equation*}
$$

Furthermore, if $2 d+(n-1)(\lambda-\mu) \neq 0$, then $\vartheta(\mathbb{G}), \vartheta(\overline{\mathrm{G}}) \in \mathbb{Q}$ (i.e., rational numbers).
Corollary 3.4 (An identity for vertex-transitive or strongly regular graphs). The equality

$$
\begin{equation*}
\vartheta(\mathrm{G}) \vartheta(\overline{\mathrm{G}})=n \tag{3.6}
\end{equation*}
$$

holds for all vertex-transitive graphs and for all strongly regular graphs.
Proof. Equality (3.6) holds for vertex-transitive graphs by Theorem 8 in [11]. For strongly regular graphs, (3.6) follows readily from the expressions for the Lovász $\vartheta$-functions in (3.3) and (3.4).

Remark 3.5. By Theorem 5 in [37], equality (3.6) holds more generally for all graphs derived from symmetric association schemes, specifically including the family of strongly regular graphs.
Remark 3.6 (Strongly regular graphs are not necessarily vertex- or edge-transitive graphs). In light of Corollary 3.4 , it should be noted that many strongly regular graphs are neither vertex- nor edgetransitive. One such example is Gritsenko's graph [80], which is a conference graph on 65 vertices; it is a strongly regular graph with parameters $\operatorname{srg}(65,32,15,16)$ that is neither vertex- nor edge-transitive, and it is also not self-complementary. These findings can be verified, for example, by the aid of the SageMath software [51]. The existence of a self-complementary and strongly regular graph that is not vertex-transitive, however, remains an open problem (see Item 6 in Remark 3.12).

### 3.1.2. The Shannnon capacity of self-complementary vertex-transitive graphs

In some cases, the Shannon capacity of a graph can be calculated exactly, and the Lovász $\vartheta$-function is a tight bound. This includes the following result.

Theorem 3.7 (Theorem 12 in [11]). Let G be an undirected and simple graph on $n$ vertices.
(1) If G is a vertex-transitive graph on $n$ vertices, then

$$
\begin{equation*}
\alpha(\mathrm{G} \boxtimes \mathrm{G})=\Theta(\mathrm{G} \boxtimes \mathrm{G})=\vartheta(\mathrm{G} \boxtimes \mathrm{G})=n . \tag{3.7}
\end{equation*}
$$

(2) If G is a self-complementary and vertex-transitive graph on $n$ vertices, then

$$
\begin{equation*}
\Theta(\mathrm{G})=\sqrt{n}=\vartheta(\mathrm{G}) . \tag{3.8}
\end{equation*}
$$

Remark 3.8. Strengthened and refined versions of Theorem 3.7 are provided in Section 3.2.

### 3.1.3. On classes of regular and self-complementary graphs

Theorem 3.9 (On symmetry, regularity, and strong regularity). If G is a regular graph, and G and $\overline{\mathrm{G}}$ are both edge-transitive, then G is a strongly regular graph.

Theorem 3.10 ( [81]). A connected, strongly regular, and edge-transitive graph is vertex-transitive.
Corollary 3.11. If G is a self-complementary, regular, and edge-transitive graph, then G is strongly regular and vertex-transitive.

Proof. Corollary 3.11 follows as a special case of the combination of Theorems 3.9 and 3.10.
Remark 3.12. This remark refers to subclasses of self-complementary regular graphs.
(1) Self-complementary vertex-transitive graphs and self-complementary strongly regular graphs are nonequivalent classes. These two subclasses of self-complementary regular graphs have gained interest in the literature, as evidenced by their exploration in various works, including [34, 82-91].
(2) Self-complementary regular graphs that are edge-transitive are also strongly regular (Lemma 4.3 in [87]) and vertex-transitive (Theorem 4.12 in [83], and Corollary 3.11 here).
(3) The converse of the statement in Item 2 is false. Even if a graph is self-complementary, strongly regular, and vertex-transitive, it is not necessarily edge-transitive. This can be confirmed using the SageMath software, by showing that there are pseudo Latin square graphs, which are squared skew-Hadamard matrix graphs, possessing the mentioned properties but lacking edge-transitivity.
(4) Self-complementary vertex-transitive graphs are not necessarily strongly regular, as evidenced by a specific construction. This construction involves a self-complementary and vertex-transitive circulant graph on 13 vertices, which is not strongly regular (see Theorems 4.1 and 4.5 in $[87,89]$ ).
(5) A conference graph is a strongly regular graph of the form $\operatorname{srg}(4 k+1,2 k, k-1, k)$ with $k \in \mathbb{N}$. A self-complementary and strongly regular graph is a conference graph, as it can be verified by Item 1 of Theorem 2.36.
(6) It is an open problem to determine if there exists a self-complementary and strongly regular graph that is not vertex-transitive (see page 88 in [82]).

The following results hold for two subclasses of self-complementary regular graphs.
Theorem 3.13 (Theorem 2 in [84]). There exists a self-complementary strongly regular graph on $n$ vertices only if $n \equiv 1 \bmod 4$ is expressible as a sum of two squares of integers.

Notably, Theorem 3.13 omits the 'if' part, which posits the presence of such graphs for all cases meeting the specified congruence and sum of squares criteria. This aspect remains an unresolved issue.

Theorem 3.14 (Muzychuk [85], Rao [87]). There exists a self-complementary vertex-transitive graph on $n$ vertices if and only if $n \equiv 1 \bmod 4$ is expressible as a sum of two squares of integers.

- The 'if' part of Theorem 3.14 is due to Theorem 4.6 in [87].
- The 'only if' part of Theorem 3.14 is due to [85].

In light of Theorems 3.13 and 3.14, the following result is presented, which is a well-established finding in number theory (see, e.g., Chapter 4 in [92]).

Theorem 3.15 (Sum of two squares of integers). A natural number $n \in \mathbb{N}$ can be represented as a sum of two squares of integers if and only if every prime factor of the form $p=4 m+3$ appears with an even exponent in the prime decomposition of $n$.

### 3.1.4. Latin square graphs

The class of Latin square graphs consists of two types: Strongly regular graphs and complete graphs. To facilitate their presentation, two key notions are briefly introduced.

Definition 3.16 (Transversal 2-designs). Let $m \geq 2$ and $n \geq 1$ be integers. A transversal 2-design of order $n$ and block size $m$ is a triple $(\mathcal{X}, \mathscr{G}, \mathscr{B})$, satisfying the following conditions:
(1) $X$ is a set of $m n$ points.
(2) $\mathscr{G}=\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{m}\right\}$ is a partition of $\mathcal{X}$ into $m$ subsets (called groups), each containing $n$ points.
(3) $\mathscr{B}$ is a class of subsets of $\mathcal{X}$ (called blocks) such that
(a) Every block $\mathcal{B} \in \mathscr{B}$ contains exactly one point from each group $\mathcal{G}_{j}$ with $j \in[m]$.
(b) Every two points, not contained in the same group, belong together to a single block $\mathcal{B} \in \mathscr{B}$.

Such a transversal 2-design is denoted by $\operatorname{TD}(m, n)$.
Theorem 3.17. Let $(\mathcal{X}, \mathscr{G}, \mathscr{B})$ be a transversal 2-design $\operatorname{TD}(m, n)$. Then,
(1) Every block $\mathcal{B} \in \mathscr{B}$ contains $m$ points.
(2) Every point $x \in \mathcal{X}$ belongs to $n$ blocks.
(3) Every two distinct blocks $\mathcal{B}, \mathcal{B}^{\prime} \in \mathscr{B}$ intersect in one element or in no element.
(4) $|\mathscr{B}|=n^{2}$.

Definition 3.18 (Latin squares). A Latin square of order $n$ is an $n \times n$ array filled with $n$ different symbols, each occurring exactly once in each row and in each column.

In the continuation, a Latin square of order $n$ is filled with the elements of the set $[n] \triangleq\{1, \ldots, n\}$.
Theorem 3.19. The number of Latin squares of order $n$, denoted by $L(n)$, satisfies

$$
\begin{equation*}
\frac{n!^{2 n}}{n^{n^{2}}} \leq L(n) \leq \prod_{k=1}^{n} k!^{\frac{n}{k}}, \tag{3.9}
\end{equation*}
$$

and, consequently, the following exact asymptotic result holds:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{L(n)^{\frac{1}{n^{2}}}}{n}=\frac{1}{\mathrm{e}^{2}} \tag{3.10}
\end{equation*}
$$

Proof. See, e.g., Chapter 37 (pages 266-267) of [92].
Definition 3.20 (Orthogonal Latin squares). Two Latin squares $\mathbf{A}=\left(a_{i, j}\right)$ and $\mathbf{B}=\left(b_{i, j}\right)$ of order $n$ are said to be orthogonal Latin squares if for all $x, y \in[n]$, there exists a unique position $(i, j) \in[n] \times[n]$ such that $a_{i, j}=x$ and $b_{i, j}=y$. A set of Latin squares of the same order are said to be mutually orthogonal if every pair of squares within the set are orthogonal.
Theorem 3.21 (On mutually orthogonal Latin squares). Let $n \in \mathbb{N}$, and denote by $N(n)$ the largest number of mutually orthogonal Latin squares of order $n$.
(1) If $n$ is a prime power, then $N(n)=n-1$. In general, $N(n) \leq n-1$.
(2) The existence of $m-2$ mutually orthogonal Latin squares of order $n$ is equivalent to the existence of a transversal 2-design of order $n$ and block size $m$, namely $\mathrm{TD}(m, n)$.

Definition 3.22 (Latin square graphs). Let ( $\mathcal{X}, \mathscr{G}, \mathscr{B}$ ) be a $\mathrm{TD}(m, n)$ transversal 2-design with integers $m \geq 2$ and $n \geq 1$. The associated Latin square graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ has the vertex set $\mathrm{V}=\mathscr{B}$, and each two distinct vertices $\mathcal{B}, \mathcal{B}^{\prime} \in \mathscr{B}$ are adjacent if $\left|\mathcal{B} \cap \mathcal{B}^{\prime}\right|=1$. This graph is said to be an $\mathrm{L}_{m}(n)$-graph.

The following result characterizes Latin square graphs as either strongly regular or complete graphs.
Theorem 3.23. Let G be an $\mathrm{L}_{m}(n)$-graph with integers $m$ and $n$ such that $2 \leq m \leq n+1$.
(1) If $2 \leq m \leq n$, then G is strongly regular $\operatorname{srg}\left(n^{2}, m(n-1), m^{2}-3 m+n, m(m-1)\right)$.
(2) If $m=n+1$, then G is isomorphic to the complete graph $\mathrm{K}_{n^{2}}$.

Example 3.24 (Lattice graphs). For $n \geq 2$, the lattice graph on $n^{2}$ vertices is a Latin square graph $\mathrm{L}_{2}(n)$ with vertex set $[n] \times[n]$, where distinct vertices $(a, b)$ and $(c, d)$ are adjacent if $a=c$ or $b=d$. Two vertices in $\mathrm{L}_{2}(n)$ are adjacent if they lie in the same row or column in the Latin square of order $n$. By Theorem 3.23 with $m=2$, it is a strongly regular graph with parameters $\operatorname{srg}\left(n^{2}, 2(n-1), n-2,2\right)$.
Example 3.25 (Latin square graphs with block size 3). The Latin square graph $L_{3}(n)$, with $n \geq 2$, is constructed as follows. The vertices in the graph represent the $n^{2}$ cells of the Latin square of order $n$, and two vertices are adjacent if they lie in the same row or column, or if the cells of these vertices hold the same element in [n]. It is a specialization of the family of Latin square graphs $\mathrm{L}_{m}(n)$ with $m=3$, referring to the row, column and symbol in the cell as the conditions for adjacency of any two vertices. By Theorem 3.23 with $m=3$, it is a strongly regular graph with parameters $\operatorname{srg}\left(n^{2}, 3(n-1), n, 6\right)$.

### 3.1.5. Symplectic polar graphs

The symplectic polar graphs are a parametric family of strongly regular graphs with parameters $\operatorname{srg}(v, k, \lambda, \mu)$ given by

$$
\begin{align*}
& v=\frac{q^{2 n}-1}{q-1}  \tag{3.11}\\
& k=\frac{q\left(q^{2 n-2}-1\right)}{q-1},  \tag{3.12}\\
& \lambda=\frac{q^{2 n-2}-1}{q-1}-2,  \tag{3.13}\\
& \mu=\frac{q^{2 n-2}-1}{q-1}, \tag{3.14}
\end{align*}
$$

for all $n \in \mathbb{N}$ and $q \geq 2$ that is a prime power, so $\lambda=\mu-2$ and $\mu=\frac{k}{q}$. That symplectic polar graph is denoted by $\operatorname{Sp}(2 n, q)$ (see Section 2.5 in [52]). The clique number of $\operatorname{Sp}(2 n, q)$ is equal to $\frac{q^{n}-1}{q-1}$. By Theorem 2.37 and the parameters of the strongly regular graph in (3.11)-(3.14), the eigenvalues of the symplectic polar graph $\operatorname{Sp}(2 n, q)$ (with respect to its adjacency matrix) are given by

- $\lambda_{1}=k=\frac{q\left(q^{2 n-2}-1\right)}{q-1}$ (the largest eigenvalue) with multiplicity 1 ;
- $\lambda_{2}=r$ (the second-largest eigenvalue) with multiplicity $f$;
- $\lambda_{\text {min }}=s$ (the smallest eigenvalue) with multiplicity $g$,
where

$$
\begin{array}{ll}
r=q^{n-1}-1, & f=\frac{1}{2}\left(\frac{q^{2 n}-q}{q-1}+q^{n}\right) \\
s=-q^{n-1}-1, & g=\frac{1}{2}\left(\frac{q^{2 n}-q}{q-1}-q^{n}\right) . \tag{3.16}
\end{array}
$$

### 3.2. New results on the Shannon capacity of graphs

In this subsection, some new results are presented in regard to the Shannon capacity of graphs. The next theorem strengthens and extends Theorem 3.7 (see Theorem 12 in [11]).

Theorem 3.26 (On the Shannon capacity of graphs). Let G be an undirected and simple graph on $n$ vertices.
(1) If $G$ is a vertex-transitive or strongly regular graph, then

$$
\begin{equation*}
\alpha(\mathrm{G} \boxtimes \overline{\mathrm{G}})=\Theta(\mathrm{G} \boxtimes \overline{\mathrm{G}})=\vartheta(\mathrm{G} \boxtimes \overline{\mathrm{G}})=n . \tag{3.17}
\end{equation*}
$$

(2) If G is a conference graph, then $\vartheta(\mathrm{G})=\sqrt{n}$.
(3) If G is a self-complementary graph with $\alpha(\mathrm{G})=k$, then

$$
\begin{equation*}
\sqrt{n} \leq \Theta(\mathrm{G}) \leq 16 n^{\frac{k-1}{k+1}} . \tag{3.18}
\end{equation*}
$$

(4) If G is a self-complementary graph that is vertex-transitive or strongly regular, then

$$
\begin{align*}
\Theta(\mathrm{G})=\sqrt{n} & =\vartheta(\mathrm{G}),  \tag{3.19}\\
\sqrt{\alpha(\mathrm{G} \boxtimes \mathrm{G})} & =\Theta(\mathrm{G}) . \tag{3.20}
\end{align*}
$$

Hence, the minimum Shannon capacity among all self-complementary graphs of a fixed order $n$ is achieved by those that are vertex-transitive or strongly regular, and this minimum is equal to $\sqrt{n}$.

Proof. See Section 3.3.1.
Remark 3.27 (Discussion on Theorem 3.26). The following are comments in regard to Theorem 3.26.
(1) Item 1 of Theorem 3.26 extends Theorem 3.7 (i.e., Theorem 12 in [11]) since it holds for all strongly regular graphs, in addition to vertex-transitive graphs. In general, strongly regular graphs are not necessarily vertex-transitive (see Remark 3.6).
(2) In regard to Item 1 of Theorem 3.26, it should be noted that the complement of a vertex-transitive graph is vertex-transitive, and the complement of a strongly regular graph is strongly regular. The strong product of vertex-transitive graphs is vertex-transitive, whereas the strong product of strongly regular graphs is not necessarily strongly regular, but only regular; more explicitly, the strong product of $d_{1}$-regular and $d_{2}$-regular graphs is $d$-regular with $d=\left(1+d_{1}\right)\left(1+d_{2}\right)-1$. If G is a strongly regular graph that is not vertex-transitive, then the regular graph $\mathrm{G} \otimes \overline{\mathrm{G}}$ may not be vertex-transitive nor strongly regular. As a concrete example, let $G$ be the Gritsenko graph [80]. The graph $G$, a conference graph on 65 vertices, is not vertex- or edge-transitive. Utilizing the SageMath software, it can be verified that the strong product $\mathrm{G} \boxtimes \overline{\mathrm{G}}$ is not a strongly regular graph, nor is it vertex- or edge-transitive.
(3) Item 2 of Theorem 3.26 states that the Lovász $\vartheta$-function of a conference graph on $n$ vertices is equal to $\sqrt{n}$. For a conference graph G on $n$ vertices, $d=\frac{1}{2}(n-1)$ and $\lambda_{\min }(\mathrm{G})=-\frac{1}{2}(1+\sqrt{n})$, so, by Theorem 9 in [11] (see (2.58)), $\vartheta(\mathrm{G}) \leq \sqrt{n}$ with an equality if the regular graph G is edge-transitive. Item 2 of Theorem 3.26 shows that the rightmost equality in (3.19) holds for all conference graphs, regardless of the edge-transitivity property of the graph. There are many conference graphs that are not vertex-transitive, nor edge-transitive (for a concrete example, see Remark 3.6).
(4) In regard to Item 4 of Theorem 3.26, recall that self-complementary vertex-transitive graphs and self-complementary strongly regular graphs are not equivalent classes (see Remark 3.12).

The next two theorems provide the Shannon capacity of two infinite subclasses of strongly regular graphs (see Sections 3.1.4 and 3.1.5 for the presentation of these families of graphs).
Theorem 3.28 (The Shannon capacity of complements of Latin square graphs). Let $\mathrm{G}=\mathrm{L}_{m}(n)$ be a Latin square graph with $m, n \in \mathbb{N}$ and $2 \leq m<n$. Then,

$$
\begin{equation*}
\alpha(\overline{\mathrm{G}})=\Theta(\overline{\mathrm{G}})=\vartheta(\overline{\mathrm{G}})=n \tag{3.21}
\end{equation*}
$$

Proof. See Section 3.3.2.
Theorem 3.29 (Graph invariants of symplectic polar graphs and their complements). Let G be the symplectic polar graph $\operatorname{Sp}(2 n, q)$, where $n \in \mathbb{N}$ and $q \geq 2$ is a power of a prime. Then, the following holds:
(1) The independence number, Shannon capacity, and Lovász $\vartheta$-function of the complement graph $\bar{G}$ coincide, and they are given by

$$
\begin{equation*}
\alpha(\overline{\mathrm{G}})=\Theta(\overline{\mathrm{G}})=\vartheta(\overline{\mathrm{G}})=\frac{q^{n}-1}{q-1} . \tag{3.22}
\end{equation*}
$$

(2) The Lovász $\vartheta$-function of G , the chromatic number of $\overline{\mathrm{G}}$, and the fractional chromatic number of $\overline{\mathrm{G}}$ coincide, and they are given by

$$
\begin{equation*}
\vartheta(\mathrm{G})=\chi_{\mathrm{f}}(\overline{\mathrm{G}})=\chi(\overline{\mathrm{G}})=q^{n}+1 . \tag{3.23}
\end{equation*}
$$

Proof. See Section 3.3.3.
Remark 3.30 (The independence number of symplectic polar graphs). By Proposition 2.5 .4 in [52], the independence number of the symplectic polar graph $\mathrm{G}=\operatorname{Sp}(2 n, q)$ (with $n \in \mathbb{N}$ and $q \geq 2$ that is a prime power) satisfies

- $\alpha(\mathrm{G})=q+1$ if $n=1$ (an edgeless graph on $q+1$ vertices);
- $\alpha(\mathrm{G})=2 n+1$ if $q=2$ and $n \in \mathbb{N}$;
- $\alpha(\mathrm{G})=7$ if $q=3$ and $n=2$;
- $\alpha(\mathrm{G}) \leq 15 \cdot 2^{n-3}-2$ if $q=3$ and $n \geq 3$;
- If $q \geq 4$ is a prime power and $n \geq 3$, then

$$
\begin{equation*}
\alpha(\mathrm{G}) \leq \frac{q(q-1)^{n-3}-2}{q-2}+\frac{1}{2} q(q-1)^{n-3}\left(\sqrt{5 q^{4}+6 q^{3}+7 q^{2}+6 q+1}-q^{2}-q-1\right) . \tag{3.24}
\end{equation*}
$$

Hence, unless $n=1$ (resulting in an edgeless graph on $q+1$ vertices), in general $\alpha(\mathrm{G})<q^{n}+1=\vartheta(\mathrm{G})$ (the last equality holds by (3.23)).

A new result on the Shannon capacity of two types of joins of graphs is later provided in Section 4.2. The presentation of the Shannon capacity of these types of graphs is deferred to the next section since additional preliminary material is needed for that purpose.

In the following, Section 3.3 provides proofs for the results in this section, and Section 3.4 concludes with numerical experiments illustrating these results.

### 3.3. Proofs

This section proves the results in Section 3.2.

### 3.3.1. Proof of Theorem 3.26

Items 1-4 of Theorem 3.26 are proved as follows.
(1) For every undirected and simple graph $G$ on $n$ vertices,

$$
\begin{equation*}
\alpha(\mathrm{G} \otimes \overline{\mathrm{G}}) \geq n, \tag{3.25}
\end{equation*}
$$

which holds since $\{(1,1), \ldots(n, n)\}$ is an independent set in the strong product graph $\mathrm{G} \otimes \overline{\mathrm{G}}$. Indeed, if $i, j \in[n], i \neq j$, and $\{i, j\} \in \mathrm{E}(\mathrm{G})$, then $\{i, j\} \notin \mathrm{E}(\overline{\mathrm{G}})$, which implies that $\{(i, i),(j, j)\} \notin \mathrm{E}(\mathrm{G} \boxtimes \overline{\mathrm{G}})$. If $G$ is vertex-transitive or strongly regular, then by (2.56), (3.6), and (3.25),

$$
\begin{align*}
n & \leq \alpha(\mathrm{G} \otimes \overline{\mathrm{G}})  \tag{3.26}\\
& \leq \Theta(\mathrm{G} \otimes \overline{\mathrm{G}})  \tag{3.27}\\
& \leq \vartheta(\mathrm{G} \otimes \overline{\mathrm{G}})  \tag{3.28}\\
& =\vartheta(\mathrm{G}) \vartheta(\overline{\mathrm{G}})  \tag{3.29}\\
& =n,  \tag{3.30}\\
\Rightarrow & \alpha(\mathrm{G} \boxtimes \overline{\mathrm{G}})=\Theta(\mathrm{G} \otimes \overline{\mathrm{G}})=\vartheta(\mathrm{G} \boxtimes \overline{\mathrm{G}})=n . \tag{3.31}
\end{align*}
$$

(2) Let $G$ be a conference graph on $n$ vertices. Then, $G$ and $\bar{G}$ are strongly regular graphs with the same set of parameters $\operatorname{srg}\left(n, \frac{n-1}{2}, \frac{n-1}{5}, \frac{n-1}{4}\right)$. By Theorem 3.3, the Lovász $\vartheta$-function of a strongly regular graph is determined by its four parameters, so it follows that $\vartheta(\mathrm{G})=\vartheta(\overline{\mathrm{G}})$. By (3.6) and the rightmost equality in (3.31), it follows that $\vartheta(\mathrm{G})=\sqrt{n}$.
(3) If G is a self-complementary graph on $n$ vertices, then

$$
\begin{align*}
\Theta(\mathrm{G}) & \geq \sqrt{\alpha(\mathrm{G} \otimes \mathrm{G})}  \tag{3.32}\\
& =\sqrt{\alpha(\mathrm{G} \otimes \overline{\mathrm{G}})}  \tag{3.33}\\
& \geq \sqrt{n}, \tag{3.34}
\end{align*}
$$

where inequality (3.32) holds by (2.36); equality (3.33) holds by the assumption that G is selfcomplementary, so $G \boxtimes G \cong G \otimes \bar{G}$; finally, (3.34) holds by (3.25). This proves the leftmost inequality in (3.18). The rightmost inequality in (3.18) holds by combining (2.51) and (2.61) (it should be noted that inequality (2.61) holds by Theorem 11.18 in [29], irrespectively of the selfcomplementary property of the graph $G$ ).
(4) If a self-complementary graph $G$ on $n$ vertices is vertex-transitive or strongly regular, then by (3.30)

$$
\begin{equation*}
n=\vartheta(\mathrm{G}) \vartheta(\overline{\mathrm{G}})=\vartheta(\mathrm{G})^{2} \tag{3.35}
\end{equation*}
$$

which gives $\vartheta(\mathrm{G})=\sqrt{n}$. Combined with Item 3 of this proof, it gives

$$
\begin{equation*}
\sqrt{n} \leq \Theta(\mathrm{G}) \leq \vartheta(\mathrm{G})=\sqrt{n}, \tag{3.36}
\end{equation*}
$$

SO

$$
\begin{equation*}
\Theta(\mathrm{G})=\vartheta(\mathrm{G})=\sqrt{n} . \tag{3.37}
\end{equation*}
$$

Finally, combining (3.31) and (3.37) gives

$$
\begin{equation*}
\sqrt{\alpha(\mathrm{G} \otimes \mathrm{G})}=\sqrt{n}=\Theta(\mathrm{G}) . \tag{3.38}
\end{equation*}
$$

### 3.3.2. Proof of Theorem 3.28

The Latin square graph $\mathrm{L}_{m}(n)$, with $m, n \in \mathbb{N}$ and $2 \leq m<n$, has the property that each of its edges is contained in a clique of size $n$, so

$$
\begin{equation*}
\alpha(\overline{\mathrm{G}}) \geq n \tag{3.39}
\end{equation*}
$$

By Theorem 3.23, the graph $\mathrm{G}=\mathrm{L}_{m}(n)$ is strongly regular with the parameters

$$
\begin{equation*}
|\mathrm{V}(\mathrm{G})|=n^{2}, \quad d=m(n-1), \quad \lambda=m^{2}-3 m+n, \quad \mu=m(m-1) \tag{3.40}
\end{equation*}
$$

By Theorem 3.3, the Lovász $\vartheta$-function of G is then equal to

$$
\begin{equation*}
\vartheta(\mathrm{G})=\frac{|\mathrm{V}(\mathrm{G})|(t+\mu-\lambda)}{2 d+t+\mu-\lambda} \tag{3.41}
\end{equation*}
$$

with

$$
\begin{align*}
t & \triangleq \sqrt{(\mu-\lambda)^{2}+4(d-\mu)}  \tag{3.42}\\
& =\sqrt{(2 m-n)^{2}+4 m(n-m)}  \tag{3.43}\\
& =n, \tag{3.44}
\end{align*}
$$

where equality (3.42) holds by (3.5), equality (3.43) is derived from (3.40), and equality (3.44) is obtained by straightforward algebra (specifically through the cancellation of $m$ ). It therefore follows from (3.40)-(3.44) that

$$
\begin{align*}
\vartheta(\mathrm{G}) & =\frac{|\mathrm{V}(\mathrm{G})|(t+\mu-\lambda)}{2 d+t+\mu-\lambda}  \tag{3.45}\\
& =\frac{n^{2}[n+m(m-1)-((m-1)(m-2)+n-2)]}{2 m(n-1)+n+m(m-1)-((m-1)(m-2)+n-2)}  \tag{3.46}\\
& =\frac{2 m n^{2}}{2 m n}=n . \tag{3.47}
\end{align*}
$$

Since G is a strongly regular graph on $n^{2}$ vertices, by Corollary 3.4,

$$
\begin{equation*}
\vartheta(\overline{\mathrm{G}})=\frac{|\mathrm{V}(\mathrm{G})|}{\vartheta(\mathrm{G})}=\frac{n^{2}}{n}=n \tag{3.48}
\end{equation*}
$$

Finally, since the Shannon capacity of a graph is bounded between its independence number and its Lovász $\vartheta$-function, (3.21) follows from (3.39) and (3.48); hence, (3.39) holds with equality. Since the Lovász $\vartheta$-function of strongly regular graphs only depends on their four parameters ( $n, d, \lambda, \mu$ ) , it is identical for all (nonisomorphic) strongly regular graphs with the same set of four parameters. Hence, $\vartheta(\mathrm{G})=n$ holds for all the pseudo Latin square graphs $\mathrm{PL}_{m}(n)$, which form the class of all the strongly regular graphs with four parameters that are identical to those of the Latin square graph $\mathrm{L}_{m}(n)$.

### 3.3.3. Proof of Theorem 3.29

Let G be the symplectic polar graph $\operatorname{Sp}(2 n, q)$, with $n \in \mathbb{N}$ and $q \geq 2$ that is a prime power. By Section 2.5.4 in [52],

$$
\begin{equation*}
\alpha(\overline{\mathrm{G}})=\omega(\mathrm{G})=\frac{q^{n}-1}{q-1} . \tag{3.49}
\end{equation*}
$$

The complement graph of a strongly regular graph, $\operatorname{srg}(\nu, k, \lambda, \mu)$, is a strongly regular graph with parameters $\operatorname{srg}(v, v-k-1, v-2 k+\mu-2, v-2 k+\lambda)$ (see Item 1 of Theorem 2.36). Substituting $v, k, \lambda, \mu$ in (3.11)-(3.14) gives that $\overline{\mathrm{G}}$ is a strongly regular graph on $v$ vertices with the parameters

$$
\begin{equation*}
\operatorname{srg}\left(\frac{q^{2 n}-1}{q-1}, q^{2 n-1}, q^{2 n-2}(q-1), q^{2 n-2}(q-1)\right) . \tag{3.50}
\end{equation*}
$$

The complement graph $\overline{\mathrm{G}}$ has the 3 distinct eigenvalues $q^{2 n-1},-1-s=q^{n-1}$, and $-1-r=-q^{n-1}$ with multiplicities $1, g$, and $f$, respectively (see (3.15) and (3.16)). Substituting the four parameters of the strongly regular graph $\mathrm{G}=\operatorname{srg}(v, k, \lambda, \mu)$, as given in (3.11)-(3.14), into (3.5) gives

$$
\begin{align*}
t & =\sqrt{(\mu-\lambda)^{2}+4(k-\mu)}  \tag{3.51}\\
& =2 \sqrt{k-\mu+1}  \tag{3.52}\\
& =2 \sqrt{\frac{q\left(q^{2 n-2}-1\right)}{q-1}-\frac{q^{2 n-2}-1}{q-1}+1}  \tag{3.53}\\
& =2 q^{n-1}, \tag{3.54}
\end{align*}
$$

where equality (3.52) holds, by (3.13) and (3.14), since $\lambda=\mu-2$; equality (3.53) further holds by (3.12). Consequently, the Lovász $\vartheta$-function of the complement graph $\overline{\mathrm{G}}$ is equal to

$$
\begin{align*}
\vartheta(\overline{\mathrm{G}}) & =1+\frac{2 k}{t+\mu-\lambda}  \tag{3.55}\\
& =1+\frac{2 q\left(q^{2 n-2}-1\right)}{(q-1)\left(2 q^{n-1}+2\right)}  \tag{3.56}\\
& =\frac{q^{n}-1}{q-1}, \tag{3.57}
\end{align*}
$$

where (3.55) holds by (3.4), and (3.56) follows from the combination of (3.11)-(3.14) and (3.54). Since, by (3.49) and (3.57), $\alpha(\overline{\mathrm{G}})=\vartheta(\overline{\mathrm{G}})=\frac{q^{n}-1}{q-1}$, the Shannon capacity of the complement graph $\overline{\mathrm{G}}$ is also equal to that common value, i.e., $\Theta(\bar{G})=\frac{q^{n}-1}{q-1}$. This proves (3.22).

By Theorem 2.4 in [93], the chromatic number of the complement graph $\overline{\mathrm{G}}$ is given by

$$
\begin{equation*}
\chi(\overline{\mathbf{G}})=q^{n}+1 \tag{3.58}
\end{equation*}
$$

and since G and $\overline{\mathrm{G}}$ are strongly regular graphs on $v$ vertices, the combination of equalities (3.6), (3.11), and (3.57) give

$$
\begin{equation*}
\vartheta(\mathrm{G})=\frac{v}{\vartheta(\overline{\mathrm{G}})}=\frac{\frac{q^{2 n}-1}{q-1}}{\frac{q^{n}-1}{q-1}}=q^{n}+1 \tag{3.59}
\end{equation*}
$$

Consequently, from (3.58) and (3.59),

$$
\begin{equation*}
\vartheta(\mathbf{G})=\chi(\overline{\mathbf{G}})=q^{n}+1 . \tag{3.60}
\end{equation*}
$$

This finally proves (3.23) by combining (2.52), which gives $\vartheta(\mathrm{G}) \leq \chi_{\mathrm{f}}(\overline{\mathrm{G}}) \leq \chi(\overline{\mathrm{G}})$, and (3.60).

### 3.4. Examples for the results in Section 3.2

Example 3.31 (Paley graphs). Let $q$ be a prime power such that $q \equiv 1 \bmod 4$. That is, $q$ is either an arbitrary power of a prime congruent to 1 modulo 4 or it is an even power of a prime congruent to 3 modulo 4. The vertex set of a Paley graph of order $q$ is $\{0,1, \ldots, q-1\}$, and any two such distinct vertices are adjacent if their difference is a quadratic residue modulo $q$. Paley graphs are known to be a class of self-complementary, vertex-transitive, and strongly regular graphs with parameters $\operatorname{srg}\left(q, \frac{1}{2}(q-1), \frac{1}{4}(q-5), \frac{1}{4}(q-1)\right)$ (a Paley graph is therefore a conference graph). By Item 4 of Theorem 3.26, the Shannon capacity of a Paley graph $\mathrm{G}_{q}$ of order $q$ is given by $\Theta\left(\mathrm{G}_{q}\right)=\sqrt{q}$, and

$$
\begin{equation*}
\alpha\left(\mathbf{G}_{q} \boxtimes \mathrm{G}_{q}\right)=q=\Theta\left(\mathbf{G}_{q}\right)^{2} . \tag{3.61}
\end{equation*}
$$

If $q$ is an even power of a prime, then $\alpha\left(\mathbf{G}_{q}\right)=\sqrt{q}$ (see [94, 95]), so $\alpha\left(\mathbf{G}_{q} \boxtimes \mathbf{G}_{q}\right)=q=\alpha\left(\mathbf{G}_{q}\right)^{2}$. If $q$ is equal to a prime number, then the determination of the independence number of such a Paley graph is an unsolved number-theoretic problem, and it is conjectured that $\alpha\left(\mathrm{G}_{q}\right)=O\left((\log q)^{2}\right)$ (see Example 11.14 in [29], which refers to the case where $q \equiv 1 \bmod 4$ is a prime).

Example 3.32 (Shannon capacity of the complements of Latin square graphs with block size 3). By Example 3.25, for any integer $n \geq 3$, a Latin square graph with block size $m=3$ is a strongly regular graph whose parameters are given by $\operatorname{srg}\left(n^{2}, 3(n-1), n, 6\right)$. By Item 1 of Theorem 2.36 (see equalities (2.27)-(2.30)), the complement of this graph is a strongly regular graph whose parameters are given by $\operatorname{srg}\left(n^{2},(n-2)(n-1),(n-3)^{2}+1,(n-3)(n-2)\right)$. In light of Theorem 3.28, the Shannon capacity of these graphs are given in Table 1 for all $3 \leq n \leq 16$.

Example 3.33 (Shannon capacity of the complements of the symplectic polar graphs). The symplectic polar graphs form an infinite subfamily of the strongly regular graphs; they are briefly addressed in Section 3.1.5 (see also Section 2.5 in [52] for more details). In light of Theorem 3.29, the independence number, Shannon capacity, and the Lovász $\vartheta$-function of the complements of symplectic polar graphs coincide, and their common value is given by (3.22). Table 2 provides the Shannon capacity of the complements of the symplectic polar graphs $\mathrm{H}=\overline{\mathrm{Sp}(2 n, q)}$ where $q \geq 2$ is a power of a prime and $n \in \mathbb{N}$. The set of parameters of these strongly regular graphs is given in (3.50).

Table 1. The Shannon capacity of Latin square graph complements $\overline{\mathrm{L}_{3}(n)}$ (Example 3.32).

| $n$ | $\overline{\mathrm{~L}_{3}(n)}$ | $\Theta\left(\overline{\mathrm{L}_{3}(n)}\right)$ |
| :--- | :--- | :---: |
| 3 | $\operatorname{srg}(9,2,1,0)$ | 3 |
| 4 | $\operatorname{srg}(16,6,2,2)$ | 4 |
| 5 | $\operatorname{srg}(25,12,5,6)$ | 5 |
| 6 | $\operatorname{srg}(36,20,10,12)$ | 6 |
| 7 | $\operatorname{srg}(49,30,17,20)$ | 7 |
| 8 | $\operatorname{srg}(64,42,26,30)$ | 8 |
| 9 | $\operatorname{srg}(81,56,37,42)$ | 9 |
| 10 | $\operatorname{srg}(100,72,50,56)$ | 10 |
| 11 | $\operatorname{srg}(121,90,65,72)$ | 11 |
| 12 | $\operatorname{srg}(144,110,82,90)$ | 12 |
| 13 | $\operatorname{srg}(169,132,101,110)$ | 13 |
| 14 | $\operatorname{srg}(196,156,122,132)$ | 14 |
| 15 | $\operatorname{srg}(225,182,145,156)$ | 15 |
| 16 | $\operatorname{srg}(256,210,170,182)$ | 16 |

Table 2. The Shannon capacity of complements of symplectic polar graphs (Example 3.33).

| $n$ | $q$ | $\mathrm{H}=\overline{\mathrm{Sp}(2 n, q)}$ | $\Theta(\mathrm{H})$ |
| :---: | :---: | :--- | :---: |
| 3 | 2 | $\operatorname{srg}(63,32,16,16)$ | 7 |
| 3 | 3 | $\operatorname{srg}(364,243,162,162)$ | 13 |
| 3 | 4 | $\operatorname{srg}(1365,1024,768,768)$ | 21 |
| 3 | 5 | $\operatorname{srg}(3906,3125,2500,2500)$ | 31 |
| 3 | 7 | $\operatorname{srg}(19608,16807,14406,14406)$ | 57 |
| 4 | 2 | $\operatorname{srg}(255,128,64,64)$ | 15 |
| 4 | 3 | $\operatorname{srg}(3280,2187,1458,1458)$ | 40 |
| 4 | 4 | $\operatorname{srg}(21845,16384,12288,12288)$ | 85 |

## 4. On cospectral and nonisomorphic graphs, and on joins of graphs

The construction of cospectral and nonisomorphic graphs is a nontrivial problem in spectral graph theory, which has gained interest in the literature (see [31-33,96-104] and references therein).

The present section employs the Lovász $\vartheta$-function of graphs to unveil novel insights into regular and irregular, cospectral and nonisomorphic graphs. Additionally, it explores new properties of two types of joins of graphs, recently introduced in [32,33], within the context of irregular, cospectral and nonisomorphic graphs.

To facilitate comprehension, we introduce specific preliminaries essential for the present section in Section 4.1. Following this, the new results are presented in Section 4.2. Subsequently, we delve into the proofs of these results in Section 4.3. Finally, in Section 4.4, we engage in discussions, offer illustrative examples, and conduct numerical experimentation to provide further insights into the new results.

### 4.1. Specialized preliminaries for Section 4

The preliminary material in this subsection forms a continuation to Section 2.1.3.
Definition 4.1 (Cospectral graphs). Let G and H be graphs. Then,

- G and H are said to be $X$-cospectral, with $X \in\{A, L, Q, \mathcal{L}\}$, if these graphs have an identical $X$-spectrum.
- G and H are said to be $X$-NICS if these graphs are nonisomorphic and $X$-cospectral.
- Let $\mathcal{S} \subseteq\{A, L, Q, \mathcal{L}\}$. The graphs G and H are said to be $\mathcal{S}$-NICS if they are $X$-NICS for every $X \in \mathcal{S}$.

Remark 4.2 (Relations between spectra of regular graphs). If G is a $d$-regular graph on $n$ vertices, then by (2.11)-(2.14) and (2.18)-(2.21), for all $i \in[n]$

$$
\begin{equation*}
\mu_{i}(\mathrm{G})=d-\lambda_{i}(\mathrm{G}), \quad v_{i}(\mathrm{G})=d+\lambda_{i}(\mathrm{G}), \quad \delta_{i}(\mathrm{G})=1-\frac{\lambda_{i}(\mathrm{G})}{d} . \tag{4.1}
\end{equation*}
$$

If G and H are regular graphs that are $X$-cospectral for some $X \in\{A, L, Q, \mathcal{L}\}$, then it follows from the equalities in (4.1) that G and H are $X$-cospectral for every $X \in\{A, L, Q, \mathcal{L}\}$. Therefore, for regular graphs, the property of being cospectral remains unchanged regardless of the matrix chosen among $\mathbf{A}, \mathbf{L}, \mathbf{Q}$, and $\mathcal{L}$.

Definition 4.3 (Seidel switching). Let G be a graph with the vertex set $\mathrm{V}(\mathrm{G})$, and let $\mathcal{X} \subseteq \mathrm{V}(\mathrm{G})$. Constructing a new graph $\hat{G}$ by preserving all the edges in G between vertices in $\mathcal{X}$ and all the edges in $G$ between vertices in $V(G) \backslash \mathcal{X}$, while modifying adjacency and nonadjacency between vertices in $\mathcal{X}$ and $\mathrm{V}(\mathrm{G}) \backslash \mathcal{X}$, is referred to as Seidel switching.

The next result shows the importance of Seidel switching for the construction of regular, connected, and cospectral graphs.

Theorem 4.4 (Seidel switching and cospectraility). Let G be a connected and d-regular graph, and let $\hat{\mathrm{G}}$ be obtained from G by Seidel switching. If $\hat{\mathrm{G}}$ remains connected and d-regular, then G and $\hat{\mathrm{G}}$ are cospectral graphs.

Definition 4.5 (Determination of a graph by its spectrum). A graph $G$ is determined by its $X$-spectrum if every graph H that is $X$-cospectral with G is also isomorphic to G .

Theorem 4.6 ([31]). If G is a regular graph, then the following statements are equivalent:

- G is determined by its adjacency spectrum ( $A$-spectrum);
- G is determined by its Laplacian spectrum (L-spectrum);
- G is determined by its signless Laplacian spectrum (Q-spectrum);
- $G$ is determined by its normalized Laplacian spectrum ( $\mathcal{L}$-spectrum).

Theorem 4.7 ([31]). All regular graphs on less than 10 vertices are determined by their spectrum. Additionally, there are four pairs of nonisomorphic and cospectral regular graphs on 10 vertices.

The reader is referred to $[31,33,99,105-110]$ for analyses on graphs determined by their spectra with respect to their adjacency, Laplacian, signless Laplacian, or normalized Laplacian matrices.

Example 4.8 (Irregular NICS graphs). Figure 1 displays four pairs of irregular, nonisomorphic, and cospectral (NICS) graphs with respect to a single matrix among the matrices $\mathbf{A}, \mathbf{L}, \mathbf{Q}$, and $\mathcal{L}$. Notably, each of these pairs of graphs are no longer cospectral with respect to the other three matrices [98]. It can be verified (e.g., by the Sage Math software [51]) that the common characteristic polynomials of the pairs of $A$-NICS, $L$-NICS, $Q$-NICS, and $\mathcal{L}$-NICS graphs in Figure 1 are, respectively, given by

$$
\begin{align*}
& f_{\mathbf{A}}(x)=x^{5}-4 x^{3}  \tag{4.2}\\
& f_{\mathbf{L}}(x)=x^{6}-14 x^{5}+73 x^{4}-176 x^{3}+192 x^{2}-72 x,  \tag{4.3}\\
& f_{\mathbf{Q}}(x)=x^{4}-6 x^{3}+9 x^{2}-4 x  \tag{4.4}\\
& f_{\mathcal{L}}(x)=x^{4}-4 x^{3}+5 x^{2}-2 x \tag{4.5}
\end{align*}
$$



Figure 1. Pairs of $A$-NICS, $L$-NICS, $Q$-NICS, and $\mathcal{L}$-NICS graphs [98]. Each pair of graphs is cospectral with respect to only one of the four matrices.

By Theorem 4.7, there is no pair of cospectral and nonisomorphic regular graphs on less than 10 vertices. The next example shows a pair of regular NICS graphs on 10 vertices.

Example 4.9 (Regular NICS graphs [31]). Let G and H be the regular graphs depicted on the left and right-hand sides of Figure 2, respectively. These are 4-regular graphs on 10 vertices, and they are cospectral while being nonisomorphic [31]. Indeed, the identical $A$-characteristic polynomials of G and H are given by

$$
\begin{equation*}
f_{\mathbf{A}}(x)=x^{10}-20 x^{8}-16 x^{7}+110 x^{6}+136 x^{5}-180 x^{4}-320 x^{3}+9 x^{2}+200 x+80, \tag{4.6}
\end{equation*}
$$

so these regular graphs are cospectral. Alternatively, the cospectrality of the regular graphs $G$ and H can be inferred from Theorem 4.4, without needing to compute their characteristic polynomials or eigenvalues. This inference is made by verifying the isomorphism of H and the Seidel switching of G with respect to its four corners, while also ensuring that the latter graph and $G$ are both connected and 4-regular. However, the cospectral graphs G and H are nonisomorphic because each of the two blue edges in G belongs to three triangles, whereas no such edge exists in H (see Figure 2).


Figure 2. A pair of cospectral and nonisomorphic 4-regular graphs on 10 vertices [31]. Denote the left and right plots by $G$ and $H$, respectively.

It is of interest to explore constructions of irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs, as they exhibit cospectrality concerning four matrices that include the adjacency, Laplacian, signless Laplacian, and normalized Laplacian matrices. However, despite this cospectrality, the graphs are nonisomorphic. To delve deeper into this topic, we refer to the recent study by Berman and Hamud [32,33], which begins with essential definitions.

Definition 4.10 (Join of graphs). Let $G$ and $H$ be two graphs with disjoint vertex sets. The join of $G$ and H is defined to be their disjoint union, together with all the edges that connect the vertices in G with the vertices in H . It is denoted by $\mathrm{G} \vee \mathrm{H}$.

Remark 4.11 (Join and disjoint union of graphs). Since the edge set of the disjoint union of graphs G and $H$, denoted by $G+H$, does not include any edge that connects a vertex in $G$ with a vertex in $H$ (see Definition 2.6), the following equality holds:

$$
\begin{equation*}
\overline{\mathrm{G} \vee \mathrm{H}}=\overline{\mathrm{G}}+\overline{\mathrm{H}} . \tag{4.7}
\end{equation*}
$$

Definition 4.12 (Neighbors splitting join of graphs [104]). Let G and H be graphs with disjoint vertex sets, and let $\mathrm{V}(\mathrm{G})=\left\{v_{1}, \ldots, v_{n}\right\}$. The neighbors splitting (NS) join of G and H is obtained by adding vertices $v_{1}^{\prime}, \ldots, v_{n}^{\prime}$ to the vertex set of $\mathrm{G} \vee \mathrm{H}$ and connecting $v_{i}^{\prime}$ to $v_{j}$ if and only if $\left\{v_{i}, v_{j}\right\} \in \mathrm{E}(\mathrm{G})$. The NS join of G and H is denoted by $\mathrm{G} \underline{\vee} \mathrm{H}$.
Definition 4.13 (Nonneighbors splitting join of graphs [32,33]). Let G and H be graphs with disjoint vertex sets, and let $\mathrm{V}(\mathrm{G})=\left\{v_{1}, \ldots, v_{n}\right\}$. The nonneighbors splitting (NNS) join of G and H is obtained
by adding vertices $v_{1}^{\prime}, \ldots, v_{n}^{\prime}$ to the vertex set of $\mathrm{G} \vee \mathrm{H}$ and connecting $v_{i}^{\prime}$ to $v_{j}$, with $i \neq j$, if and only if $\left\{v_{i}, v_{j}\right\} \notin \mathrm{E}(\mathrm{G})$. The NNS join of G and H is denoted by $\mathrm{G} \underline{\underline{\vee}} \mathrm{H}$.

Remark 4.14. In general, $G \underline{\vee} H \not \approx H \underline{\vee} G$ and $G \underline{\vee} H \not \approx H \underline{\underline{\vee}} G$ (unless $G \cong H$ ).
Example 4.15 (NS and NNS join of graphs [32]). Figure 3 shows the NS and NNS joins of the path graphs $P_{4}$ and $P_{2}$, denoted by $P_{4} \underline{\vee} P_{2}$ and $P_{4} \underline{\underline{\vee}} P_{2}$, respectively.


Figure 3. The neighbors splitting (NS) and nonneighbors splitting (NNS) joins of the path graphs $P_{4}$ and $P_{2}$ are depicted, respectively, on the left and right-hand sides of this figure. The NS and NNS joins of graphs are, respectively, denoted by $P_{4} \underline{\vee} P_{2}$ and $P_{4} \underline{\underline{v}} P_{2}$ [32].

Proposition 4.16 (Adjacency matrices of the NS and NNS joins of graphs [32,33, 104]). Let $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$ be, respectively, finite and simple graphs on $n_{1}$ and $n_{2}$ vertices. Then, the adjacency matrices of the NS and NNS joins of graphs $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$ and $\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}$ are, respectively, given by

$$
\begin{align*}
& \mathbf{A}\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\left(\begin{array}{ccc}
\mathbf{A}\left(\mathrm{G}_{1}\right) & \mathbf{A}\left(\mathrm{G}_{1}\right) & \mathbf{J}_{n_{1} \times n_{2}} \\
\mathbf{A}\left(\mathrm{G}_{1}\right) & \mathbf{0}_{n_{1} \times n_{1}} & \mathbf{0}_{n_{1} \times n_{2}} \\
\mathbf{J}_{n_{2} \times n_{1}} & \mathbf{0}_{n_{2} \times n_{1}} & \mathbf{A}\left(\mathrm{G}_{2}\right)
\end{array}\right),  \tag{4.8}\\
& \mathbf{A}\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\left(\begin{array}{ccc}
\mathbf{A}\left(\mathrm{G}_{1}\right) & \mathbf{A}\left(\overline{\mathrm{G}}_{1}\right) & \mathbf{J}_{n_{1} \times n_{2}} \\
\mathbf{A}\left(\overline{\mathrm{G}}_{1}\right) & \mathbf{0}_{n_{1} \times n_{1}} & \mathbf{0}_{n_{1} \times n_{2}} \\
\mathbf{J}_{n_{2} \times n_{1}} & \mathbf{0}_{n_{2} \times n_{1}} & \mathbf{A}\left(\mathrm{G}_{2}\right)
\end{array}\right), \tag{4.9}
\end{align*}
$$

where $\mathbf{J}_{n \times m}$ and $\mathbf{0}_{n \times m}$ denote, respectively, the $n \times m$ all-ones and all-zeros matrices. Denoting (for simplicity) $\mathbf{J}_{n}$ and $\mathbf{0}_{n}$ to be, respectively, the $n \times n$ all-ones and all-zeros matrices, the equality

$$
\begin{equation*}
\mathbf{A}(\overline{\mathrm{G}})=\mathbf{J}_{n}-\mathbf{I}_{n}-\mathbf{A}(\mathrm{G}) \tag{4.10}
\end{equation*}
$$

relates the adjacency matrices of a graph G and its complement $\overline{\mathrm{G}}$.
Proof. Equality (4.10) holds by Definition 2.4 of a graph complement. The adjacency matrices in (4.8) and (4.9) hold by Definitions 4.12 and 4.13 , respectively. In these matrices:
(a) The first $n_{1}$ rows and columns correspond to the vertices $v_{1}, \ldots, v_{n_{1}}$ in $\mathrm{G}_{1}$.
(b) The next $n_{1}$ rows and columns refer to the copied vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$ that are added to the vertex set of $G_{1} \vee G_{2}$ to form both vertex sets of the graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$.
(c) The last $n_{2}$ rows and columns refer to the vertices in $\mathrm{G}_{2}$.

Consider the NS and NNS joins of two graphs with disjoint vertex sets. The next result gives sufficient conditions for these joins of graphs to be nonisomorphic and cospectral with respect to their adjacency, Laplacian, signless Laplacian, and normalized Laplacian matrices. A partial result was first published in Theorem 5.1 of [104], followed by the next result presented in [32,33].

Theorem 4.17 (Irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs). Let $\mathrm{G}_{1}$ and $\mathrm{H}_{1}$ be regular and cospectral graphs, and let $\mathrm{G}_{2}$ and $\mathrm{H}_{2}$ be regular, nonisomorphic, and cospectral (NICS) graphs. Then, the following statements hold:
(1) $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$ and $\mathrm{H}_{1} \underline{\vee} \mathrm{H}_{2}$ are irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs.
(2) $\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}$ and $\mathrm{H}_{1} \underline{\underline{\vee}} \mathrm{H}_{2}$ are irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs.

### 4.2. New results on cospectral and nonisomorphic graphs, and on joins of graphs

In light of Theorems 2.18-2.25, it is established that every pair of $\{A, L, Q, \mathcal{L}\}$-NICS graphs share identical structural properties, encompassing identical counts of vertices, edges, triangles, components, bipartite components, spanning trees, and walks (or closed walks) of specific lengths. Moreover, these graphs exhibit either regularity or irregularity, with matching girth, indicating shared characteristics despite being cospectral and nonisomorphic. By Theorem 2.27, the line graphs of these graphs are also A-cospectral, thereby sharing identical counts of vertices, edges, triangles, and walks (or closed walks) of specified lengths. In view of these findings, we introduce two questions as follows.
(1) Is the Lovász $\vartheta$-function identical for any pair of $\{A, L, Q, \mathcal{L}\}$-NICS graphs ?
(2) If not, are there subfamilies of graphs for which the Lovász $\vartheta$-function is unique for any pair of $\{A, L, Q, \mathcal{L}\}$-NICS graphs within that particular subfamily ?

These questions are addressed here with the following conclusions:

- By Theorem 4.7, regular graphs with fewer than 10 vertices can be uniquely determined by their spectrum. Therefore, the response to the first question is affirmative for these small regular graphs.
- In general, the response to the first query is negative, as demonstrated by Example 4.18, followed by Theorems 4.19 and 4.20.
- Some subfamilies of regular graphs exhibit a positive response to the second query, as shown in Corollary 4.23, Theorem 4.24, and Corollary 4.25 .

Our analysis relies in part on [31-34], with the background provided in Section 4.1.
Example 4.18 (Regular NICS graphs). The present example continues Example 4.9. Let G and H be the graphs on the left and right plots of Figure 2, respectively. The Lovász $\vartheta$-functions of these graphs are computed numerically by solving the SDP problem in (2.48) for both G and H . The resulting values are given with a precision of 5 decimal points as follows:

$$
\begin{equation*}
\vartheta(\mathrm{G})=3.23607, \quad \vartheta(\mathrm{H})=3.26880 \tag{4.11}
\end{equation*}
$$

The complements $\overline{\mathrm{G}}$ and $\overline{\mathrm{H}}$ are 5-regular NICS graphs, whose Lovász $\vartheta$-functions are equal to

$$
\begin{equation*}
\vartheta(\overline{\mathrm{G}})=3.19656, \quad \vartheta(\overline{\mathrm{H}})=3.13198 \tag{4.12}
\end{equation*}
$$

This results in two pairs of regular NICS graphs on 10 vertices, denoted by $\{G, H\}$ and $\{\bar{G}, \bar{H}\}$. Each pair exhibits distinct values of the Lovász $\vartheta$-functions, as demonstrated by Eqs (4.11) and (4.12). It is noteworthy that the four graphs $\mathrm{G}, \overline{\mathrm{G}}, \mathrm{H}$, and $\overline{\mathrm{H}}$ share identical independence numbers (3), clique numbers (3), and chromatic numbers (4).

Following Example 4.18, the next result demonstrates the existence of pairs of irregular $\{A, L, Q, \mathcal{L}\}$ NICS graphs on an arbitrarily large order, such that these cospectral and nonisomorphic graphs have identical pairs of independence numbers, clique numbers, and chromatic numbers, while exhibiting distinct values of their Lovász $\vartheta$-functions.

Theorem 4.19 (On irregular NICS graphs). For every even integer $n \geq 14$, there exist two connected, irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs on $n$ vertices with identical independence, clique, and chromatic numbers, yet their Lovász $\vartheta$-functions are distinct.

Proof. See Section 4.3.1.
Theorem 4.20 (Graph invariants of NS/NNS joins of graphs). For every finite, undirected, and simple graphs $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$, the following holds:

$$
\begin{align*}
\alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & \geq\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\alpha\left(\mathrm{G}_{2}\right),  \tag{4.13}\\
\alpha\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right) & \geq\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\alpha\left(\mathrm{G}_{2}\right),  \tag{4.14}\\
\omega\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & =\omega\left(\mathrm{G}_{1}\right)+\omega\left(\mathrm{G}_{2}\right)  \tag{4.15}\\
& =\omega\left(\mathrm{G}_{1} \underline{\underline{v}} \mathrm{G}_{2}\right),  \tag{4.16}\\
\chi\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & =\chi\left(\mathrm{G}_{1}\right)+\chi\left(\mathrm{G}_{2}\right)  \tag{4.17}\\
& =\chi\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right),  \tag{4.18}\\
\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & \geq\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right),  \tag{4.19}\\
\vartheta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right) & \geq\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right) . \tag{4.20}
\end{align*}
$$

Moreover, the following sufficient conditions for equalities hold:

- Inequality (4.19) holds with equality if there exists a permutation $\pi$ of the vertex set $\mathrm{V}\left(\mathrm{G}_{1}\right)$ such that $\left\{v_{i}, v_{\pi(i)}\right\} \in \mathrm{E}\left(\mathrm{G}_{1}\right)$ for all $i \in\left\{1, \ldots,\left|\mathrm{~V}\left(\mathrm{G}_{1}\right)\right|\right\}$.
- Inequality (4.20) holds with equality if there exists a permutation $\pi$ of the vertex set $\mathrm{V}\left(\mathrm{G}_{1}\right)$ such that $\pi(i) \neq i$ and $\left\{v_{i}, v_{\pi(i)}\right\} \notin \mathrm{E}\left(\mathrm{G}_{1}\right)$ for all $i \in\left\{1, \ldots,\left|\mathrm{~V}\left(\mathrm{G}_{1}\right)\right|\right\}$.
- Inequality (4.13) holds with equality if the sufficient condition for equality in (4.19) is satisfied and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$.
- Inequality (4.14) holds with equality if the sufficient condition for equality in (4.20) is satisfied and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$.

Proof. See Section 4.3.2.

Remark 4.21 (Perfect matchings in graphs). An equivalent formulation of the sufficient conditions in Theorem 4.20, ensuring (4.19) and (4.20) to hold with equalities relies on perfect matchings in graphs. Let $G$ be a graph on $n$ vertices, whose adjacency matrix is $\mathbf{A} \triangleq \mathbf{A}(G)$. Associate with the graph $G$ the bipartite graph $\mathrm{B}(\mathrm{G})=(\mathcal{U} \cup \mathcal{V}, \mathcal{E})$ on $2 n$ vertices. The vertex set $\mathcal{U} \cup \mathcal{V}$ consists of two disjoint sets $\mathcal{U}=u_{1}, \ldots, u_{n}$ and $\mathcal{V}=v_{1}, \ldots, v_{n}$, and an edge $\left\{u_{i}, v_{j}\right\} \in \mathcal{E}$ if and only if $A_{i, j}=1$ with $i, j \in[n]$.

An equivalent formulation of the sufficient condition for (4.19) to hold with equality is the existence of a perfect matching in the bipartite graph $B\left(G_{1}\right)$. Indeed, the number of different perfect matchings in $B\left(G_{1}\right)$ is equal to the permanent of the adjacency matrix $\mathbf{A}\left(G_{1}\right)$ (see, e.g., Chapter 37 in [92]), so that sufficient condition is given by $\operatorname{per}\left(\mathbf{A}\left(\mathrm{G}_{1}\right)\right)>0$. Similarly, an equivalent formulation of the sufficient condition for (4.20) to hold with equality is that the bipartite graph $\mathrm{B}\left(\overline{\mathrm{G}}_{1}\right)$ has a perfect matching, which can be also represented by the condition $\operatorname{per}\left(\mathbf{A}\left(\overline{\mathrm{G}}_{1}\right)\right)>0$.

A well-established result is next presented, which hinges on the widely recognized van der Waerden conjecture. Initially posed as a question, this conjecture has been elegantly proven and elucidated in Chapter 24 of [92], [111], and Chapters 11-12 of [112].
Lemma 4.22 (Permanent of the adjacency matrix of a regular graph). Let G be a d-regular graph on $n$ vertices, and let $\mathbf{A}$ be its adjacency matrix. Then,

$$
\begin{equation*}
\operatorname{per}(\mathbf{A}) \geq n!\left(\frac{d}{n}\right)^{n} . \tag{4.21}
\end{equation*}
$$

By Theorem 4.20 and Remark 4.21, the positivity of the permanent of the adjacency matrix of the graph $G_{1}$ suffices for (4.19) to hold with equality. Likewise, the positivity of the permanent of the adjacency matrix of the complement graph $\overline{\mathrm{G}}_{1}$ suffices for (4.20) to hold with equality. Furthermore, by Theorem 4.20 , the satisfiability of the supplementary condition $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$ implies that (4.13) and (4.14) hold with equalities, respectively, in addition to the equalities in (4.19) and (4.20). If $G_{1}$ is a noncomplete and nonempty regular graph, then Lemma 4.22 yields the positivity of the permanent of each of the adjacency matrices $\mathbf{A}\left(\mathrm{G}_{1}\right)$ and $\mathbf{A}\left(\overline{\mathrm{G}}_{1}\right)$ (since if $\mathrm{G}_{1}$ is a $d$-regular graph, then its complement $\overline{\mathrm{G}}_{1}$ is an ( $n-d-1$ )-regular graph). The next result follows.

Corollary 4.23. Let $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$ be finite, noncomplete, nonempty, undirected, and simple graphs.

- If $\mathrm{G}_{1}$ is a regular graph, then (4.19) and (4.20) hold with equalities.
- If $\mathrm{G}_{1}$ is a regular graph and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$, then (4.13) and (4.14) hold with equalities.

In light of Theorem 4.20, Remark 4.21, and Corollary 4.23, the next result follows.
Theorem 4.24 (The independence number, Shannon capacity, and Lovász $\vartheta$-function of NS and NNS joins of graphs). Let $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$ be finite, undirected, and simple graphs.
(1) If $\operatorname{per}\left(\mathbf{A}\left(\mathrm{G}_{1}\right)\right)>0$ and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$, then

$$
\begin{equation*}
\alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\Theta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right) \tag{4.22}
\end{equation*}
$$

The equalities in (4.22) hold, in particular, if $\mathrm{G}_{1}$ is a nonempty regular graph and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$.
(2) If $\operatorname{per}\left(\mathbf{A}\left(\overline{\mathrm{G}}_{1}\right)\right)>0$ and the equality $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$ holds, then

$$
\begin{equation*}
\alpha\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\Theta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right) \tag{4.23}
\end{equation*}
$$

Equalities in (4.23) hold, in particular, if $\mathrm{G}_{1}$ is a noncomplete regular graph and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$.
(3) If $\operatorname{per}\left(\mathbf{A}\left(\mathrm{G}_{1}\right)\right)>0$, $\operatorname{per}\left(\mathbf{A}\left(\overline{\mathrm{G}}_{1}\right)\right)>0$, and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$, then the graphs $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$ and $\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}$ share identical independence numbers, clique numbers, chromatic numbers, Shannon capacities, and Lovász $\vartheta$-functions. This particulary holds if $\mathrm{G}_{1}$ is a nonempty and noncomplete regular graph and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$.

Proof. See Section 4.3.3.
Discussions on the sufficient conditions in Theorem 4.20 are further given in Remarks 4.26 and 4.27 (see Section 4.4). By the above results, a pair of regular or irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs may have distinct Lovász $\vartheta$-functions. A restatement of Theorem 3.1 shows that, within some structured infinite subfamilies of regular graphs, the Lovász $\vartheta$-functions of NICS graphs are identical.
Corollary 4.25 (On NICS regular graphs). Let G and H be noncomplete, $d$-regular NICS graphs, and let $\left\{\lambda_{i}\right\}_{i=1}^{n}$ be their common $A$-spectrum in nonincreasing order.
(1) If each of these graphs is either strongly regular or edge-transitive, then

$$
\begin{equation*}
\vartheta(\mathrm{G})=\vartheta(\mathrm{H})=-\frac{n \lambda_{n}}{d-\lambda_{n}} . \tag{4.24}
\end{equation*}
$$

(2) If each of these graphs is either strongly regular or its complement is vertex-transitive and edgetransitive, then

$$
\begin{equation*}
\vartheta(\mathrm{G})=\vartheta(\mathrm{H})=\frac{n-d+\lambda_{2}}{1+\lambda_{2}} \tag{4.25}
\end{equation*}
$$

and, for the ( $n-d-1$ )-regular cospectral graphs $\overline{\mathrm{G}}$ and $\overline{\mathrm{H}}$,

$$
\begin{equation*}
\vartheta(\overline{\mathrm{G}})=\vartheta(\overline{\mathrm{H}})=1-\frac{d}{\lambda_{n}} . \tag{4.26}
\end{equation*}
$$

Proof. See Section 4.3.4.

### 4.3. Proofs

This section proves all the new results that are presented in Section 4.2.

### 4.3.1. Proof of Theorem 4.19

In light of Theorem 4.17, for every $k \in \mathbb{N}$, this proof suggests a construction of two connected, irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs on $n_{k} \triangleq 2 k+12$ vertices. To that end, let

$$
\mathrm{G}_{1}^{(k)}=\mathrm{H}_{1}^{(k)} \triangleq\left\{\begin{array}{cc}
\mathrm{C}_{k+1}, & \text { if } k \geq 2,  \tag{4.27}\\
\mathrm{~K}_{2}, & \text { if } k=1,
\end{array}\right.
$$

and let $\mathrm{G}_{2}$ and $\mathrm{H}_{2}$ be the 4-regular NICS graphs on 10 vertices, respectively depicted on the left and right-hand sides of Figure 2. By Item 1 of Theorem 4.17, for all $k \in \mathbb{N}$, the graphs $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$ and $\mathrm{H}_{1}^{(k)} \underline{\mathrm{H}} \mathrm{H}_{2}$ are irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs. The orders of $\mathrm{G}_{1}^{(k)}, \mathrm{G}_{2}, \mathrm{H}_{1}^{(k)}$, and $\mathrm{H}_{2}$ are given by

$$
\begin{equation*}
\left|\mathrm{V}\left(\mathrm{G}_{1}^{(k)}\right)\right|=\left|\mathrm{V}\left(\mathrm{H}_{1}^{(k)}\right)\right|=k+1, \quad\left|\mathrm{~V}\left(\mathrm{G}_{2}\right)\right|=\left|\mathrm{V}\left(\mathrm{H}_{2}\right)\right|=10 \tag{4.28}
\end{equation*}
$$

By Definition 4.12 and (4.28), it follows that

$$
\begin{align*}
\left|\mathrm{V}\left(\mathrm{G}_{1}^{(k)} \underline{\mathrm{V}} \mathrm{G}_{2}\right)\right| & =2\left|\mathrm{~V}\left(\mathrm{G}_{1}^{(k)}\right)\right|+\left|\mathrm{V}\left(\mathrm{G}_{2}\right)\right|  \tag{4.29}\\
& =2 k+12  \tag{4.30}\\
& =n_{k}, \tag{4.31}
\end{align*}
$$

and similarly, by Definition 4.13 and (4.28),

$$
\begin{align*}
\left|\mathrm{V}\left(\mathrm{H}_{1}^{(k)} \underline{\mathrm{H}} \mathrm{H}_{2}\right)\right| & =2\left|\mathrm{~V}\left(\mathrm{H}_{1}^{(k)}\right)\right|+\left|\mathrm{V}\left(\mathrm{H}_{2}\right)\right|  \tag{4.32}\\
& =n_{k} . \tag{4.33}
\end{align*}
$$

The graphs $G_{2}$ and $H_{2}$ can be verified to have identical independence numbers, clique numbers, and chromatic numbers, which are equal to

$$
\begin{equation*}
\alpha\left(\mathrm{G}_{2}\right)=\alpha\left(\mathrm{H}_{2}\right)=3, \quad \omega\left(\mathrm{G}_{2}\right)=\omega\left(\mathrm{H}_{2}\right)=3, \quad \chi\left(\mathrm{G}_{2}\right)=\chi\left(\mathrm{H}_{2}\right)=4 . \tag{4.34}
\end{equation*}
$$

A largest independent set in the graph $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$ is obtained by combining a largest independent set in $\mathrm{G}_{2}$ along with the vertices $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$ that are added to the vertex set of $\mathrm{G}_{1}^{(k)} \vee \mathrm{G}_{2}$ to form both vertex sets of $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$ and $\mathrm{G}_{1}^{(k)} \underline{\underline{v}} \mathrm{G}_{2}$. Indeed, this can be deduced as follows:

- The vertices $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$ are nonadjacent to each other, and they are also nonadjacent to vertices in $\mathrm{G}_{2}$ (by Definition 4.12), so the disjoint union of a largest independent set in $\mathrm{G}_{2}$ and $\left\{v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}\right\}$ forms an independent set in $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathbf{G}_{2}$ whose size is equal to $\left|\mathbf{V}\left(\mathbf{G}_{1}\right)\right|+\alpha\left(\mathbf{G}_{2}\right)=(k+1)+3=k+4$.
- Each of the vertices $v_{1}, \ldots, v_{k+1}$ in $\mathrm{G}_{1}^{(k)}$ is adjacent to all the vertices in $\mathrm{G}_{2}$, so none of them can be added to get a larger independent set in $G_{1}^{(k)} \underline{\vee} G_{2}$.
- When forming an independent set in $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$, by taking a disjoint union of a nonempty subset of vertices in $\mathrm{G}_{1}^{(k)}$ with a subset of the vertices $\left\{v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}\right\}$, it is important to note that no vertex from $G_{2}$ can be included in that independent set (since all vertices in $G_{2}$ are adjacent to each vertex in $\mathrm{G}_{1}^{(k)}$ ), and also the total cardinality of the two former subsets of vertices cannot exceed $\left|\mathrm{V}\left(\mathrm{G}_{1}^{(k)}\right)\right|=k+1$ (by Definition 4.12 and the definition of the graph $\mathrm{G}_{1}^{(k)}$ in (4.27)). This therefore imposes a constraint on the size of that independent set, which is strictly less than $k+4$.


$$
\begin{equation*}
\alpha\left(\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}\right)=\alpha\left(\mathrm{H}_{1}^{(k)} \underline{\vee} \mathrm{H}_{2}\right)=k+4, \quad \forall k \in \mathbb{N} . \tag{4.35}
\end{equation*}
$$

A largest clique in $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$ is obtained by taking the disjoint union of largest cliques in $\mathrm{G}_{1}^{(k)}$ and $\mathrm{G}_{2}$. Indeed, this holds since each vertex in $\mathrm{G}_{1}^{(k)}$ is adjacent to each vertex in $\mathrm{G}_{2}$, and the vertices $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$ (as defined above) are nonadjacent to each other. Likewise, the same reasoning also holds for the clique number of $\mathrm{H}_{1}^{(k)} \underline{\vee} \mathrm{H}_{2}$. By (4.34) where $\omega\left(\mathrm{G}_{2}\right)=3=\omega\left(\mathrm{H}_{2}\right)$, and since $\omega\left(\mathrm{G}_{1}^{(k)}\right)=2=\omega\left(\mathrm{H}_{1}^{(k)}\right)$, it follows that

$$
\begin{equation*}
\omega\left(\mathrm{G}_{1}^{(k)} \underline{v} \mathrm{G}_{2}\right)=\omega\left(\mathrm{H}_{1}^{(k)} \underline{v} \mathrm{H}_{2}\right)=5, \quad \forall k \in \mathbb{N} . \tag{4.36}
\end{equation*}
$$

The chromatic number of the NS join of graphs $G_{1}^{(k)} \underline{\vee} G_{2}$ is next considered. By (4.34), $\chi\left(G_{2}\right)=4$ colors are at least needed for properly coloring the vertices in $G_{2}$ so that no two adjacent vertices in
$\mathrm{G}_{2}$ are assigned an identical color. All of the vertices in the set $\mathrm{V}\left(\mathrm{G}_{1}^{(k)}\right)=\left\{v_{1}, \ldots, v_{k}\right\}$ are adjacent to each vertex in $\mathrm{G}_{2}$, so $\chi\left(\mathrm{G}_{1}^{(k)}\right)$ new colors are used for the vertices in $\mathrm{G}_{1}^{(k)}$. The chromatic number of $\mathrm{G}_{1}^{(k)}=\mathrm{C}_{k+1}$ is equal to 2 or 3 if $k \geq 2$ is odd or even, respectively, and the chromatic number of $\mathrm{G}_{1}^{(1)}=\mathrm{K}_{2}$ is equal to 2 . Consequently, by (4.27), for all $k \in \mathbb{N}$

$$
\chi\left(\mathrm{G}_{1}^{(k)}\right)=\chi\left(\mathrm{H}_{1}^{(k)}\right)= \begin{cases}2, & \text { if } k \text { is odd }  \tag{4.37}\\ 3, & \text { if } k \text { is even } .\end{cases}
$$

Finally, since vertices in $\left\{v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}\right\}$ are nonadjacent to one another and also they are nonadjacent to any vertex in $G_{2}$, one of the colors assigned to the vertices in $G_{2}$ can be also used for all the vertices $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$. Likewise, the same argument holds for $\mathrm{H}_{1}^{(k)} \underline{\vee} \mathrm{H}_{2}$, so it follows from (4.34) and (4.37) that

$$
\begin{align*}
\chi\left(\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}\right) & =\chi\left(\mathrm{H}_{1}^{(k)} \underline{\vee} \mathrm{H}_{2}\right)  \tag{4.38}\\
& =\chi\left(\mathrm{G}_{1}^{(k)}\right)+\chi\left(\mathrm{G}_{2}\right)  \tag{4.39}\\
& = \begin{cases}6, & \text { if } k \text { is odd, } \\
7, & \text { if } k \text { is even. }\end{cases} \tag{4.40}
\end{align*}
$$

Next, we demonstrate that the Lovász $\vartheta$-functions of the graphs $G_{1}^{(k)} \underline{\vee} G_{2}$ and $H_{1}^{(k)} \underline{\vee} H_{2}$ are distinct. We compute the Lovász $\vartheta$-functions of $\mathrm{G}_{2}$ and $\mathrm{H}_{2}$ by solving the SDP problem in (2.48), which yields

$$
\begin{align*}
& \vartheta\left(\mathrm{G}_{2}\right)=3.23607 \ldots,  \tag{4.41}\\
& \vartheta\left(\mathrm{H}_{2}\right)=3.26880 \ldots . \tag{4.42}
\end{align*}
$$

Consider a disjoint union of $k+1$ isolated vertices (i.e., the ( $k+1$ )-partite graph $\mathrm{K}_{1,1, \ldots, 1}$ ) with either $\mathrm{G}_{2}$ or $\mathrm{H}_{2}$, and denote these disjoint unions by the graphs $\mathrm{U}^{(k)}$ and $\mathrm{W}^{(k)}$, respectively. In general, the Lovász $\vartheta$-function of a disjoint union of graphs is equal to the sum of the Lovász $\vartheta$-functions of the component graphs (see (2.60) with a proof in Section 18 of [12]), so by (4.28)

$$
\begin{align*}
\vartheta\left(\mathrm{U}^{(k)}\right) & =k+1+\vartheta\left(\mathrm{G}_{2}\right)  \tag{4.43}\\
\vartheta\left(\mathbf{W}^{(k)}\right) & =k+1+\vartheta\left(\mathrm{G}_{1}^{(k)}\right) \mid+\vartheta\left(\mathrm{G}_{2}\right),  \tag{4.44}\\
\left(\mathrm{H}_{2}\right) & =\left|\mathrm{V}\left(\mathrm{H}_{1}^{(k)}\right)\right|+\vartheta\left(\mathrm{H}_{2}\right) .
\end{align*}
$$

The graphs $U^{(k)}$ and $W^{(k)}$ are, respectively, induced subgraphs of $G_{1}^{(k)} \underline{\vee} G_{2}$ and $H_{1}^{(k)} \underline{\vee} H_{2}$. Indeed, $U^{(k)}$ and $W^{(k)}$ are obtained by deleting the vertices in $G_{1}^{(k)}$ and $H_{1}^{(k)}$ from the graphs $G_{1}^{(k)} \underline{\vee} G_{2}$ and $H_{1}^{(k)} \underline{\vee} H_{2}$, respectively (recall that $\mathrm{G}_{1}^{(k)}=\mathrm{H}_{1}^{(k)}$ by (4.27)). The Lovász $\vartheta$-function of an induced subgraph is less than or equal to the Lovász $\vartheta$-function of the original graph (see Item 13 in Section 2.5), so it follows from (4.43) and (4.44) that

$$
\begin{align*}
& \vartheta\left(\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}\right) \geq \vartheta\left(\mathrm{U}^{(k)}\right)=\vartheta\left(\mathrm{G}_{2}\right)+k+1,  \tag{4.45}\\
& \vartheta\left(\mathrm{H}_{1}^{(k)} \underline{\mathrm{H}} \mathrm{H}_{2}\right) \geq \vartheta\left(\mathrm{W}^{(k)}\right)=\vartheta\left(\mathrm{H}_{2}\right)+k+1 . \tag{4.46}
\end{align*}
$$

We finally show that the leftmost inequalities in (4.45) and (4.46) hold with equality. This is shown by Definition 2.44 of the Lovász $\vartheta$-function of a graph. For $k \in \mathbb{N}$, let $\mathbf{u}^{(k)}$ be an orthonormal representation of the graph $\mathrm{U}^{(k)},\left\{\mathbf{u}_{i}^{(k)}: i \in \mathrm{~V}\left(\mathrm{U}^{(k)}\right)\right\}$, and let the unit vector $\mathbf{c}^{(k)}$ be an optimal handle of that orthonormal
representation in the sense of attaining the minimum on the right-hand side of the equality for the Lovász $\vartheta$-function of the graph $\bigcup^{(k)}$ (see (2.47)), i.e.,

$$
\begin{equation*}
\vartheta\left(\mathrm{U}^{(k)}\right)=\max _{i \in \mathrm{~V}\left(\mathrm{U}^{(k)}\right.} \frac{1}{\left(\left(\mathbf{c}^{(k)}\right)^{\mathrm{T}} \mathbf{u}_{i}^{(k)}\right)^{2}} . \tag{4.47}
\end{equation*}
$$

Let $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$ denote the vertices that are added to the vertex set of the join of graphs $\mathrm{G}_{1}^{(k)} \vee \mathrm{G}_{2}$ in order to form the vertex set of the NS join of graphs $G_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$. These added vertices are associated with $k+1$ vectors, all of which are orthogonal. This orthogonality arises because they correspond to vertices that are nonadjacent in the graph $G_{1}^{(k)} \underline{\vee} G_{2}$. Furthermore, these vectors are also orthogonal to all the vectors assigned to the vertices in $\mathrm{G}_{2}$, as none of the vertices $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$ are adjacent to any vertex in $\mathrm{G}_{2}$. By (4.27), the vertices $v_{i}$ and $v_{i+1}$ are adjacent in $\mathrm{G}_{1}^{(k)}$ for all $i \in[k]$, and vertex $v_{k+1}$ is adjacent to $v_{1}$ in $\mathrm{G}_{1}^{(k)}$. The $k+1$ orthonormal vectors that are assigned to the vertices $v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}$ can be also used to represent the $k+1$ vertices $v_{1}, \ldots, v_{k+1}$ of $\mathrm{G}_{1}^{(k)}$ in an orthonormal representation of the graph $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$. Indeed, that can be done by letting, for $i \in[k]$, the vector assigned to $v_{i}^{\prime}$ be equal to the vector assigned to the vertex $v_{i+1}$, and the vector assigned to the vertex $v_{k+1}^{\prime}$ be equal to the vector assigned to vertex $v_{1}$. This implies that any two unit vectors that are assigned to nonadjacent vertices from $\left\{v_{1}^{\prime}, \ldots, v_{k+1}^{\prime}\right\} \cup\left\{v_{1}, \ldots, v_{k+1}\right\}$ in the graph $\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}$ are orthonormal. Hence, by (2.47) and (4.47),

$$
\begin{equation*}
\vartheta\left(\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}\right) \leq \vartheta\left(\mathrm{U}^{(k)}\right), \tag{4.48}
\end{equation*}
$$

and the combination of (4.45) and (4.48) gives

$$
\begin{equation*}
\vartheta\left(\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{U}^{(k)}\right) . \tag{4.49}
\end{equation*}
$$

Similarly, $\vartheta\left(\mathrm{H}_{1}^{(k)} \underline{\vee} \mathrm{H}_{2}\right)=\vartheta\left(\mathrm{W}^{(k)}\right)$, so (4.45) and (4.46) hold with equality, and by (4.41)-(4.44)

$$
\begin{align*}
\vartheta\left(\mathrm{G}_{1}^{(k)} \underline{\vee} \mathrm{G}_{2}\right) & =k+1+\vartheta\left(\mathrm{G}_{2}\right)=k+4.23607 \ldots,  \tag{4.50}\\
\vartheta\left(\mathrm{H}_{1}^{(k)} \underline{\mathrm{H}} \mathrm{H}_{2}\right) & =k+1+\vartheta\left(\mathrm{H}_{2}\right)=k+4.26880 \ldots . \tag{4.51}
\end{align*}
$$

This demonstrates that every pair of the constructed irregular $\{A, L, Q, \mathcal{L}\}$-NICS graphs exhibit identical independence numbers, clique numbers, and chromatic numbers, while also possessing distinct Lovász $\vartheta$-functions.

### 4.3.2. Proof of Theorem 4.20

For any finite, undirected, and simple graphs $G_{1}$ and $G_{2}$, the arguments presented in the proof of Theorem 4.19 apply directly to the clique numbers $\omega\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)$ and $\omega\left(\mathrm{G}_{1} \underline{\underline{ }} \mathrm{G}_{2}\right)$, and the chromatic numbers $\chi\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)$ and $\chi\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)$. These considerations therefore validate equalities (4.15)-(4.18).

The remainder of the proof of Theorem 4.19 does not extend, however, to equalities in (4.13), (4.14), (4.19), and (4.20), regarding the independence numbers and Lovász $\vartheta$-functions of the graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \vee G_{2}$. Subsequently, we establish inequalities (4.13), (4.14), (4.19), and (4.20), and provide sufficient conditions to assert their validity with equality. [Remarks 4.26 and 4.27 consider some cases where (4.13) and (4.19) hold with strict inequalities].

Let $n_{1} \triangleq\left|\mathrm{~V}\left(\mathrm{G}_{1}\right)\right|$, and let $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$ be the vertices added to the vertex set of $\mathrm{G}_{1} \vee \mathrm{G}_{2}$ to form both vertex sets of the graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$. According to Definitions 4.12 and 4.13, combining an independent set in $G_{2}$ with the vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$ yields an independent set in both $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$. By selecting a largest independent set in $G_{2}$, the resulting independent set in both $G_{1} \underline{\vee} G_{2}$ and $\mathbf{G}_{1} \underline{\underline{\vee}} \mathbf{G}_{2}$ has a cardinality equal to $\left|\mathbf{V}\left(\mathbf{G}_{1}\right)\right|+\alpha\left(\mathbf{G}_{2}\right)$. This justifies inequalities (4.13) and (4.14).

Inequalities (4.19) and (4.20) are next proved. Consider the graph $U$, defined as the disjoint union of an empty graph on $n_{1}$ vertices, denoted by $\mathrm{E}_{n_{1}}$, and the graph $\mathrm{G}_{2}$. By (2.60), it follows that

$$
\begin{align*}
\vartheta(\mathrm{U}) & =\vartheta\left(\mathrm{E}_{n_{1}}\right)+\vartheta\left(\mathrm{G}_{2}\right)  \tag{4.52}\\
& =n_{1}+\vartheta\left(\mathrm{G}_{2}\right)  \tag{4.53}\\
& =\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right) . \tag{4.54}
\end{align*}
$$

The graph $U$ is an induced subgraph of both graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$ since the former graph can be obtained from each of the latter two graphs by removing the vertices in $G_{1}$ along with their incident edges. By Item 13 of Section 2.5, it follows that

$$
\begin{align*}
& \vartheta\left(\mathrm{G}_{1} \vee \mathrm{G}_{2}\right) \geq \vartheta(\mathrm{U}),  \tag{4.55}\\
& \vartheta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right) \geq \vartheta(\mathrm{U}), \tag{4.56}
\end{align*}
$$

and then the combination of (4.52)-(4.56) results in (4.19) and (4.20).
Sufficient conditions for inequalities (4.19) and (4.20) to hold as equalities are subsequently proved. Let $\left\{\mathbf{u}_{i}: i \in \mathrm{~V}(\mathrm{U})\right\}$ and $\mathbf{c}$ be, respectively, an orthonormal representation of U and a unit vector such that

$$
\begin{equation*}
\vartheta(\mathrm{U})=\max _{i \in \mathrm{~V}(\mathrm{U})} \frac{1}{\left(\mathbf{c}^{\mathrm{T}} \mathbf{u}_{i}\right)^{2}} . \tag{4.57}
\end{equation*}
$$

The vertex set of the graph $U$ consists of $n_{1}$ isolated vertices, denoted by $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$, and the vertex set of $G_{2}$. The vertex set of each of the graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$ can be regarded as the disjoint union of the vertex sets of $U$ and $G_{1}$, where $V(U)=\left\{v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}\right\} \cup V\left(G_{2}\right)$ and $V\left(G_{1}\right)=\left\{v_{1}, \ldots, v_{n_{1}}\right\}$. We next consider separately the Lovász $\vartheta$-functions of the two graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$.
(1) Consider the graph $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$, where $n_{1} \triangleq\left|V\left(\mathrm{G}_{1}\right)\right|$. Also consider an orthonormal representation of the graph U , along with a unit vector $\mathbf{c}$, attaining the maximum on the right-hand side of (4.57). Suppose that there exists a permutation $\pi:\left[n_{1}\right] \rightarrow\left[n_{1}\right]$ such that $\left\{v_{i}, v_{\pi(i)}\right\} \in \mathrm{E}\left(\mathrm{G}_{1}\right)$ for all $i \in\left[n_{1}\right]$. Select the unit vector representing the vertex $v_{\pi(i)} \in \mathrm{V}\left(\mathrm{G}_{1}\right)$ to be equal to the vector representing the vertex $v_{i}^{\prime} \in \mathrm{V}(\mathrm{U})$. This facilitates an orthonormal representation of $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$ using the same set of vectors as in the orthonormal representation of the induced subgraph $U$. Indeed, the vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$ are nonadjacent to each other in $U$ or also in $G_{1} \underline{\vee} G_{2}$. Consequently, due to the orthonormality of the set of vectors representing the $n_{1}$ vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$, the vector representing any vertex $v_{i}^{\prime}$ (with $i \in\left[n_{1}\right]$ ) is orthogonal to all vectors representing vertices in $\mathrm{G}_{1}$, except for the vertex $v_{\pi(i)}$. This exception exists because, by construction, the unit vectors that represent $v_{i}^{\prime}$ and $v_{\pi(i)}$ are identical. Specifically, for all $i \in\left[n_{1}\right]$, this setup ensures the required orthogonality between the representing vector of $v_{i}^{\prime}$ and the representing vectors of all vertices in $\mathrm{G}_{1}$ that are not adjacent to $v_{i}^{\prime}$.

It is worth noting that the considered orthonormal representation of $G_{1} \underline{\vee} G_{2}$ has two additional features:

- Given that each vertex in $G_{1}$ is adjacent to every vertex in $G_{2}$, it is unnecessary to check the orthogonality of pairs of vectors representing any vertex from $G_{1}$ and any vertex from $\mathrm{G}_{2}$. Despite this, these vector pairs are indeed orthogonal. This orthogonality results from the specific construction of the graph $U$ and its orthonormal representation, ensuring that the vectors representing vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$ are orthogonal to those representing the vertices in $\mathrm{G}_{2}$. Moreover, there exists an injective mapping (by assumption) between the vectors representing the vertices in $\mathrm{G}_{1}$ and those representing the vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$, from which the orthogonality between the representing vectors of any vertex pair from $G_{1}$ and $G_{2}$ follows.
- By assumption, there is an injective mapping from the orthonormal vectors representing the vertices $v_{1}^{\prime}, \ldots, v_{n_{1}}^{\prime}$ to the vectors representing the vertices in $\mathrm{G}_{1}$. Consequently, the vectors representing the vertices in $\mathrm{G}_{1}$ are also orthonormal. Therefore, any two of these unit vectors that represent nonadjacent and distinct vertices in $G_{1}$ are, in particular, orthogonal.

Consequently, under the assumption on the existence of a permutation $\pi$ of $\left[n_{1}\right]$ as described, consider $\left\{\mathbf{u}_{i}: i \in \mathrm{~V}\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)\right\}$ as the proposed orthonormal representation of the graph $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$. It then follows that

$$
\begin{align*}
\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & \leq \max _{i \in \mathrm{~V}\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)} \frac{1}{\left(\mathbf{c}^{\mathrm{T}} \mathbf{u}_{i}\right)^{2}}  \tag{4.58}\\
& =\max _{i \in \mathrm{~V}(\mathrm{U})} \frac{1}{\left(\mathbf{c}^{\mathrm{T}} \mathbf{u}_{i}\right)^{2}}  \tag{4.59}\\
& =\vartheta(\mathrm{U}), \tag{4.60}
\end{align*}
$$

where inequality (4.58) arises from applying (2.47) to the graph $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$, based on the constructed orthonormal representation of that graph and considering that $\mathbf{c}$ is a unit vector. Equality (4.59) holds because the considered orthonormal representation of $G_{1} \underline{\vee} G_{2}$ utilizes the same set of unit vectors as the orthonormal representation of the induced subgraph $U$, also incorporating the same unit vector $\mathbf{c}$. Furthermore, equality (4.60) is due to (4.57). Combining (4.55) with (4.58)-(4.60), under the aforementioned assumption, it follows that

$$
\begin{equation*}
\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\vartheta(\mathrm{U}) . \tag{4.61}
\end{equation*}
$$

Combining (4.52)-(4.54) and (4.61) gives that inequality (4.19) holds as an equality.
(2) Consider the graph $\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}$, where $n_{1} \triangleq\left|\mathrm{~V}\left(\mathrm{G}_{1}\right)\right|$. Suppose that there exists a permutation $\pi$ of [ $\left.n_{1}\right]$ such that, for all $i \in\left[n_{1}\right]$, the conditions $i \neq \pi(i)$ and $\left\{v_{i}, v_{\pi(i)}\right\} \notin \mathrm{E}\left(\mathrm{G}_{1}\right)$ hold. The proof that these conditions are sufficient for equality in inequality (4.20) is analogous to the proof for Item 1 regarding the satisfiability of inequality (4.19) with equality. The primary distinction involves a minor modification in the new proof, reflecting differences between the definitions of the NS and NNS joins of graphs, as delineated in Definitions 4.12 and 4.13. This adjustment accounts for the altered assumption compared to that used in Item 1.

The sufficient conditions for the equalities in inequalities (4.13) and (4.14) are finally demonstrated. Assume the above sufficient condition for equality in (4.19) is met and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$. Then,

$$
\begin{align*}
\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & =\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right)  \tag{4.62}\\
& =\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\alpha\left(\mathrm{G}_{2}\right)  \tag{4.63}\\
& \leq \alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)  \tag{4.64}\\
& \leq \vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right), \tag{4.65}
\end{align*}
$$

where (4.62) is justified by the sufficient condition for equality in (4.19); (4.63) holds by assumption; (4.64) holds by (4.13), and (4.65) holds by (2.52) (the Lovász $\vartheta$-function of a graph is an upper bound on its independence number). Hence, the two inequalities in (4.64) and (4.65) hold with equalities, so (4.13) holds with equality. Similarly, if the above sufficient condition for equality in (4.20) is met and $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$, then also (4.14) holds with equality. This completes the proof of Theorem 4.20.

### 4.3.3. Proof of Theorem 4.24

Let $G_{1}$ and $G_{2}$ be finite, undirected, and simple graphs. Consider the NS join of graphs $G_{1} \underline{\vee} G_{2}$. In light of Remark 4.21, the assumptions in Item 1 of Theorem 4.24 are equivalent to the satisfiability of the sufficient condition for inequality (4.13) to hold with equality. By Theorem 4.20, the satisfiability of the latter condition also suffices for inequality (4.19) to hold with equality. Consequently, by the assumptions in Item 1 of Theorem 4.24,

$$
\begin{equation*}
\alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right) . \tag{4.66}
\end{equation*}
$$

Since the inequalities $\alpha(\mathrm{G}) \leq \Theta(\mathrm{G}) \leq \vartheta(\mathrm{G})$ hold for every graph G , it also follows from (4.66) that

$$
\begin{equation*}
\Theta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right) . \tag{4.67}
\end{equation*}
$$

Combining (4.66) and (4.67) gives (4.22), which validates Item 1 of Theorem 4.24.
Consider the NNS join of graphs $G_{1} \underline{\underline{\vee}} G_{2}$. Item 2 of Theorem 4.24 is justified likewise by the replacement of the condition $\operatorname{per}\left(\mathbf{A}\left(\mathrm{G}_{1}\right)\right)>0$ with the modified condition $\operatorname{per}\left(\mathbf{A}\left(\overline{\mathrm{G}}_{1}\right)\right)>0$, while maintaining the condition $\alpha\left(\mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{2}\right)$. Under these assumptions, Item 2 of Theorem 4.24 is justified by combining Theorem 4.20 and Remark 4.21.

Item 3 of Theorem 4.24 finally follows by combining Items 1 and 2 of that theorem.

### 4.3.4. Proof of Corollary 4.25

By the assumptions outlined in Items 1 and 2 of Corollary 4.25, equalities (4.24)-(4.26) hold in light of the satisfiability of the sufficient conditions for the leftmost and rightmost inequalities in (3.1) and (3.2) to hold as equalities. Additionally, if G and H are cospectral $d$-regular graphs on $n$ vertices, then their complements $\overline{\mathrm{G}}$ and $\overline{\mathrm{H}}$ are cospectral $(n-d-1)$-regular graphs. This assertion is valid since both complement graphs share the largest eigenvalue of their adjacency matrices, which is $n-d-1$, and all other eigenvalues, accounting for multiplicities, are uniformly shared and arranged in nonincreasing order as $-1-\lambda_{n+1-i}$ for each $i$ from 1 to $n-1$.

### 4.4. Discussions and examples for the results in Section 4.2

Remark 4.26 (The independence numbers of NS/NNS joins of graphs). In the construction used in the proof of Theorem 4.19, we encounter a situation where (4.13) holds with equality. Inequalities (4.13) and (4.14) in Theorem 4.20 may hold, however, with strict inequalities. We next show two possible selections of $G_{1}$ in the NS join of graphs $G_{1} \underline{\vee} G_{2}$, for which the difference between the left and right sides of (4.13) can be made arbitrarily large.

- Let $\mathrm{G}_{1}$ be a graph whose vertex set includes a subset of $k_{1}$ isolated vertices, and let $\mathrm{G}_{2}$ be an arbitrary finite, undirected, and simple graph. Consider the NS join of graphs $G_{1} \underline{\vee} G_{2}$. In this construction, the $k_{1}$ isolated vertices in $\mathrm{G}_{1}$, combined with the $\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|$ vertices added to the vertex set of $G_{1} \vee G_{2}$ to form the complete vertex set of $G_{1} \underline{\vee} G_{2}$, collectively form an independent set in $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$. Consequently, $\alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) \geq\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+k_{1}$, so

$$
\begin{equation*}
\alpha\left(\mathbf{G}_{1} \underline{\vee} \mathbf{G}_{2}\right)-\left(\left|\mathbf{V}\left(\mathbf{G}_{1}\right)\right|+\alpha\left(\mathbf{G}_{2}\right)\right) \geq k_{1}-\alpha\left(\mathbf{G}_{2}\right) . \tag{4.68}
\end{equation*}
$$

The right-hand side of (4.68) can be made arbitrarily large as we let $k_{1}$ tend to infinity.

- Let $\mathrm{G}_{1}$ be a star graph with $k_{1}$ leaves (i.e., vertices of degree 1 ). Let its vertex set be given by $\mathrm{V}\left(\mathrm{G}_{1}\right)=\left\{v_{1}, \ldots, v_{k_{1}+1}\right\}$, where $v_{1}$ is the central vertex adjacent to all the leaves $v_{2}, \ldots, v_{k_{1}+1}$ in $\mathrm{G}_{1}$. Consider the NS join of graphs $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$, with an arbitrary finite, undirected, and simple graph $\mathrm{G}_{2}$. Denote by $v_{1}^{\prime}, \ldots, v_{k_{1}+1}^{\prime}$ the $k_{1}+1$ vertices that are added to the join of graphs $\mathrm{G}_{1} \vee \mathrm{G}_{2}$ to form the vertex set of the NS join of graphs $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$. In that graph, the vertex $v_{1}^{\prime}$ is adjacent to the $k_{1}$ vertices $v_{2}, \ldots, v_{k_{1}+1}$ in $\mathrm{G}_{1}$, and each of the vertices $v_{2}^{\prime}, \ldots, v_{k_{1}+1}^{\prime}$ is adjacent only to $v_{1}$. Hence, the disjoint union $\mathcal{I} \triangleq\left\{v_{2}^{\prime}, \ldots, v_{k_{1}+1}^{\prime}\right\} \cup\left\{v_{2}, \ldots, v_{k_{1}+1}\right\}$ is an independent set in the graph $\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}$, so

$$
\begin{align*}
& \alpha\left(\mathrm{G}_{1} \vee \mathrm{G}_{2}\right) \geq|\mathcal{I}|=2 k_{1}  \tag{4.69}\\
\Rightarrow & \alpha\left(\mathrm{G}_{1} \underline{\underline{G_{2}}}\right)-\left(\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\alpha\left(\mathrm{G}_{2}\right)\right) \geq k_{1}-\alpha\left(\mathrm{G}_{2}\right)-1 . \tag{4.70}
\end{align*}
$$

Once again, the right-hand side of (4.70) can be made arbitrarily large by letting $k_{1}$ tend to infinity.
Remark 4.27 (The Lovász $\vartheta$-function of NS/NNS joins of graphs). Let $\mathrm{G}_{1}=\mathrm{K}_{1,9}$ be the star graph on 10 vertices (with 9 leaves), and let $G_{2}$ be the graph on the left side of Figure 2. The star graph $\mathrm{G}_{1}$ clearly does not satisfy the sufficient condition in Theorem 4.20 for equality in (4.19), but it satisfies the sufficient condition in Theorem 4.20 for equality in (4.20). The Lovász $\vartheta$-functions of the NS and NNS joints of graphs $G_{1} \underline{\vee} G_{2}$ and $G_{1} \underline{\underline{\vee}} G_{2}$, respectively, are computed by solving the SDP problem presented in (2.48), using the adjacency matrices specified in (4.8) and (4.9). This gives

$$
\begin{align*}
\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right) & =18  \tag{4.71}\\
& >13.23607 \ldots  \tag{4.72}\\
& =\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right), \tag{4.73}
\end{align*}
$$

whereas,

$$
\begin{align*}
\vartheta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right) & =13.23607 \ldots  \tag{4.74}\\
& =\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+\vartheta\left(\mathrm{G}_{2}\right), \tag{4.75}
\end{align*}
$$

and the equalities (4.73) and (4.75) are justified by (4.41) and since $\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|=10$. This shows that if the sufficient condition in Theorem 4.20 for equality in (4.19) is violated, then (4.19) may hold with strict inequality (see (4.72)). Conversely, (4.20) holds here with equality (see (4.74) and (4.75)), as it is expected in light of the explanation provided above.

Example 4.28 (NS and NNS joins of Kneser graphs). Let $\mathrm{G}_{1}=\mathrm{K}\left(n_{1}, r_{1}\right)$ and $\mathrm{G}_{2}=\mathrm{K}\left(n_{2}, r_{2}\right)$ be Kneser graphs with $n_{1} \geq 2 r_{1}$ and $n_{2} \geq 2 r_{2}$ (so, these are nonempty graphs). Then, for $i \in\{1,2\}, \mathrm{G}_{i}$ is a $d_{i}$-regular graph with $d_{i}=\binom{n_{i}-r_{i}}{r_{i}}$, and

$$
\begin{align*}
& \left|\mathrm{V}\left(\mathrm{G}_{i}\right)\right|=\binom{n_{i}}{r_{i}}  \tag{4.76}\\
& \chi\left(\mathrm{G}_{i}\right)=n_{i}-2 r_{i}+2  \tag{4.77}\\
& \alpha\left(\mathrm{G}_{i}\right)=\binom{n_{i}-1}{r_{i}-1}=\Theta\left(\mathrm{G}_{i}\right)=\vartheta\left(\mathrm{G}_{i}\right) \tag{4.78}
\end{align*}
$$

where (4.76), (4.77), and the first equality in (4.78) are justified, e.g., in Chapter 43 of [92]; the second and third equalities in (4.78) are due to Theorem 13 in [11]. In light of Theorems 4.20 and 4.24, it follows from (4.76)-(4.78) that

$$
\begin{align*}
& \alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\Theta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\binom{n_{1}}{r_{1}}+\binom{n_{2}-1}{r_{2}-1},  \tag{4.79}\\
& \alpha\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\Theta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\binom{n_{1}}{r_{1}}+\binom{n_{2}-1}{r_{2}-1},  \tag{4.80}\\
& \chi\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=n_{1}+n_{2}-2\left(r_{1}+r_{2}\right)+4=\chi\left(\mathrm{G}_{1} \underline{\underline{ }} \mathrm{G}_{1}\right),  \tag{4.81}\\
& \omega\left(\overline{\mathrm{G}}_{1} \underline{\vee} \overline{\mathrm{G}}_{2}\right)=\binom{n_{1}-1}{r_{1}-1}+\binom{n_{2}-1}{r_{2}-1}=\omega\left(\overline{\mathrm{G}}_{1} \underline{\underline{\vee}} \overline{\mathrm{G}}_{2}\right) . \tag{4.82}
\end{align*}
$$

Specifically, let $G_{1}=G_{2}=P$, where $P$ denotes the Petersen graph; $P$ is a graph on 10 vertices, and $\mathrm{P} \cong \mathrm{K}(5,2)$, so (4.79) and (4.80) with $n_{1}=n_{2}=5$ and $r_{1}=r_{2}=2$ give

$$
\begin{equation*}
\vartheta(\mathrm{P} \underline{\vee} \mathrm{P})=14=\vartheta(\mathrm{P} \underline{\underline{\vee}} \mathrm{P}) \tag{4.83}
\end{equation*}
$$

Equality (4.83) was verified numerically using a combination of the CVX and SageMath software tools [51, 113]. This was done by first constructing the NS and NNS join of graphs $\mathrm{P} \underline{\mathrm{P}} \mathrm{P}$ and $\mathrm{P} \underline{\underline{\mathrm{V}}} \mathrm{P}$, respectively, based on their adjacency matrices in (4.8) and (4.9). Subsequently, the SDP problem presented in (2.48) was solved for computing the Lovász $\vartheta$-functions of the two constructed graphs.

Example 4.29 (NS/NNS joins of a regular graph and the Tietze graph). Let $G_{1}$ be a nonempty and noncomplete regular graph, and let $G_{2}$ be the Tietze graph (see Figure 4). The graph $G_{2}$ is a 3-regular graph on 12 vertices, not strongly regular, nor vertex- or edge-transitive (these properties can be verified by the SageMath software [51]).


Figure 4. The Tietze graph $\mathrm{G}_{2}$ (see Example 4.29).
It is next shown that

$$
\begin{equation*}
\alpha\left(\mathrm{G}_{2}\right)=5=\vartheta\left(\mathrm{G}_{2}\right) . \tag{4.84}
\end{equation*}
$$

Indeed, a maximum independent set in $\mathrm{G}_{2}$ is given by $\{0,3,5,7,11\}$, so $\alpha\left(\mathrm{G}_{2}\right)=5$. Additionally, the equality $\vartheta\left(\mathrm{G}_{2}\right)=5$ is verified by solving the SDP problem in (2.48):

$$
\begin{align*}
& \operatorname{maximize} \operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{12}\right) \\
& \text { subject to } \\
& \left\{\begin{array}{l}
\mathbf{B} \geq 0, \operatorname{Tr}(\mathbf{B})=1, \\
A_{i, j}=1 \Rightarrow B_{i, j}=0, \quad i, j \in\{1, \ldots, 12\} .
\end{array}\right. \tag{4.85}
\end{align*}
$$

The maximizing matrix $\mathbf{B}$ in (4.85), obtained numerically by the CVX software [113], is given by

$$
\mathbf{B}=\frac{1}{15}\left(\begin{array}{llllllllllll}
2 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 2 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 2 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right),
$$

which gives

$$
\begin{equation*}
\vartheta\left(\mathrm{G}_{2}\right)=\operatorname{Tr}\left(\mathbf{B} \mathbf{J}_{12}\right)=5 . \tag{4.86}
\end{equation*}
$$

For comparison with (4.86), since the graph $\mathrm{G}_{2}$ is a 3-regular graph on 12 vertices, inequality (2.58) (Theorem 9 in [11]) with $d=3$ and $\lambda_{\min }\left(\mathrm{G}_{2}\right)=-2.30278 \ldots$ gives

$$
\begin{equation*}
\vartheta\left(\mathrm{G}_{2}\right) \leq-\frac{n \lambda_{\min }(\mathrm{G})}{d-\lambda_{\min }(\mathrm{G})}=5.21110 \ldots, \tag{4.87}
\end{equation*}
$$

so the upper bound (4.87) is not tight. It should be noted that $\mathrm{G}_{2}$ is neither edge-transitive nor strongly regular. If it were, then Theorem 3.1 would have transformed inequality (4.87) into an equality. This transformation would have occurred provided the sufficient conditions for equality, specified in regard to the rightmost inequality of (3.1), were met.

By (4.84), it follows that the Shannon capacity of the Tietze graph is equal to 5

$$
\begin{equation*}
\Theta\left(\mathrm{G}_{2}\right)=5 . \tag{4.88}
\end{equation*}
$$

The vertices in $G_{2}$ can be partitioned into at least three independent sets, e.g., $\{0,2,5,11\},\{1,4,7,10\}$, and $\{3,6,8,9\}$ (see Figure 4), so the chromatic number of $G_{2}$ is equal to 3

$$
\begin{equation*}
\chi\left(\mathrm{G}_{2}\right)=3 . \tag{4.89}
\end{equation*}
$$

The maximum clique in $\mathrm{G}_{2}$ (see Figure 4 ) is the triangle $\{9,10,11\}$, so

$$
\begin{equation*}
\omega\left(\mathrm{G}_{2}\right)=3 \tag{4.90}
\end{equation*}
$$

In light of Theorem 4.20 and Corollary 4.23, it follows from (4.84), (4.89), and (4.90) that

$$
\begin{align*}
& \alpha\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\Theta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+5,  \tag{4.91}\\
& \alpha\left(\mathrm{G}_{1} \underline{\underline{ }} \mathrm{G}_{2}\right)=\Theta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\vartheta\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right)=\left|\mathrm{V}\left(\mathrm{G}_{1}\right)\right|+5,  \tag{4.92}\\
& \chi\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\chi\left(\mathrm{G}_{1}\right)+3=\chi\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right),  \tag{4.93}\\
& \omega\left(\mathrm{G}_{1} \underline{\vee} \mathrm{G}_{2}\right)=\omega\left(\mathrm{G}_{1}\right)+3=\omega\left(\mathrm{G}_{1} \underline{\underline{\vee}} \mathrm{G}_{2}\right) . \tag{4.94}
\end{align*}
$$

Example 4.30 (Chang graphs). Chang graphs are three cospectral and strongly regular graphs with the identical parameters $\operatorname{srg}(28,12,6,4)$. The line graph of the complete graph $\mathrm{K}_{8}$ is also a strongly regular graph with the same set of parameters. By Theorem 2.37, these graphs have an identical spectrum with $\lambda_{1}=12, \lambda_{2}=\ldots=\lambda_{8}=4$ (multiplicity 7 ), and $\lambda_{9}=\ldots=\lambda_{28}=-2$ (multiplicity 20 ). It can be verified, using the SageMath software [51], that all pairs among these cospectral graphs are nonisomorphic and that the three Chang graphs and their complements are neither vertex-transitive nor edge-transitive. In light of Corollary 4.25 , those four strongly regular graphs have an identical Lovász $\vartheta$-function valued at 4 , as demonstrated by either (4.24) or (4.25). Furthermore, the graph complements, which are strongly regular, cospectral, and nonisomorphic, share a common value of 7 for their Lovász $\vartheta$-functions, as demonstrated by (4.26).

## 5. Bounds on graph invariants via the Lovász $\vartheta$-function

Building on preliminaries in Section 2 and introducing additional background in Section 5.1, this section utilizes the Lovász $\vartheta$-function and its unique properties to derive bounds on various graph invariants. These bounds are presented in Section 5.2, and their proofs are provided in Section 5.3. The tightness of these bounds is examined in Section 5.4, including comparisons with established bounds in the literature.

### 5.1. Specialized preliminaries for Section 5

### 5.1.1. Perfect graphs

For all graphs, the chromatic number is greater than or equal to the clique number, but they can be far apart. It is specifically possible to construct finite, connected, and simple graphs whose clique numbers are equal to 2 , while having an arbitrarily large chromatic number (see, e.g., page 314 in [92]). Perfect graphs are characterized by the property that not only their chromatic and clique numbers coincide, but also the same coincidence applies to every induced subgraph. These graphs received a lot of attention (see, e.g., the books [114-116]), dating back to the paper by Claude Shannon in 1956 [1] and the work by Claude Berge in the early sixties [117]. Perfect graphs include many important families of graphs such as bipartite graphs, line graphs of bipartite graphs, chordal graphs, comparability graphs, and the complements of all these graphs [118]. Unlike general graphs, many graph invariants of all perfect graphs are computationally feasible $[28,118]$.
Definition 5.1 (Perfect graph). A graph G is perfect if $\chi(\mathrm{H})=\omega(\mathrm{H})$ for every induced subgraph H of G .
Theorem 5.2 (Weak perfect graph theorem [119]). The complement of a perfect graph retains this perfection. Equivalently, a graph is perfect if and only if its complement is perfect.

A cycle graph of length $2 k+1$, with $k \geq 2$, satisfies $3=\chi\left(\mathrm{C}_{2 k+1}\right)>\omega\left(\mathrm{C}_{2 k+1}\right)=2$, and its complement satisfies $k+1=\chi\left(\overline{\mathrm{C}_{2 k+1}}\right)>\omega\left(\overline{\mathrm{C}_{2 k+1}}\right)=k$. This shows that cycle graphs of odd length greater than 3 , as well as their complements, are imperfect. By definition, the family of perfect graphs is closed under the operation of taking induced subgraphs. Therefore, these graphs can be characterized by the exclusion of a specific family of induced subgraphs, denoted $\mathscr{G}$. The strong perfect graph theorem, presented as follows, states that these two examples are the only elements within $\mathscr{G}$.

Theorem 5.3 (Strong perfect graph theorem [120]). A graph is perfect if and only if neither the graph nor its complement contains an induced cycle of odd length greater than 3.

The reader is referred to [121] as a survey paper on perfect graphs, which is mostly focused on the strong perfect graph theorem. This theorem was conjectured by Berge [117], and it was proved four decades later (in 2002) by Chudnovsky, Robertson, Seymour, and Thomas [120].

### 5.1.2. Triangle-free graphs

A triangle-free graph is a graph that does not contain any triangles, which are cycles of length three, as subgraphs. Triangle-free graphs have garnered attention, as evidenced by their coverage in theoretical graph theory, game theory, and advanced coding techniques for data storage [35, 122-136]. This interest underscores the importance of investigating graph invariants of triangle-free graphs.

Lower bounds on the independence number of triangle-free graphs were derived in [134, 135], as presented in the next result.
Theorem 5.4 (Lower bound on the independence number of triangle-free graphs [135]). Let G be a triangle-free graph on $n$ vertices with a degree sequence $\left\{d_{1}, \ldots, d_{n}\right\}$. Let $f:\{0,1,2, \ldots\} \rightarrow \mathbb{R}$ be defined by the recursion

$$
\begin{equation*}
f(k)=\frac{1+\left(k^{2}-k\right) f(k-1)}{k^{2}+1}, \quad k \in \mathbb{N} \tag{5.1}
\end{equation*}
$$

with $f(0)=1$. Then,

$$
\begin{equation*}
\alpha(\mathrm{G}) \geq \sum_{\ell=1}^{n} f\left(d_{\ell}\right) \tag{5.2}
\end{equation*}
$$

Corollary 5.5 (Upper bound on the fractional chromatic number). Let G be a triangle-free and vertextransitive graph on $n$ vertices with degree $d$. Then,

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \leq \frac{n}{\lceil n f(d)\rceil} \leq \frac{1}{f(d)} \tag{5.3}
\end{equation*}
$$

Proof. The triangle-free graph G is $d$-regular, which implies by (5.2) that $\alpha(\mathrm{G}) \geq n f(d)$. Also, since G is vertex-transitive on $n$ vertices, $\chi_{\mathrm{f}}(\mathrm{G})=\frac{n}{\alpha(\mathrm{G})} \leq \frac{n}{\lceil n f(d)\rceil} \leq \frac{1}{f(d)}$.

A recent work [127] provides upper bounds on the fractional chromatic number of a triangle-free graph, expressed as a function of the maximal degree of its vertices.

Theorem 5.6 (Upper bound on the fractional chromatic number of a triangle-free graph [127]). For every triangle-free graph $G$ of maximum degree $\Delta=\Delta(G)$,

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \leq 1+\min _{k \in \mathbb{N}} \inf _{\lambda>0} \frac{(1+\lambda)^{k}+\lambda(1+\lambda) \Delta}{\lambda(1+k \lambda)} . \tag{5.4}
\end{equation*}
$$

The following result gives an upper bound on the fractional chromatic number of graphs with a large girth (so they are, in particular, triangle-free graphs).
Theorem 5.7 (Upper bound on the chromatic number of graphs with a large girth, [127]). If G is a graph of girth of at least 7, then

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \leq 1+\min _{k \in \mathbb{N}} \frac{2 \Delta(\mathrm{G})+2^{k-3}}{k} . \tag{5.5}
\end{equation*}
$$

Numerical results that rely on Theorem 5.7 are presented in Table 1.4 of [127].
5.1.3. Lower bounds on the fractional chromatic number of a graph

The fractional chromatic number of a graph $G$ is lower-bounded by the Lovász $\vartheta$-function of the complement $\overline{\mathrm{G}}$

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \geq \vartheta(\overline{\mathrm{G}}) \tag{5.6}
\end{equation*}
$$

(see Exercise 11.20 in [29], and (2.52) here). For a self-contained presentation in the continuation of this section, we next provide a proof of (5.6).

Proof. By the formulation of the fractional chromatic number of a graph as an LP problem (see (2.5)), let $\chi_{\mathrm{f}}(\overline{\mathrm{G}}) \triangleq t$ be the smallest value for which there exists a family $\left\{\mathcal{B}_{j}\right\}_{j=1}^{p}$ of cliques in G , along with nonnegative weights $\left\{\tau_{j}\right\}_{j=1}^{p}$ such that

$$
\begin{align*}
& \sum_{j=1}^{p} \tau_{j}=t,  \tag{5.7}\\
& \sum_{j: v \in \mathcal{B}_{j}} \tau_{j} \geq 1, \quad \forall v \in \mathrm{~V}(\mathrm{G}) \tag{5.8}
\end{align*}
$$

For every $v \in \mathrm{~V}(\mathrm{G})$, let the vertex $v$ be assigned the vector

$$
\begin{equation*}
\mathbf{u}(v)=\sum_{j: v \in \mathcal{B}_{j}} \alpha_{j}(v) \mathbf{e}_{j} \tag{5.9}
\end{equation*}
$$

where, for $j \in[p], \mathbf{e}_{j}$ is the $p$-dimensional unit column vector characterized by having 1 in its $j$-th component and zeros in all other components, and

$$
\begin{equation*}
\alpha_{j}(v) \triangleq \sqrt{\frac{\tau_{j}}{\sum_{\ell: v \in \mathcal{B}_{\ell}} \tau_{\ell}}}, \quad \forall j: v \in \mathcal{B}_{j} . \tag{5.10}
\end{equation*}
$$

This mapping gives an orthonormal representation of $G$ since these are unit vectors in $\mathbb{R}^{p}$, and if $\left\{v_{1}, v_{2}\right\} \notin \mathrm{E}(\mathrm{G})$, then there exists no $j \in[p]$ such that $v_{1}, v_{2} \in \mathcal{B}_{j}$ (since the set $\mathcal{B}_{j}$ forms a clique in G ), so $\mathbf{u}\left(v_{1}\right)^{\mathrm{T}} \mathbf{u}\left(v_{2}\right)=0$. Let the $p$-dimensional handle $\mathbf{c}$ of that orthonormal representation be given by

$$
\begin{equation*}
\mathbf{c} \triangleq \frac{1}{\sqrt{t}}\left(\sqrt{\tau}_{1}, \ldots,{\left.\sqrt{\tau_{p}}\right)^{\mathrm{T}}, ., ~}_{\text {. }}\right. \tag{5.11}
\end{equation*}
$$

so it follows from (5.7) that $\|\mathbf{c}\|=1$. For all $v \in \mathrm{~V}(\mathrm{G})$,

$$
\begin{align*}
\mathbf{u}(v)^{\mathrm{T}} \mathbf{c} & =\frac{1}{\sqrt{t}} \sum_{j: v \in \mathcal{B}_{j}} \alpha_{j}(v) \sqrt{\tau_{j}}  \tag{5.12}\\
& =\frac{1}{\sqrt{t}} \sqrt{\sum_{j: v \in \mathcal{B}_{j}} \tau_{j}}  \tag{5.13}\\
& \geq \frac{1}{\sqrt{t}}, \tag{5.14}
\end{align*}
$$

where equality (5.12) holds by (5.9) and (5.11); (5.13) holds by (5.10), and inequality (5.14) holds by (5.8). Consequently, it follows from (2.47) and (5.14) that

$$
\begin{equation*}
\vartheta(\mathrm{G}) \leq \max _{v \in \mathrm{~V}(\mathrm{G})} \frac{1}{\left(\mathbf{u}(v)^{\mathrm{T}} \mathbf{c}\right)^{2}} \leq t=\chi_{\mathrm{f}}(\overline{\mathrm{G}}) \tag{5.15}
\end{equation*}
$$

Two additional spectral lower bounds on the fractional chromatic number of a graph are presented as follows. These are compared with the lower bound on the right-hand side of Eq (5.6).
(1) For a graph G on $n$ vertices, let $\lambda_{1}(\mathrm{G})$ and $\lambda_{n}(\mathrm{G})$ be, respectively, the largest and least eigenvalues of the adjacency matrix of $G$ (see (2.18)). Then, independently by [72,73],

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G}) \geq 1-\frac{\lambda_{1}(\mathrm{G})}{\lambda_{n}(\mathrm{G})} . \tag{5.16}
\end{equation*}
$$

Combining (2.49), (5.6), and (5.16) gives

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \geq \vartheta(\overline{\mathrm{G}}) \geq \chi_{\mathrm{v}}(\mathrm{G}) \geq 1-\frac{\lambda_{1}(\mathrm{G})}{\lambda_{n}(\mathrm{G})} \tag{5.17}
\end{equation*}
$$

This demonstrates that the bound expressed on the right-hand side of (5.16) gives a looser lower bound on the fractional chromatic number in comparison to the bound on the right-hand side of (5.6). Alternatively, this conclusion can also be reached by applying (2.71) to the complement graph $\overline{\mathrm{G}}$, which gives

$$
\begin{equation*}
\vartheta(\overline{\mathrm{G}})=1+\max _{\mathbf{T}} \frac{\lambda_{\max }(\mathbf{T})}{\left|\lambda_{\min }(\mathbf{T})\right|}, \tag{5.18}
\end{equation*}
$$

where $\mathbf{T}=\left(T_{i, j}\right)$ ranges over all the symmetric nonzero $n \times n$ matrices with $T_{i, j}=0$ for all $\{i, j\} \notin$ $\mathrm{E}(\mathrm{G})$, and also for $i=j$. Selecting a potentially suboptimal choice for $\mathbf{T}$ on the right-hand side of (5.18), namely, the adjacency matrix of G, yields

$$
\begin{equation*}
\vartheta(\overline{\mathrm{G}}) \geq 1-\frac{\lambda_{1}(\mathrm{G})}{\lambda_{n}(\mathrm{G})} . \tag{5.19}
\end{equation*}
$$

(2) A recent lower bound by Guo and Sapiro (Theorem 1.1 in [137]) states that

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \geq 1+\max \left\{\frac{s^{+}(\mathrm{G})}{s^{-}(\mathrm{G})}, \frac{s^{-}(\mathrm{G})}{s^{+}(\mathrm{G})}\right\} \tag{5.20}
\end{equation*}
$$

where, on the right-hand side of (5.20), $s^{+}(\mathrm{G})$ and $s^{-}(\mathrm{G})$ respectively denote the sum of squares of the positive and negative eigenvalues of the adjacency matrix $\mathbf{A}$ of $\mathbf{G}$; these sums are referred to as the positive and negative square energies of the graph $G$. The interested reader is directed to recent studies in $[138,139]$, which explore the symmetry or asymmetry between the positive and negative square energies of structured and random graphs. These studies also discuss open questions related to this topic.
The lower bound on the fractional chromatic number presented on the right-hand side of (5.20) strengthens Theorem 2.3 from [140], which provides an identical lower bound on the chromatic number of the graph G. It is worth noting that inequality (5.20) was first conjectured in [141] with a proof of a loosened lower bound that was smaller by 1 than the right-hand side of (5.20). In continuation to that line of research, Coutino and Spier [142] recently proved that the right-hand side of (5.20) is even a lower bound on the vector chromatic number of the graph $G$, i.e.,

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \geq \vartheta(\overline{\mathrm{G}}) \geq \chi_{\mathrm{v}}(\mathrm{G}) \geq 1+\max \left\{\frac{s^{+}(\mathrm{G})}{s^{-}(\mathrm{G})}, \frac{s^{-}(\mathrm{G})}{s^{+}(\mathrm{G})}\right\} . \tag{5.21}
\end{equation*}
$$

The chain of inequalities in (5.21) show that the right-hand side of (5.20) is a looser lower bound on the fractional chromatic number in comparison to the right-hand side of (5.6).

The spectral lower bounds on the fractional chromatic number of a graph $G$, as presented on the righthand sides of (5.16) and (5.20), are looser than the bound on the right-hand side of (5.6). The latter is equal to the Lovász $\vartheta$-function of the graph complement $\overline{\mathrm{G}}$.

We next refer to the so called inertial lower bounds on the chromatic and fractional chromatic numbers of a graph. Let G be a graph on $n$ vertices, and let $\mathbf{A}$ be its adjacency matrix. The inertia of $\mathbf{A}$ is defined as the ordered triple ( $n^{+}, n^{0}, n^{-}$) where $n^{+}, n^{0}$, and $n^{-}$, respectively, denote the numbers (counting multiplicities) of the positive, zero, and negative eigenvalues of $\mathbf{A}$ (so, $n=n^{+}+n^{0}+n^{-}$). Note that $\operatorname{rank}(\mathbf{A})=n^{+}+n^{-}$and nullity $(\mathbf{A})=n^{0}$. Theorem 1 of [143] states that

$$
\begin{equation*}
\chi(\mathrm{G}) \geq 1+\max \left\{\frac{n^{+}}{n^{-}}, \frac{n^{-}}{n^{+}}\right\} . \tag{5.22}
\end{equation*}
$$

A graph $G$ is called nonsingular if its adjacency matrix $\mathbf{A}$ is nonsingular, which holds if and only if $n^{0}=0$. It is further proved in Section 3 of [143] that if G is a nonsingular graph, then the right-hand side of (5.22) is even a lower bound on its fractional chromatic number, i.e.,

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \geq 1+\max \left\{\frac{n^{+}}{n^{-}}, \frac{n^{-}}{n^{+}}\right\} . \tag{5.23}
\end{equation*}
$$

Additionally, (5.23) holds with equality for all Kneser graphs $\mathrm{K}(r, k)$ with $r \geq 2 k$ (i.e., for all nonempty Kneser graphs) and for all cycle graphs.

In light of Theorem 2.37, the lower bound in (5.23) holds in particular for all strongly regular graphs (since their adjacency matrices have no zero eigenvalues). Then, for strongly regular graphs, (5.23) gets the form

$$
\begin{equation*}
\chi_{\mathrm{f}}(\mathrm{G}) \geq 1+\max \left\{\frac{m_{1}+1}{m_{2}}, \frac{m_{2}}{m_{1}+1}\right\} \tag{5.24}
\end{equation*}
$$

where $m_{1}$ and $m_{2}$ on the right-hand side of (5.24), respectively, denote the multiplicities of the secondlargest and least eigenvalues of the adjacency matrix of a strongly regular graph G. The expressions for $m_{1,2}$ are given in (2.33). It is further commented in [143] that the lower bound (5.23) on the fractional chromatic number of a nonsingular graph $G$ cannot serve as a lower bound on the vector chromatic number of G.
5.1.4. Lower bounds on the independence and clique numbers of a graph

Lower bounds on the independence and clique numbers of a graph were established using the vertex degrees by Wei [144]. Let G be a graph on $n$ vertices, and let $\left\{d_{i}\right\}_{i=1}^{n}$ represent the degree sequence of its vertices. Then, the following (nonspectral) bounds on the independence and clique numbers of G , respectively, hold:

$$
\begin{align*}
& \alpha(\mathrm{G}) \geq \sum_{i=1}^{n} \frac{1}{1+d_{i}},  \tag{5.25}\\
& \omega(\mathrm{G}) \geq \sum_{i=1}^{n} \frac{1}{n-d_{i}} . \tag{5.26}
\end{align*}
$$

The equivalent bounds (5.25) and (5.26) are proved by using a probabilistic approach (see, e.g., page 287 in [92]). The reader is referred to [136] for a refinement of Wei's bounds in (5.25) and (5.26) for connected triangle-free graphs.

Spectral lower bounds on the independence and clique numbers of a graph, originally conjectured in [145] and proved in [146], are given by

$$
\begin{align*}
\alpha(\mathrm{G}) & \geq \frac{n(n-1)-2 m}{n(n-1)-2 m-\lambda_{1}(\overline{\mathrm{G}})^{2}},  \tag{5.27}\\
\omega(\mathrm{G}) & \geq \frac{2 m}{2 m-\lambda_{1}(\mathrm{G})^{2}}, \tag{5.28}
\end{align*}
$$

where $m \triangleq|\mathrm{E}(\mathrm{G})|$ denotes the size of the graph. The equivalent spectral bounds in (5.27) and (5.28) were derived in [146] through a combination of the Motzkin-Straus result (Theorem 1 in [147]), an equality for the largest eigenvalue of the adjacency matrix of the graph G, and the Cauchy-Schwarz inequality. The Motzkin-Starus result states that if $G$ is a graph on $n$ vertices, then

$$
\begin{equation*}
\max \left\{\sum_{\{i, j \in \in(\mathrm{G})} x_{i} x_{j}: \sum_{i=1}^{n} x_{i}=1, x_{i} \geq 0, \forall i \in[n]\right\}=\frac{1}{2}\left(1-\frac{1}{\omega(\mathrm{G})}\right), \tag{5.29}
\end{equation*}
$$

where every edge $\{i, j\}$ and $\{j, i\}$ is counted only once on the left-hand side of (5.29), the maximization is attained by selecting a maximum clique $C$ in G , and setting $x_{i} \triangleq \frac{1}{\omega(\mathrm{G})}$ for all $i \in[n]$ such that $v_{i} \in C$, and $x_{i} \triangleq 0$ otherwise. It is noteworthy that [148] appears to be the first paper to identify a relationship between the Motzkin-Straus result and spectral bounds for graphs.

Bounds (5.25)-(5.26) and (5.27)-(5.28), respectively, coincide if $\mathcal{G}$ is a regular graph. Indeed, if $G$ is a $d$-regular graph on $n$ vertices, then $m=\frac{1}{2} n d, \lambda_{1}(\mathrm{G})=d$, and $\lambda_{1}(\overline{\mathrm{G}})=n-d-1$, so the right-hand sides of (5.25) and (5.27) are equal to $\frac{n}{1+d}$, and the right-hand sides of (5.26) and (5.28) are equal to $\frac{n}{n-d}$. In light of (2.1) and the Brooks' theorem, which provides an upper bound on the chromatic number of a connected graph (see, e.g., Theorem 6.14 .2 in [45]), a lower bound on the independence number of a connected $d$-regular graph on $n$ vertices can be improved to $\frac{n}{d}$, unless $G$ forms a complete graph or an odd-cycle graph. Further lower bounds on the clique and independence numbers of a general simple graph $G$, expressed in terms of the average degree of the vertices in $G$ and the smallest eigenvalue of the adjacency matrix of $G$ or its complement $\bar{G}$, were derived in [149]. The interested reader is also referred to Section 2 in [150] for the derivation of lower bounds on the independence and clique numbers of a graph, based on the spectrum of its Laplacian matrix.

### 5.2. New bounds and exact results on graph invariants via the Lovász $\vartheta$-function

The present subsection provides new bounds and exact results on various graph invariants, derived from the properties of the Lovász $\vartheta$-function. This subsection is organized into four parts:

- Section 5.2.1 discusses strongly regular graphs, offering explicit bounds on several invariants of these graphs;
- Section 5.2.2 derives spectral upper and lower bounds on the vector and strict vector chromatic numbers of regular graphs, including sufficient conditions that facilitate achieving these bounds.
- Section 5.2.3 uses the Lovász $\vartheta$-function of a graph's complement to establish lower bounds on the fractional chromatic number of a graph, with a focus on perfect and triangle-free graphs.
- Section 5.2.4 provides lower bounds on the independence and clique numbers of a graph, based on the Lovász $\vartheta$-function of the graph or its complement.
5.2.1. Bounds on graph invariants based on the sandwich theorem for the Lovász $\vartheta$-function

The sandwich theorem for the Lovász $\vartheta$-function (see (2.52) and (2.53)) enables the calculation of feasible bounds on the fractional and integral independence, clique, and chromatic numbers of graphs. Although the exact calculation of these graph invariants is NP-hard, determining their bounds, based on the numerical solution of the SDP problem outlined in (2.48), is feasible with a polynomial complexity in the number of vertices (see Theorem 11.11 in [29]).

The following result illustrates the approach by deriving bounds on the considered graph invariants of strongly regular graphs. The upper bounds on the independence and clique numbers are equivalent to those derived in Theorem 2.1.5 of [151]. However, the derivation method here is different, relying on the Lovász $\vartheta$-function of strongly regular graphs. Through this alternative approach, new lower bounds on the fractional graph invariants are also derived.

Corollary 5.8. Let G be a strongly regular graph with parameters $\operatorname{srg}(n, d, \lambda, \mu)$. Then,

$$
\begin{array}{ll}
\left.\alpha(\mathrm{G}) \leq \left\lvert\, \frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda}\right.\right\rfloor, & \alpha_{\mathrm{f}}(\mathrm{G}) \geq \frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda}, \\
\omega(\mathrm{G}) \leq 1+\left\lfloor\frac{2 d}{t+\mu-\lambda}\right\rfloor, & \omega_{\mathrm{f}}(\mathrm{G}) \geq 1+\frac{2 d}{t+\mu-\lambda}, \\
\chi(\mathrm{G}) \geq 1+\left\lceil\frac{2 d}{t+\mu-\lambda}\right], & \chi_{\mathrm{f}}(\mathrm{G}) \geq 1+\frac{2 d}{t+\mu-\lambda}, \\
\chi(\overline{\mathrm{G}}) \geq\left\lceil\frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda}\right], & \chi_{\mathrm{f}}(\overline{\mathrm{G}}) \geq \frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda}, \tag{5.33}
\end{array}
$$

with

$$
\begin{equation*}
t \triangleq \sqrt{(\mu-\lambda)^{2}+4(d-\mu)} \tag{5.34}
\end{equation*}
$$

Proof. Inequalities (5.30)-(5.33) follow from (2.52), (2.53), and Theorem 3.3.

Numerical examinations of the tightness of bounds on graph invariants, as given in Corollary 5.8, are provided in Example 5.21 for several strongly regular graphs. The upper bound on the independence number, presented in (5.30), is a formulation of the Delsarte and Hoffman bound, which was originally developed for regular graphs (see Section 3.3 in [152] and the survey in [153]). This formulation has been specialized in (5.30) to apply to strongly regular graphs. It is noteworthy that this bound, also known as Hoffman's ratio bound, was generalized to simple graphs that are not necessarily regular (Theorem 2.1.3 of [151]), and to graphs that may have self-loops (Corollaries 3.4 and 3.6 of [154]). Additionally, other upper bounds on the independence number of a connected simple graph $G$ are provided in [155], expressed in terms of the largest and smallest eigenvalues of the adjacency matrix of $G$, along with its maximum and minimum degrees.

### 5.2.2. Exact results and bounds for the vector and strict vector chromatic numbers of graphs

Upper and lower bounds on the vector and strict vector chromatic numbers are next derived for regular graphs, along with sufficient conditions for the attainability of each of these bounds. For strongly regular graphs or for graphs that are both vertex- and edge-transitive, it leads to exact closedform expressions of their vector and strict vector chromatic numbers. These results demonstrate that these two types of chromatic numbers coincide for such regular graphs. The subsequent theorem forms a strengthening of Theorem 3.1 (see Remark 5.10).

Theorem 5.9. Let G be a graph on $n$ vertices.
(1) The following inequality holds:

$$
\begin{equation*}
\chi_{\mathrm{sv}}(\mathrm{G}) \chi_{\mathrm{sv}}(\overline{\mathrm{G}}) \geq n, \tag{5.35}
\end{equation*}
$$

with equality if G is a vertex-transitive or a strongly regular graph.
(2) If G is a d-regular graph, then

$$
\begin{align*}
& 1-\frac{d}{\lambda_{n}(\mathrm{G})} \leq \chi_{\mathrm{v}}(\mathrm{G}) \leq \chi_{\mathrm{sv}}(\mathrm{G}) \leq \frac{n\left(1+\lambda_{2}(\mathrm{G})\right)}{n-d+\lambda_{2}(\mathrm{G})}  \tag{5.36}\\
& \frac{n-d+\lambda_{2}(\mathrm{G})}{1+\lambda_{2}(\mathrm{G})} \leq \chi_{\mathrm{v}}(\overline{\mathrm{G}}) \leq \chi_{\mathrm{sv}}(\overline{\mathrm{G}}) \leq-\frac{n \lambda_{n}(\mathrm{G})}{d-\lambda_{n}(\mathrm{G})} \tag{5.37}
\end{align*}
$$

Furthermore,

- Equality holds in the leftmost inequality of (5.36) if G is both vertex-transitive and edgetransitive, or if G is a strongly regular graph;
- Equality holds in the rightmost inequality of (5.36) if $\overline{\mathrm{G}}$ is edge-transitive, or if G is a strongly regular graph;
- Equality holds in the leftmost inequality of (5.37) if $\overline{\mathrm{G}}$ is both vertex-transitive and edgetransitive, or if G is a strongly regular graph;
- Equality holds in the rightmost inequality of (5.37) if G is edge-transitive, or if G is a strongly regular graph.

Proof. See Section 5.3.1.
Remark 5.10 (Comparison of Item 2 in Theorem 5.9 with Theorem 3.1). By equality (2.50), where $\chi_{\mathrm{sv}}(\mathrm{G})=\vartheta(\overline{\mathrm{G}})$ holds for every graph G , the rightmost inequalities in (5.36) and (5.37) are, respectively, equivalent to those in (3.2) and (3.1). Furthermore, in light of inequality (2.49), which states that $\chi_{\mathrm{v}}(\mathrm{G}) \leq \vartheta(\overline{\mathrm{G}})$ for all G , the leftmost inequalities in (5.36) and (5.37) are, respectively, stronger than those in (3.2) and (3.1) of Theorem 3.1. These observations affirm that Item 2 in Theorem 5.9 not only corroborates, but also strengthens the assertions made in Theorem 3.1.

Remark 5.11 (Relation to spectral lower bounds in [75]). The spectral lower bound on the vector chromatic number of a regular graph $G$, as presented in the leftmost term of (5.36), is due to Galtman [73]; it is also referred to as Hoffman's bound for the vector chromatic number [72, 75].

Spectral lower bounds on the vector chromatic number of any connected graph $G$ are introduced in Theorems 1 and 6 of [75]. The lower bound in Theorem 1 of [75] is given by

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G}) \geq 1+\frac{2 m}{2 m-n v_{n}(\mathrm{G})}, \tag{5.38}
\end{equation*}
$$

where $m \triangleq|\mathrm{E}(\mathrm{G})|$ is the number of edges in G , and $v_{n}(\mathrm{G})$ denotes the least eigenvalue of the signless Laplacian matrix $\mathbf{Q}$ of the graph $G$ (see (2.20)). Additionally, the lower bound in Theorem 6 of [75] is given by

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G}) \geq 1+\frac{\lambda_{1}(\mathrm{G})}{\lambda_{1}(\mathrm{G})-\nu_{1}(\mathrm{G})+\mu_{n}(\mathrm{G})}, \tag{5.39}
\end{equation*}
$$

where $\lambda_{1}(\mathrm{G}), \mu_{n}(\mathrm{G})$, and $v_{1}(\mathrm{G})$ denote, respectively, the largest eigenvalues of the adjacency matrix $\mathbf{A}$, the Laplacian matrix $\mathbf{L}$, and the signless Laplacian matrix $\mathbf{Q}$ of the graph $G$ (see (2.18)-(2.20)). For regular graphs, it is mentioned in Section 6 of [75] that these lower bounds coincide. Indeed, this can be verified as follows: For a $d$-regular graph G on $n$ vertices, the equalities

$$
\begin{equation*}
2 m=n d, \quad \lambda_{1}(\mathrm{G})=d, \quad \mu_{n}(\mathrm{G})=d-\lambda_{n}(\mathrm{G}), \quad v_{1}(\mathrm{G})=2 d, \quad v_{n}(\mathrm{G})=d+\lambda_{n}(\mathrm{G}) \tag{5.40}
\end{equation*}
$$

hold, so the equalities in (5.40) confirm that the lower bounds on the left-hand sides of (5.38) and (5.39) coincide. Furthermore, these lower bounds are identical to the lower bound on $\chi_{\mathrm{v}}(\mathrm{G})$ as presented in the leftmost term of (5.36).

Based on Theorem 5.9, exact closed-form expressions for the vector and strict vector chromatic numbers are next provided for two important subclasses of regular graphs.
Theorem 5.12 (Vector and strict vector chromatic numbers of strongly regular graphs). Let G be a strongly regular graph with parameters $\operatorname{srg}(n, d, \lambda, \mu)$. Then, the vector and strict vector chromatic numbers of G and its complement $\overline{\mathrm{G}}$ satisfy

$$
\begin{align*}
& \chi_{\mathrm{v}}(\mathrm{G})=1+\frac{2 d}{t+\mu-\lambda}=\chi_{\mathrm{sv}}(\mathrm{G})  \tag{5.41}\\
& \chi_{\mathrm{v}}(\overline{\mathrm{G}})=\frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda}=\chi_{\mathrm{sv}}(\overline{\mathrm{G}}) \tag{5.42}
\end{align*}
$$

where $t$ is given in (5.34). The vector and strict vector chromatic numbers of strongly regular graphs are therefore identical. Additionally, the product of the vector (or strict vector) chromatic numbers of a strongly regular graph and its complement equals the order of the graph, i.e.,

$$
\begin{align*}
& \chi_{\mathrm{v}}(\overline{\mathrm{G}})=\frac{n}{\chi_{\mathrm{v}}(\mathrm{G})}  \tag{5.43}\\
& \chi_{\mathrm{sv}}(\overline{\mathrm{G}})=\frac{n}{\chi_{\mathrm{sv}}(\mathrm{G})} . \tag{5.44}
\end{align*}
$$

Proof. See Section 5.3.2.
Corollary 5.13 (Vector and strict vector chromatic numbers of conference graphs). If G is a conference graph on $n$ vertices, then

$$
\begin{equation*}
\chi_{\mathrm{v}}(\overline{\mathrm{G}})=\chi_{\mathrm{v}}(\mathrm{G})=\sqrt{n}=\chi_{\mathrm{sv}}(\mathrm{G})=\chi_{\mathrm{sv}}(\overline{\mathrm{G}}) . \tag{5.45}
\end{equation*}
$$

Proof. The equalities in (5.45) stem from applying Theorem 5.12 with the parameters of a conference graph. Specifically, a conference graph, when considered as a strongly regular graph, is characterized by the parameters $d=\frac{1}{2}(n-1), \lambda=\frac{1}{4}(n-5)$, and $\mu=\frac{1}{4}(n-1)$ (see Definition 2.38). The extreme equalities in (5.45) also hold since G and $\overline{\mathrm{G}}$ are both conference graphs on $n$ vertices.

Theorem 5.14 (Vector/ strict vector chromatic numbers of vertex- and edge-transitive graphs). Let G be a graph that is both vertex-transitive and edge-transitive. Then, its vector and strict vector chromatic numbers coincide, and

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G})=1-\frac{\lambda_{1}(\mathrm{G})}{\lambda_{n}(\mathrm{G})}=\chi_{\mathrm{sv}}(\mathrm{G}) . \tag{5.46}
\end{equation*}
$$

Proof. See Section 5.3.3.
Remark 5.15 (On the subclasses of regular graphs in Theorems 5.12 and 5.14). Theorems 5.12 and 5.14 consider, respectively, the class of strongly regular graphs and the class of graphs that are vertex-transitive and edge-transitive. These are nonequivalent subclasses of the regular graphs, where also none of them is contained in the other. Specifically, the complement of the Cameron graph (see Section 10.54 in [52]) is a strongly regular graph, $\operatorname{srg}(231,200,172,180)$, which is vertex-transitive but not edge-transitive. On the other hand, the Foster graph is 3-regular on 90 vertices (see page 305 of [52]), which is vertex-transitive and edge-transitive, but it is not strongly regular. Another such example is Holt's graph that is 4-regular on 27 vertices, vertex- and edge-transitive, but not strongly regular [156]. The family of Kneser graphs $\mathrm{K}(n, k)$, where $n \geq 2 k$, forms a family of vertex- and edge-transitive graphs that are not necessarily strongly regular graphs; if, $k=2$ and $n \geq 4$, then it is a strongly regular graph with parameters $\operatorname{srg}\left(a_{n}, b_{n}, c_{n}, d_{n}\right)$ with $a_{n}=\binom{n}{2}, b_{n}=\binom{n-2}{2}, c_{n}=\binom{n-4}{2}$, and $d_{n}=\binom{n-3}{2}$. It shows that none of these two subclasses of regular graphs in Theorems 5.12 and 5.14 contains the other. To clarify why a graph that is both vertex- and edge-transitive is not necessarily strongly regular, suppose that $G$ is a vertex- and edge-transitive graph. Then,

- $(G$ is vertex-transitive $) \Rightarrow G$ is regular;
- ( $G$ is edge-transitive) $\Rightarrow$ (every edge in $G$ is contained in the same number of triangles) $\Leftrightarrow$ (every pair of adjacent vertices in $G$ has the same number of common neighbors).
Hence, the condition that every pair of nonadjacent vertices has the same number of common neighbors, which is a requirement for strongly regular graphs, is not necessarily fulfilled here. To that end, suppose that also $\overline{\mathrm{G}}$ is edge-transitive. Then,
- ( $\overline{\mathrm{G}}$ is edge transitive) $\Rightarrow$ (for every edge $\{u, v\} \in \mathrm{E}(\overline{\mathrm{G}})$, the same number of vertices are not adjacent in $\overline{\mathrm{G}}$ to either $u$ or $v$ ) $\Leftrightarrow$ (every pair of nonadjacent vertices in G has the same number of common neighbors).
It is important to note that while the closeness property holds for vertex-transitive graphs under the operation of graph complementation, this property does not extend to edge-transitive graphs.
Remark 5.16 (The vector and strict vector chromatic numbers of vertex-transitive graphs may be distinct). As opposed to graphs that are both vertex- and edge-transitive, whose vector and strict vector chromatic numbers coincide (by Theorem 5.14), the strict vector chromatic number of a graph that is only vertex-transitive (but not edge-transitive) may be strictly greater than its vector chromatic number (see Example 5.23).


### 5.2.3. Lower bounds on the fractional chromatic number of a graph

The fractional chromatic number of a graph $G$ is lower-bounded by the Lovász $\vartheta$-function of its complement $\overline{\mathrm{G}}$, as demonstrated by inequality (5.6). Following the derivation of a closed-form lower bound on the fractional chromatic number of any strongly regular graph (see (5.32)), two additional classes of graphs are considered, while linking these results with relevant literature.

On perfect graphs: The strong perfect graph theorem provides an exact characterization of perfect graphs (see Theorem 5.3). This characterization, alongside the sandwich theorem for the Lovász $\vartheta$ function (see (2.52) and (2.53)) and the weak perfect graph theorem (see Theorem 5.2), establishes that for perfect graphs, the computations of both integral and fractional independence numbers, clique numbers, and chromatic numbers, as well as the Shannon capacity, vector chromatic number, and strict vector chromatic number coincide with the Lovász $\vartheta$-function of either the graph itself or its complement. Remarkably, the computational complexity of these graph invariants, typically NP-hard for general graphs, can be efficiently computed in polynomial time for perfect graphs by solving the SDP problem outlined in (2.48) [28].
Theorem 5.17 (Graph invariants of perfect graphs). If G is a perfect graph, then

$$
\begin{align*}
& \omega(\mathrm{G})=\omega_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{v}}(\mathrm{G})=\chi_{\mathrm{sv}}(\mathrm{G})=\chi(\mathrm{G})=\chi_{\mathrm{f}}(\mathrm{G})=\Theta(\overline{\mathrm{G}})=\vartheta(\overline{\mathrm{G}})=\vartheta^{\prime}(\overline{\mathrm{G}}),  \tag{5.47}\\
& \alpha(\mathrm{G})=\alpha_{\mathrm{f}}(\mathrm{G})=\chi_{\mathrm{v}}(\overline{\mathrm{G}})=\chi_{\mathrm{sv}}(\overline{\mathrm{G}})=\chi(\overline{\mathrm{G}})=\chi_{\mathrm{f}}(\overline{\mathrm{G}})=\Theta(\mathrm{G})=\vartheta(\mathrm{G})=\vartheta^{\prime}(\mathrm{G}) . \tag{5.48}
\end{align*}
$$

Proof. If $\mathbf{G}$ is a perfect graph, so is its complement $\overline{\mathrm{G}}$. Hence, $\omega(\mathrm{G})=\chi(\mathrm{G})$ and $\alpha(\mathbf{G})=\chi(\overline{\mathrm{G}})$. The other equalities in (5.47) and (5.48) hold by the sandwich theorem in (2.52) and (2.53).

If $G$ is a perfect graph, then so is every induced subgraph of $G$ or $\bar{G}$. It therefore follows that, if $G$ is a perfect graph, then the chains of equalities in (5.47) and (5.48) hold for every induced subgraph of G or $\overline{\mathrm{G}}$.

Theorem 5.17 is illustrated in Examples 5.25 and 5.26, with respect to three-tower Hanoi graphs and windmill graphs (these are all perfect graphs), and with comparisons to lower bounds on the fractional chromatic number. By Theorem 5.17, the lower bound on the right-hand side of (5.6) is tight for perfect graphs, whereas the other lower bounds in (5.16) and (5.20) are not necessarily tight for these graphs.

On triangle-free graphs: The next result gives a lower bound on the fractional chromatic number of triangle-free graphs (i.e., graphs that have no cliques of three vertices).
Theorem 5.18. Let $G$ be a nonempty triangle-free graph on $n$ vertices. Then,

$$
\begin{equation*}
\chi_{\mathrm{f}}(\overline{\mathrm{G}}) \geq \vartheta(\mathrm{G}) \geq \frac{1}{16} n^{\frac{2}{3}} . \tag{5.49}
\end{equation*}
$$

Proof. See Section 5.3.4.
Remark 5.19 (Relation to [35]). In Theorem 2.1 of [35], Alon proved that for every integer represented as $n=8^{k}$, where $k \in \mathbb{N}$ is not divisible by 3 , there exists a triangle-free and $d_{n}$-regular graph $\mathrm{G}_{n}$ on $n$ vertices, with $d_{n}=2^{k-1}\left(2^{k-1}-1\right)$, and

$$
\begin{equation*}
\vartheta\left(\mathrm{G}_{n}\right) \leq(36+o(1)) n^{\frac{2}{3}}, \tag{5.50}
\end{equation*}
$$

as $o(1) \underset{n \rightarrow \infty}{\longrightarrow} 0$. The result in Theorem 5.18 shows that, up to a constant factor, $\vartheta\left(\mathrm{G}_{n}\right)$ in (5.50) has the smallest scaling in $n$. A result of a similar focus, examining the minimum chromatic number of a triangle-free graph as a function of its number of vertices or edges, is analyzed in [157].

### 5.2.4. Lower bounds on the independence and clique numbers of a graph

Section 5.1.4 introduces known lower bounds on the independence and clique numbers of a graph. The following bounds are expressed in terms of the Lovász $\vartheta$-function of the graph or its complement.

Theorem 5.20 (Lower bounds on the independence and clique numbers of a graph). Let G be a graph on $n$ vertices, excluding the complete graph or its complement. Then,

$$
\begin{align*}
& \alpha(\mathrm{G}) \geq \max \left\{\begin{array}{l}
\frac{1}{10 \sqrt{\ln n}} \cdot n^{\frac{3}{\vartheta(\overline{\mathrm{G}})+1},}, \frac{2 \ln n}{\ln \left(\frac{16 n}{\vartheta(\mathrm{G})}\right)}-1
\end{array}\right\},  \tag{5.51}\\
& \omega(\mathrm{G}) \geq \max \left\{\frac{1}{10 \sqrt{\ln n}} \cdot n^{\frac{3}{\vartheta(\mathrm{G})+1},} \frac{\frac{2 \ln n}{\ln \left(\frac{16 n}{\vartheta(\overline{\mathrm{G}})}\right)}-1}{}\right\} . \tag{5.52}
\end{align*}
$$

Proof. See Section 5.3.5.

### 5.3. Proofs

This section offers proofs of results outlined in Section 5.2.

### 5.3.1. Proof of Theorem 5.9

Let $G$ be a graph on $n$ vertices. Inequality (5.35) is derived by combining (2.50) (Theorem 8.2 in [70]) and (2.57) (Corollary 2 in [11]). Additionally, if $G$ is a strongly regular or vertex-transitive graph, then (5.35) is assured to hold with equality by combining (2.50) and Corollary 3.4. This completes the proof of Item 1 in Theorem 5.9.

We now turn to prove Item 2 in Theorem 5.9. Let G be a $d$-regular graph on $n$ vertices. Referring to Remark 5.10 and (2.49), it suffices to prove the leftmost inequalities in (5.36) and (5.37). This is sufficient because the middle inequalities in (5.36) and (5.37) are (2.45), and the rightmost inequalities in (5.36) and (5.37) are, respectively, equivalent to those in (3.2) and (3.1) (due to equality (2.50)). By Galtman's result [73],

$$
\begin{equation*}
\chi_{\mathrm{v}}(\mathrm{G}) \geq 1-\frac{\lambda_{1}(\mathrm{G})}{\lambda_{n}(\mathrm{G})}, \tag{5.53}
\end{equation*}
$$

which is the leftmost inequality in (5.36) with $\lambda_{1}(\mathrm{G})=d$. The leftmost inequality in (5.37) is obtained as follows:

$$
\begin{align*}
\chi_{\mathrm{v}}(\overline{\mathrm{G}}) & \geq 1-\frac{\lambda_{1}(\overline{\mathrm{G}})}{\lambda_{n}(\overline{\mathrm{G}})}  \tag{5.54}\\
& =1+\frac{n-d-1}{1+\lambda_{2}(\mathrm{G})}  \tag{5.55}\\
& =\frac{n-d+\lambda_{2}(\mathrm{G})}{1+\lambda_{2}(\mathrm{G})} \tag{5.56}
\end{align*}
$$

where (5.54) holds by replacing G with $\overline{\mathrm{G}}$ on both sides of (5.53); (5.55) is obtained from (4.10), where the latter reveals the following relation for a $d$-regular graph G on $n$ vertices (see Section 1.3.2 in [41]):

$$
\begin{align*}
& \lambda_{1}(\overline{\mathrm{G}})=n-d-1=n-1-\lambda_{1}(\mathrm{G}),  \tag{5.57}\\
& \lambda_{\ell}(\overline{\mathrm{G}})=-1-\lambda_{n+2-\ell}(\mathrm{G}), \quad \ell=2, \ldots, n . \tag{5.58}
\end{align*}
$$

Specifically, by setting $\ell=n$ in (5.58),

$$
\begin{equation*}
\lambda_{n}(\overline{\mathrm{G}})=-1-\lambda_{2}(\mathrm{G}) \tag{5.59}
\end{equation*}
$$

The leftmost inequalities in (5.36) and (5.37) hold by (5.53)-(5.56). Subsequently, by (2.50), the sufficient conditions for equality in the rightmost inequalities of (3.2) and (3.1), respectively, coincide with those required for equality in the rightmost inequalities of (5.36) and (5.37). Furthermore, by (2.50) alongside the leftmost and middle inequalities in (5.36) and (5.37), the sufficient conditions for equality in the leftmost inequalities of (3.2) and (3.1), respectively, also ensure equality in the leftmost inequalities of (5.36) and (5.37).

### 5.3.2. Proof of Theorem 5.12

Let G be a strongly regular graph with parameters $\operatorname{srg}(n, d, \lambda, \mu)$. Then, by the satisfiability of the sufficient conditions in Theorem 5.9 for equality in the leftmost and rightmost inequalities of (5.36) and (5.37), it follows that

$$
\begin{align*}
& 1-\frac{d}{\lambda_{n}(\mathrm{G})}=\chi_{\mathrm{v}}(\mathrm{G}) \leq \chi_{\mathrm{sv}}(\mathrm{G})=\frac{n\left(1+\lambda_{2}(\mathrm{G})\right)}{n-d+\lambda_{2}(\mathrm{G})}  \tag{5.60}\\
& \frac{n-d+\lambda_{2}(\mathrm{G})}{1+\lambda_{2}(\mathrm{G})}=\chi_{\mathrm{v}}(\overline{\mathrm{G}}) \leq \chi_{\mathrm{sv}}(\overline{\mathrm{G}})=-\frac{n \lambda_{n}(\mathrm{G})}{d-\lambda_{n}(\mathrm{G})} \tag{5.61}
\end{align*}
$$

We proceed to prove that equality is also attained in the middle inequalities of (5.60) and (5.61). By Theorem 2.37 and the parameter $t$ as defined in (3.5),

$$
\begin{equation*}
\lambda_{2}(\mathrm{G})=\frac{1}{2}(\lambda-\mu+t), \quad \lambda_{n}(\mathrm{G})=\frac{1}{2}(\lambda-\mu-t), \tag{5.62}
\end{equation*}
$$

which implies that the leftmost and rightmost terms in (5.60) coincide, and

$$
\begin{align*}
1-\frac{d}{\lambda_{n}(\mathrm{G})} & =1+\frac{2 d}{\mu+t-\lambda}  \tag{5.63}\\
& =\frac{n\left(1+\lambda_{2}(\mathrm{G})\right)}{n-d+\lambda_{2}(\mathrm{G})} . \tag{5.64}
\end{align*}
$$

Likewise, by taking reciprocals in (5.63) and (5.64), and multiplying by $n$, the leftmost and rightmost terms in (5.61) also coincide, and

$$
\begin{align*}
\frac{n-d+\lambda_{2}(\mathrm{G})}{1+\lambda_{2}(\mathrm{G})} & =\frac{n(t+\mu-\lambda)}{2 d+t+\mu-\lambda}  \tag{5.65}\\
& =-\frac{n \lambda_{n}(\mathrm{G})}{d-\lambda_{n}(\mathrm{G})} \tag{5.66}
\end{align*}
$$

In light of (5.63)-(5.66), the middle inequalities in (5.36) and (5.37) hold with equalities, establishing all the equalities in (5.41)-(5.44).

### 5.3.3. Proof of Theorem 5.14

Let G be a graph on $n$ vertices that is both vertex-transitive and edge-transitive. Due to its vertextransitivity, G is regular, with $d$ denoting the degree of its vertices. By Item 2 in Theorem 5.9, equality holds in the leftmost inequality of (5.36) and the rightmost inequality of (5.37), which gives

$$
\begin{align*}
& \chi_{\mathrm{v}}(\mathrm{G})=1-\frac{d}{\lambda_{n}(\mathrm{G})}  \tag{5.67}\\
& \chi_{\mathrm{sv}}(\overline{\mathrm{G}})=-\frac{n \lambda_{n}(\mathrm{G})}{d-\lambda_{n}(\mathrm{G})} . \tag{5.68}
\end{align*}
$$

By Item 1 of Theorem 5.9, the vertex-transitivity of G yields equality in (5.35), so

$$
\begin{equation*}
\chi_{\mathrm{sv}}(\mathrm{G})=\frac{n}{\chi_{\mathrm{sv}}(\overline{\mathrm{G}})}=1-\frac{d}{\lambda_{n}(\mathrm{G})} . \tag{5.69}
\end{equation*}
$$

Combining (5.67), (5.69), and the equality $\lambda_{1}(\mathrm{G})=d$ (for a $d$-regular graph G ) gives (5.46).

### 5.3.4. Proof of Theorem 5.18

Let G be a nonempty triangle-free graph on $n$ vertices, which implies that $\alpha(\overline{\mathrm{G}})=\omega(\mathrm{G})=2$. By (2.61) (Theorem 11.18 in [29]), with G replaced by $\overline{\mathrm{G}}$ and setting $k=2$, it follows that

$$
\begin{equation*}
\vartheta(\overline{\mathrm{G}}) \leq 16^{\frac{1}{3}} . \tag{5.70}
\end{equation*}
$$

Since $\vartheta(\mathrm{G}) \vartheta(\overline{\mathrm{G}}) \geq n$ holds for every graph G on $n$ vertices (see (2.57)), it follows from (5.70) that

$$
\begin{equation*}
\vartheta(\mathrm{G}) \geq \frac{1}{16} n^{\frac{2}{3}} . \tag{5.71}
\end{equation*}
$$

The result in (5.49) is deduced by combining (5.71) with the inequality $\chi_{\mathrm{f}}(\overline{\mathrm{G}}) \geq \vartheta(\mathrm{G})$ (see (2.52)).

### 5.3.5. Proof of Theorem 5.20

Inequalities (5.51) and (5.52) are equivalent since $\alpha(\mathrm{G})=\omega(\overline{\mathrm{G}})$, so the right-hand side of (5.52) is obtained from the right-hand side of (5.51) by replacing $G$ with $\bar{G}$. For a graph $\mathcal{G}$ on $n$ vertices, inequality (5.51) is composed of two lower bounds on its independence number. The first term on the right-hand side of (5.51) is the lower bound on the right-hand of (2.62) with $t \triangleq \vartheta(\overline{\mathrm{G}})$ (by assumption, since neither G nor its complement $\overline{\mathrm{G}}$ are complete graphs, it follows that $\vartheta(\mathrm{G}) \geq \alpha(\mathrm{G}) \geq 2$ and $\vartheta(\overline{\mathrm{G}}) \geq$ $\omega(\mathrm{G}) \geq 2$ ). The second term on the right-hand side of (5.51) is an equivalent form of inequality (2.61), where the independence number $\alpha(\mathrm{G})$ is lower-bounded by a function of $\vartheta(\mathrm{G})$.

### 5.4. Examples for the results in Section 5.2

The present subsection provides the utility of the results in Section 5.2, and it also obtains new results by examples and counterexamples.

Example 5.21 (Bounds on graph invariants for strongly regular graphs). The present example aims to illustrate the tightness of the bounds in Corollary 5.8 for four selected strongly regular graphs:

- Petersen graph that is a strongly regular graph with parameters $\operatorname{srg}(10,3,0,1)$;
- Schläfli graph that is a strongly regular graph with parameters $\operatorname{srg}(27,16,10,8)$;
- Shrikhande graph that is a strongly regular graph with parameters $\operatorname{srg}(16,6,2,2)$;
- Hall-Janko graph that is a strongly regular graph with parameters $\operatorname{srg}(100,36,14,12)$.
(1) Let $\mathrm{G}_{1}$ be the Petersen graph. Then, $\vartheta\left(\mathrm{G}_{1}\right)=4$, and $\vartheta\left(\overline{\mathrm{G}}_{1}\right)=\frac{5}{2}$. The bounds on the independence, clique, and chromatic numbers are tight:

$$
\begin{align*}
& \alpha\left(\mathrm{G}_{1}\right)=4=\vartheta\left(\mathrm{G}_{1}\right),  \tag{5.72}\\
& \omega\left(\mathrm{G}_{1}\right)=2=\left\lfloor\vartheta\left(\overline{\mathrm{G}}_{1}\right)\right\rfloor,  \tag{5.73}\\
& \chi_{\mathrm{f}}\left(\mathrm{G}_{1}\right)=\frac{5}{2}=\vartheta\left(\overline{\mathrm{G}}_{1}\right),  \tag{5.74}\\
& \chi\left(\mathrm{G}_{1}\right)=3=\left\lceil\vartheta\left(\overline{\mathrm{G}}_{1}\right)\right\rceil . \tag{5.75}
\end{align*}
$$

(2) Let $\mathrm{G}_{2}, \mathrm{G}_{3}, \mathrm{G}_{4}$ be the Schläfli, Shrikhande, and Hall-Janko graphs, respectively. Then,

$$
\begin{align*}
& \vartheta\left(\mathrm{G}_{2}\right)=3, \quad \vartheta\left(\overline{\mathrm{G}}_{2}\right)=9,  \tag{5.76}\\
& \vartheta\left(\mathrm{G}_{3}\right)=\vartheta\left(\overline{\mathrm{G}}_{3}\right)=4,  \tag{5.77}\\
& \vartheta\left(\mathrm{G}_{4}\right)=\vartheta\left(\overline{\mathrm{G}}_{4}\right)=10 . \tag{5.78}
\end{align*}
$$

(3) The lower bounds on the chromatic and fractional chromatic numbers of these graphs are tight:

$$
\begin{align*}
\chi_{\mathrm{f}}\left(\mathrm{G}_{2}\right) & =\chi\left(\mathrm{G}_{2}\right)=9  \tag{5.79}\\
\chi_{\mathrm{f}}\left(\mathrm{G}_{3}\right) & =\chi\left(\mathrm{G}_{3}\right)=4,  \tag{5.80}\\
\chi_{\mathrm{f}}\left(\mathrm{G}_{4}\right) & =\chi\left(\mathrm{G}_{4}\right)=10 . \tag{5.81}
\end{align*}
$$

(4) The upper bounds on their independence numbers are also tight:

$$
\begin{align*}
& \alpha\left(\mathrm{G}_{2}\right)=3=\vartheta\left(\mathrm{G}_{2}\right),  \tag{5.82}\\
& \alpha\left(\mathrm{G}_{3}\right)=4=\vartheta\left(\mathrm{G}_{3}\right),  \tag{5.83}\\
& \alpha\left(\mathrm{G}_{4}\right)=10=\vartheta\left(\mathrm{G}_{4}\right) . \tag{5.84}
\end{align*}
$$

(5) The upper bounds on their clique numbers are, however, not tight since

$$
\begin{align*}
& \omega\left(\mathrm{G}_{2}\right)=6<\vartheta\left(\overline{\mathrm{G}}_{2}\right),  \tag{5.85}\\
& \omega\left(\mathrm{G}_{3}\right)=3<\vartheta\left(\overline{\mathrm{G}}_{3}\right),  \tag{5.86}\\
& \omega\left(\mathrm{G}_{4}\right)=4<\vartheta\left(\overline{\mathrm{G}}_{4}\right) . \tag{5.87}
\end{align*}
$$

(6) For comparison, the inertial lower bound (5.24) gives

$$
\begin{equation*}
\chi_{\mathrm{f}}\left(\mathrm{G}_{1}\right) \geq 2 \frac{1}{2}, \quad \chi_{\mathrm{f}}\left(\mathrm{G}_{2}\right) \geq 3 \frac{6}{7}, \quad \chi_{\mathrm{f}}\left(\mathrm{G}_{3}\right) \geq 2 \frac{2}{7}, \quad \chi_{\mathrm{f}}\left(\mathrm{G}_{4}\right) \geq 2 \frac{26}{37} . \tag{5.88}
\end{equation*}
$$

With the exception of the Petersen graph $\left(\mathrm{G}_{1}\right)$, it is observed that the lower bounds in (5.88) are not tight. In contrast, the bound provided in Corollary 5.8 proves to be tight for the fractional chromatic numbers of all four graphs.

Example 5.22 (Identical vector and strict vector chromatic numbers in Theorems 5.12 and 5.14). By Theorems 5.12 and 5.14, the vector and strict vector chromatic numbers coincide for every graph that is either strongly regular or both vertex- and edge-transitive. Theorems 5.12 and 5.14 are confirmed numerically by solving the SDP problems in (2.41) and (2.46) for such regular graphs, while getting a match with (5.41), (5.42), and (5.46) (see Table 3). Numerical results in Table 3 also exemplify that the vector and strict vector chromatic numbers may coincide for graphs that do not exhibit either strong regularity or both vertex- and edge-transitivity. That happens to be the case, e.g., for the Frucht graph, whose vector and strict vector chromatic numbers are identical and equal to 3. The Frucht graph is a 3-regular graph on 12 vertices that is neither vertex- nor edge-transitive, and is also not a strongly regular graph.

Table 3. Regular graphs with identical vector and strict vector chromatic numbers by Theorems 5.12 and 5.14 (see Example 5.22).

| Named Graph G | Type of Graph | $\chi_{\mathrm{v}, \mathrm{sv}}(\mathrm{G})$ |
| :---: | :---: | :---: |
| Pentagon ( $\mathrm{C}_{5}$ ) | $\operatorname{srg}(5,2,0,1)$ | $\sqrt{5}$ |
| Petersen | $\operatorname{srg}(10,3,0,1)$ | $2 \frac{1}{2}$ |
| Clebsch | $\operatorname{srg}(16,5,0,2)$ | $2 \frac{1}{3}$ |
| Shrikhande | $\operatorname{srg}(16,6,2,2)$ | 4 |
| Schläfli | $\operatorname{srg}(27,16,10,8)$ | 9 |
| Holt (a.k.a. Doyle) | 27 vertices, vertex- and edge-transitive, not srg | $2.53747 \ldots$ |
| Hoffman-Singleton | $\operatorname{srg}(50,7,0,1)$ | $3 \frac{1}{3}$ |
| Sims-Gewirtz | $\operatorname{srg}(56,10,0,2)$ | $3 \frac{1}{2}$ |
| Gritsenko | $\operatorname{srg}(65,32,15,16)$ | $\sqrt{65}$ |
| Mesner ( $M_{22}$ ) | $\operatorname{srg}(77,16,0,4)$ | $3 \frac{2}{3}$ |
| Brouwer-Haemers | $\operatorname{srg}(81,20,1,6)$ | $3 \frac{6}{7}$ |
| Foster | 90 vertices, vertex- and edge-transitive, not srg | 2 |
| Higman-Sims | $\operatorname{srg}(100,22,0,6)$ | $3 \frac{3}{4}$ |
| Hall-Janko | $\operatorname{srg}(100,36,14,12)$ | 10 |
| Dejter | 112 vertices, vertex- and edge-transitive, bipartite | 2 |
| Cameron | $\operatorname{srg}(231,30,9,3)$ | 11 |
| Mathon-Rosa | $\operatorname{srg}(280,117,44,52)$ | 10 |
| Janko-Kharaghani-Tonchev | $\operatorname{srg}(324,153,72,72)$ | 18 |
| Even-cycle graph $\mathrm{C}_{n}, n \geq 4$ | vertex- and edge-transitive, not srg if $n \neq 4$ | 2 |
| Odd-cycle graph $\mathrm{C}_{n}, n \geq 3$ | vertex- and edge-transitive, not srg if $n \neq 5$ | $1+\sec \left(\frac{\pi}{n}\right)$ |
| Kneser graph $\mathrm{K}(n, k), n \geq 2 k$ | vertex- and edge-transitive, not srg in general | $\frac{n}{k}$ |
| Paley graph of order $n$ | conference graph, vertex- and edge-transitive | $\sqrt{n}$ |

Example 5.23 (The vector and strict vector chromatic numbers of vertex-transitive graphs may be distinct). In [37] (see page 429), there is an example of a regular graph whose strict vector chromatic number is strictly greater than its vector chromatic number. Since only final results are given in [37], we first elaborate on that example from [37], and we then generalize it to examine the vector and strict vector chromatic numbers of these generalized graphs.

Let $G$ be a graph on 64 vertices, and label its vertices by the 6 -length binary strings $\{0,1\}^{6}$. Let any two vertices be adjacent if and only if their corresponding strings are of Hamming distance that is at most 3 . Let $\mathrm{H} \triangleq \overline{\mathrm{G}}$ denote the complement graph, so any two of its vertices are adjacent if their corresponding strings are of Hamming distance of at least 4 . Replacing the binary strings with $\pm 1$ vectors in the standard way $(0 \mapsto+1$ and $1 \mapsto-1)$ and then normalizing these vectors to be unit vectors in the Euclidean space, the adjacency of vertices in H corresponds to two vectors having an inner product that is less than or equal to $-\frac{1}{3}$. By Definition 2.42, it follows that $\chi_{\mathrm{v}}(\mathrm{H}) \leq 4$. It can be verified that there exists a clique in H of 4 vertices, so $\omega(\mathrm{H}) \geq 4$; indeed, the vertices that refer to the vectors $(+1,+1,+1,+1,+1,+1),(-1,-1,-1,-1,+1,+1),(-1,-1,+1,+1,-1,-1)$, and $(+1,+1,-1,-1,-1,-1)$ form a clique in H since any pair of vectors differ in four coordinates. Hence, $\omega(\mathrm{H})=4=\chi_{\mathrm{v}}(\mathrm{H})$. Numerical calculation of the strict vector chromatic number of the graph H as a solution of the SDP problem in (2.46), which relies on first constructing the adjacency matrix of the graph $H$ by its above definition, gives that $\chi_{\mathrm{sv}}(\mathrm{H})=5 \frac{1}{3}$; it is consistent with Schrijver's paper [37] where it was claimed that $\vartheta(\mathrm{G})=5 \frac{1}{3}$ (by definition, $\mathrm{H}=\overline{\mathrm{G}}$, so $\chi_{\mathrm{sv}}(\mathrm{H})=\vartheta(\mathrm{G})$ ). To conclude, it is obtained that

$$
\begin{equation*}
\chi_{\mathrm{sv}}(\mathrm{H})=5 \frac{1}{3}>4=\chi_{\mathrm{v}}(\mathrm{H}) . \tag{5.89}
\end{equation*}
$$

The regular graph H exhibits vertex-transitivity due to a property in which adding a constant vector to all vertices, using arithmetic over GF(2), maintains the Hamming distance between any pair of vertices. This implies that the adjacency relations among the vertices in H remain consistent under such transformations. Consequently, any vector $u \in\{0,1\}^{6}$ can be mapped to any other vector $v \in\{0,1\}^{6}$ by adding the fixed vector $v-u \in\{0,1\}^{6}$ to all vertices in the graph. However, H does not possess edgetransitivity. If it did, according to Theorem 5.14, the vector and strict vector chromatic numbers of H would be identical. The SageMath software tool [51] has confirmed that H is not an edge-transitive graph.

As an extension of the above construction of H , let $\ell, d_{\mathrm{L}}, d_{\mathrm{H}}$ be integers such that $1 \leq d_{\mathrm{L}} \leq d_{\mathrm{H}} \leq \ell$. Let H be a graph on $n=2^{\ell}$ vertices whose vertices are labeled by all the $\ell$-length binary strings $\{0,1\}^{\ell}$, and let any pair of vertices in H be adjacent if and only if their corresponding strings are of Hamming distance $d$ that satisfies $d_{\mathrm{L}} \leq d \leq d_{\mathrm{H}}$. As it is explained above, the regular graph H is vertextransitive. The above graph H from [37] corresponds to the special case where $d_{\mathrm{L}}=4, d_{\mathrm{H}}=6$, and $\ell=6$. We next compare the vector and strict vector chromatic numbers of the graph $\mathrm{H} \triangleq \mathrm{H}_{\ell, d_{\mathrm{L}}, d_{\mathrm{H}}}$ by numerically solving the SDP problems in (2.40) and (2.46) for different selections of the parameters ( $\ell, d_{\mathrm{L}}, d_{\mathrm{H}}$ ), showing the existence of other possible combinations of these graph parameters, for which the strict vector chromatic number of the vertex-transitive graph H is strictly greater than its vector chromatic number. The numerical results of the vector and strict vector chromatic numbers of the graph $\mathrm{H} \triangleq \mathrm{H}_{\ell, d_{\mathrm{L}}, d_{\mathrm{H}}}$ are presented in Table 4 for different values of parameters $\left(\ell, d_{\mathrm{L}}, d_{\mathrm{H}}\right)$. It is shown that, for such vertex-transitive graphs, these two types of chromatic numbers may be distinct, in contrast to graphs that are both vertex- and edge-transitive whose vector and strict vector chromatic numbers
coincide by Theorem 5.14.
Table 4. The vector and the strict vector chromatic numbers of the vertex-transitive graph $\mathrm{H} \triangleq \mathrm{H}_{\ell, d_{\mathrm{L}}, d_{\mathrm{H}}}$ in Example 5.23, for different selections of integers $\ell, d_{\mathrm{L}}, d_{\mathrm{H}} \in \mathbb{N}$ such that $1 \leq d_{\mathrm{L}} \leq d_{\mathrm{H}} \leq \ell$. The values of these two types of chromatic numbers are bolded if $\chi_{\mathrm{v}}(\mathrm{H})<\chi_{\mathrm{sv}}(\mathrm{H})$. In light of Theorem 5.14, it is specified if H is also edge-transitive.

| $\ell$ | $d_{\mathrm{L}}$ | $d_{\mathrm{H}}$ | $\chi_{\mathrm{v}}(\mathrm{H})$ | $\chi_{\mathrm{sv}}(\mathrm{H})$ | Is H edge- <br> transitive ? |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 2 | 2 | 4 | 4 | yes |
| 4 | 2 | 3 | 6 | 6 | yes |
| 4 | 2 | 4 | 8 | 8 | no |
| 4 | 3 | 4 | $2 \frac{2}{3}$ | $2 \frac{2}{3}$ | yes |
| 5 | 2 | 5 | 16 | 16 | no |
| 5 | 3 | 4 | 4 | 4 | no |
| 5 | 3 | 5 | $\mathbf{4}$ | $\mathbf{5} \frac{1}{3}$ | no |
| 5 | 4 | 5 | $2 \frac{2}{3}$ | $2 \frac{2}{3}$ | no |
| 6 | 2 | 5 | $26 \frac{2}{3}$ | $26 \frac{2}{3}$ | no |
| 6 | 2 | 6 | 32 | 32 | no |
| 6 | 3 | 6 | 8 | 8 | no |
| 6 | 4 | 6 | $\mathbf{4}$ | $\mathbf{5} \frac{1}{3}$ | no |
| 6 | 5 | 6 | $2 \frac{2}{5}$ | $2 \frac{2}{5}$ | yes |
| 7 | 3 | 7 | 16 | 16 | no |
| 7 | 4 | 7 | 8 | 8 | no |
| 7 | 5 | 7 | $\mathbf{3}$ | $\mathbf{3} \frac{5}{9}$ | no |
| 7 | 6 | 7 | $2 \frac{2}{5}$ | $2 \frac{2}{5}$ | no |

Example 5.24 (The variant of the $\vartheta$-function by Schrijver is not an upper bound on the Shannon capacity). By the sandwich theorem in (2.52), the inequality $\alpha(\mathrm{G}) \leq \vartheta^{\prime}(\mathrm{G}) \leq \vartheta(\mathrm{G})$ holds for every finite, undirected, and simple graph $G$. It is next shown by a counterexample that, unlike the Lovász $\vartheta$-function of a graph $G$, which forms an upper bound on the Shannon capacity of $G$ (see (2.51)), the variant of the $\vartheta$-function by Schrijver does not possess that property, i.e., $\Theta(\mathrm{G}) \not \leq \vartheta^{\prime}(\mathrm{G})$. It settles a query since the introduction of the latter $\vartheta$-function in the late seventies [36,37], which was also posed as an open question in the last paragraph of [16].

As a counterexample, let $\mathrm{G}=\overline{\mathrm{H}}$ with the graph $\mathrm{H} \triangleq \mathrm{H}_{5,3,5}$ that is defined in Example 5.23. In other words, G is a regular graph on 32 vertices that are labeled by the 5 -length binary vectors $\{0,1\}^{5}$, and any two vertices in $G$ are adjacent if and only if the Hamming distance between their corresponding vectors is either equal to 1 or 2 . The degree of each vertex in $G$ is therefore equal to $\binom{5}{1}+\binom{5}{2}=15$. By equalities (2.43), (2.50), and Table 4, it follows that

$$
\begin{equation*}
\vartheta^{\prime}(\mathrm{G})=4<5 \frac{1}{3}=\vartheta(\mathrm{G}) . \tag{5.90}
\end{equation*}
$$

In regard to the different values of $\vartheta^{\prime}(\mathrm{G})$ and $\vartheta(\mathrm{G})$ in (5.90), it should be noted that the regular graph G is vertex-transitive, and the complement graph $\mathrm{H}=\overline{\mathrm{G}}$ is not edge-transitive. Indeed, it is proved in Example 5.23 that all graphs $\mathrm{H}_{\ell, d_{\mathrm{L}}, d_{\mathrm{H}}}$, with $1 \leq d_{\mathrm{L}} \leq d_{\mathrm{H}} \leq \ell$ and $\ell \in \mathbb{N}$, are vertex-transitive; their complements are therefore vertex-transitive as well. On the other hand, the graph H cannot be edge-transitive. Otherwise, due to its vertex-transitivity, the strict inequality in (5.90) could not hold by Theorem 5.14 and equalities (2.43) and (2.50). As a side note, the graph G is edge-transitive, unlike its complement H; those properties can be verified by the SageMath software tool [51].

The independence number of G satisfies $\alpha(\mathrm{G})=4$, so inequality (2.44) holds with equality for the considered graph $G$. This gives an example where the Schrijver $\vartheta$-function of a graph provides a tight upper bound on its independence number, in contrast to the Lovász $\vartheta$-function of that graph. The computation of the Shannon capacity of the graph $G$ presents a challenge in this context. However, obtaining a lower bound on $\Theta(\mathrm{G})$ would suffice to demonstrate the claim that $\Theta(\mathrm{G}) \not \approx \vartheta^{\prime}(\mathrm{G})$. To that end, programming with the SageMath software tool gives

$$
\begin{align*}
& \alpha(\mathrm{G} \boxtimes \mathrm{G})=20,  \tag{5.91}\\
\Rightarrow & \Theta(\mathrm{G}) \geq \sqrt{\alpha(\mathrm{G} \boxtimes \mathrm{G})}=\sqrt{20}>4=\vartheta^{\prime}(\mathrm{G}), \tag{5.92}
\end{align*}
$$

where the leftmost inequality in (5.92) holds by (2.36), and the rest of (5.92) holds by (5.90) and (5.91). It should be noted that the computation of the independence number of the strong product graph $\mathrm{G} \otimes \mathrm{G}$ appears to be significantly more efficient by computing instead the clique number of the complement graph $\overline{\mathrm{G} \otimes \mathrm{G}}$ with the algorithm Cliquer; this has been done with the SageMath software, which wraps a set of C routines named Cliquer [158]. An example of such a maximum independent set in the graph $G \otimes G$, which is a maximum clique of size 20 in its complement graph, is given by

$$
\begin{align*}
\mathcal{I}=\{ & (3,31),(5,24),(6,6),(7,1),(9,5),(10,16),(11,10),(12,11),(13,22),(14,29), \\
& (17,2),(18,9),(19,20),(20,21),(21,15),(22,26),(24,30),(25,25),(26,7),(28,0)\} . \tag{5.93}
\end{align*}
$$

It appears that there are 368,640 such maximal independent sets of size 20 in the strong product graph $G \boxtimes G$. The interested reader is referred to the comprehensive review paper [159] on algorithms and applications of the maximum clique problem.
Example 5.25 (Three-tower Hanoi graphs). Three-tower Hanoi graphs, denoted $H_{3}^{n}$ for $n \in \mathbb{N}$, form a family of graphs that can be constructed recursively as follows (see Figure 5).

- For $n=1$, the graph is the complete graph $\mathrm{K}_{3}$ (a triangle).
- For $n>1$, the graph $\mathrm{H}_{3}^{n}$ is constructed by converting each vertex at each corner of a triangle in the graph $\mathrm{H}_{3}^{n-1}$ into a new triangle.

By construction,
(1) The graph $H_{3}^{n}$ comprises $3^{n}$ vertices. It exhibits irregularity as each vertex, except for the three at the corners of the outer triangle, has a degree of 3 , while those corner vertices have a degree of 2 (see Figure 5). These graphs are neither edge-transitive nor vertex-transitive.
(2) A three-tower graph is composed of triangles, and it satisfies $\chi\left(\mathrm{H}_{3}^{n}\right)=\omega\left(\mathrm{H}_{3}^{n}\right)=3$ for all $n \in \mathbb{N}$.
(3) By the sandwich theorem (2.53), it follows that $\chi_{\mathrm{f}}\left(\mathrm{H}_{3}^{n}\right)=\vartheta\left(\overline{\mathrm{H}_{3}^{n}}\right)=3$ for all $n \in \mathbb{N}$.
(4) Table 5 compares lower bounds on the fractional chromatic numbers of these graphs. The lower bound on the right-hand side of (5.6), which is the Lovász $\vartheta$-function of the graph complement, is tight for the three-tower Hanoi graphs. This is in contrast to the other lower bounds on the right-hand sides of (5.16) and (5.20) that are not tight for the examined graphs.


Figure 5. The three-tower Hanoi graphs $\mathrm{H}_{3}^{3}$ (left) and $\mathrm{H}_{3}^{4}$ (right), whose clique and chromatic numbers are equal to 3 .

Table 5. The fractional chromatic numbers, and their lower bounds in (5.6)-(5.20), for the two Hanoi graphs in Figure 5, and the third graph $\mathrm{H}_{3}^{5}$.

| Graph G | $\chi_{\mathrm{f}}(\mathrm{G})$ | RHS of (5.6) | RHS of (5.16) | RHS of (5.20) |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{3}^{3}$ | 3 | 3 | 2.4677 | 2.4334 |
| $\mathrm{H}_{3}^{4}$ | 3 | 3 | 2.4927 | 2.4048 |
| $\mathrm{H}_{3}^{5}$ | 3 | 3 | 2.4984 | 2.3957 |

Example 5.26 (Windmill graphs). Let $k \geq 2$ and $n \geq 2$ be integers. The windmill graph $\mathrm{W}_{k, n}$ is an undirected, connected, and simple graph, constructed by joining $n$ copies of the complete graph $\mathrm{K}_{k}$ at a shared universal vertex (see Figure 6). Specifically, if $k=2$, then $\mathrm{W}_{2, n}$ is a star graph with $n$ leaves (see the leftmost graph in Figure 6). The windmill graphs are known to be perfect graphs [116]. The chromatic and fractional chromatic numbers of the graph $\mathrm{G}=\mathrm{W}_{k, n}$ coincide, being equal to $k$.


Figure 6. From left to right: $\mathrm{W}_{2,8}, \mathrm{~W}_{3,8}, \mathrm{~W}_{4,8}$, and $\mathrm{W}_{5,8}$.

Table 6 compares the fractional chromatic numbers of the windmill graphs $\mathrm{W}_{k, n}$, for several values of $k, n \geq 2$, with their corresponding lower bounds on the right-hand sides of (5.6), (5.16), and (5.20). That comparison supports the fact that, by Theorem 5.17, the lower bound on the right-hand side of (5.6) is tight for perfect graphs, in contrast to the other two lower bounds on the right-hand sides of (5.16) and (5.20) that are not necessarily tight for the examined windmill graphs.

Table 6. The chromatic and fractional chromatic numbers of windmill graphs, which are perfect graphs, and their lower bounds in (5.6)-(5.20). The graphs are shown in Figure 6.

| Graph G | $\chi(\mathrm{G})$ | $\chi_{\mathrm{f}}(\mathrm{G})$ | $(5.6)$ | $(5.16)$ | $(5.20)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{W}_{2,8}$ | 2 | 2 | 2 | 2 | 2 |
| $\mathrm{~W}_{3,8}$ | 3 | 3 | 3 | 2.2832 | 2.3450 |
| $\mathrm{~W}_{4,8}$ | 4 | 4 | 4 | $2 \frac{1}{2}$ | 3 |
| $\mathrm{~W}_{5,8}$ | 5 | 5 | 5 | 2.6893 | 3.7259 |

Example 5.27 (Independence, capacity and clique numbers of random graphs). The standard model of a random graph is the binomial model $\mathbf{G}(n, p)$, pioneered by Erdös and Rényi. We let $0<p=p(n)<1$ be a number that may depend on the number of vertices $n$. Then, the random graph $\mathrm{G}(n, p)$ is obtained by independently including each of the $\binom{n}{2}$ possible edges with probability $p$. The random graph $\mathrm{G}(n, p)$ is said to have a certain property with high probability, if the probability that such a random graph has that property tends to 1 as we let $n$ tend to infinity. If $n \rightarrow \infty$ and $p \in(0,1)$ is kept fixed, then with high probability (see Theorem 2 in [160] and Example 11.17 in [29])

$$
\begin{equation*}
\frac{1}{2} \sqrt{\frac{(1-p) n}{p}}+O\left(n^{\frac{1}{3}} \ln n\right) \leq \vartheta(\mathrm{G}(n, p)) \leq 2 \sqrt{\frac{(1-p) n}{p}}+O\left(n^{\frac{1}{3}} \ln n\right) \tag{5.94}
\end{equation*}
$$

and, by replacing the probability $p$ with $1-p$ for the complement graph, with high probability

$$
\begin{equation*}
\frac{1}{2} \sqrt{\frac{p n}{1-p}}+O\left(n^{\frac{1}{3}} \ln n\right) \leq \vartheta(\overline{\mathrm{G}(n, p)}) \leq 2 \sqrt{\frac{p n}{1-p}}+O\left(n^{\frac{1}{3}} \ln n\right) \tag{5.95}
\end{equation*}
$$

The analysis in [160] is extended in [161] to the case where $\frac{1}{n}(\ln n)^{\frac{1}{6}} \leq p \leq 1-\frac{1}{n}(\ln n)^{\frac{1}{6}}$, with some concentration inequalities for the Lovász $\vartheta$-function of random graphs $\mathrm{G}(n, p)$. High-probability lower bounds on the independence number and clique number of a random graph $\mathrm{G}(n, p)$ can be obtained by combining the bounds in (5.51), (5.52), (5.94), and (5.95). These high-probability lower bounds consequently hold also for the Shannon capacity of random graphs.

Using (5.94) and (5.95), the inequalities $\alpha(\mathrm{G}) \leq \vartheta(\mathrm{G})$ and $\omega(\mathrm{G}) \leq \vartheta(\overline{\mathrm{G}})$ yield high-probability upper bounds on the independence and clique numbers of random graphs. Since $\Theta(G) \leq \vartheta(G)$, a high-probability upper bound on their Shannon capacity is also given by the rightmost term in (5.94).

The interested reader is referred to Section 6.1 in [161] in regard to an algorithmic approach and its probabilistic analysis for the approximation of the independence numbers of random graphs. It
employs a certain greedy algorithm that, for an input graph $\mathrm{G}=\mathrm{G}(n, p)$, the algorithm most probably finds an independent set of cardinality of at least $\frac{\ln (n p)}{2 p}$, thus providing a lower bound on $\alpha(\mathrm{G})$. It then suggests an algorithm that involves the calculation of the Lovász $\vartheta$-function $\vartheta(\mathrm{G})$ as an upper bound on $\alpha(\mathrm{G})$. The expected running time of the latter algorithm is polynomial in $n$ with high probability, and it provides an upper bound that scales like $\sqrt{n / p}$.

## 6. Summary and outlook

The paper primarily focuses on deriving results that hinge on the Lovász $\vartheta$-function of a graph. These results cover various aspects, including insights into the Shannon capacity of graphs, exploration of cospectral and nonisomorphic graphs, and derivation of bounds on graph invariants. Throughout the paper, numerical results are provided to illustrate the usefulness of the derived findings. This research paper also serves as a tutorial on the subject of the Lovász $\vartheta$-function, its variants, and its significant roles in algebraic graph theory and zero-error information theory.

This section concludes by posing open questions that are directly relevant to the discussed work.
(1) By Theorem 3.2 of [3], there exists a sequence of graphs $\left\{\mathrm{H}_{n}\right\}$ such that $\mathrm{H}_{n}$ is a graph on $n$ vertices whose Shannon capacity is at most 3 and its Lovász $\vartheta$-function is at least $(1+o(1)) n^{1 / 4}$. This shows, in particular, that the Lovász $\vartheta$-function of a graph cannot be upper-bounded by any function of the independence number. In light of that result, it is left for further research to study if Schrijver's variant of the $\vartheta$-function of a graph can be upper-bounded by any function of the independence number. In other words, by (2.43), it is an open question whether the vector chromatic number of a graph can be upper-bounded by a function of the clique number of the graph. These equivalent questions are akin to an open question posed in Section 6 of [3], which asks whether the Shannon capacity of a graph $\Theta(\mathrm{G})$ can be upper-bounded by any function of the independence number $\alpha(\mathrm{G})$. In particular, it is unknown whether there exists a sequence of graphs whose independence numbers are equal to 2 , while their Shannon capacity is unbounded.
(2) The self-complementary vertex-transitive graphs and self-complementary strongly regular graphs are two distinct subclasses of self-complementary regular graphs. These subclasses have been studied in various works, including [34,82-89,91]. Notably, self-complementary vertex-transitive graphs do not necessarily fall under the realm of strongly regular graphs, as exemplified in [89]. It remains an open question whether there exists a self-complementary strongly regular graph that is not vertex-transitive, as indicated on page 88 of [82]. This inquiry is relevant to Item 4 of Theorem 3.26. Furthermore, according to that item, the minimum Shannon capacity among all selfcomplementary graphs of a fixed order $n$ is achieved by those that are vertex-transitive or strongly regular, and this minimum is equal to $\sqrt{n}$. Another unresolved issue is determining the maximum Shannon capacity among all self-complementary graphs of a fixed order $n$, and identifying which graphs achieve this maximum.
(3) By Theorems 5.12 and 5.14, vector and strict vector chromatic numbers coincide for every graph that is either strongly regular or both vertex- and edge-transitive. Additionally, Example 5.22 illustrates that these numbers may also coincide for regular graphs that lack strong regularity or both vertex- and edge-transitivity. Consequently, it is of interest to establish further sufficient
conditions for the coincidence of the vector and strict vector chromatic numbers of graphs.

## Use of AI tools declaration

The author declares that no Artificial Intelligence (AI) tools were utilized in creating this article.

## Acknowledgments

The author gratefully acknowledges the timely and constructive reports of the anonymous referees. Special thanks are extended to Clive Elphick for sharing the slides of his recent seminar talk and for pointing out some relevant references, and to Emre Telatar for valuable advice on Latex issues.

## Conflict of interest

The author declares no conflicts of interest.

## References

1. C. E. Shannon, The zero error capacity of a noisy channel, IEEE T. Inform. Theory, 2 (1956), 8-19. https://doi.org/10.1109/TIT.1956.1056798
2. N. Alon, Graph powers, In: Contemporary Combinatorics (B. Bollobás, Ed.), Bolyai Soc. Math. Stud., Springer, Budapest, Hungary, 10 (2002), 11-28. Available from: https://www.tau.ac. il/~nogaa/PDFS/cap2.pdf.
3. N. Alon, Lovász, vectors, graphs and codes, In: Building Bridges II—Mathematics of László Lovász (I. Bárány, G. O. H. Katona and A. Sali, Eds.), Bolyai Soc. Math. Stud., Springer, Budapest, Hungary, 28 (2019), 1-16. https://doi.org/10.1007/978-3-662-59204-5_1
4. M. Jurkiewicz, A survey on known values and bounds on the Shannon capacity, In: Selected Topics in Modern Mathematics - Edition 2014, eds. G. Gancarzewicz, M. Skrzyński, Publishing House AKAPIT, Kraków, Poland, 2014, 115-128. Available from: https://repozytorium. biblos.pk.edu.pl/resources/25729.
5. J. Körner, A. Orlitsky, Zero-error information theory, IEEE T. Inform. Theory, 44 (1998), 22072229. https://doi.org/10.1109/18.720537
6. N. Alon, The Shannon capacity of a union, Combinatorica, 18 (1998), 301-310. https://doi.org/10.1007/PL00009824
7. F. Guo, Y. Watanabe, On graphs in which the Shannon capacity is unachievable by finite product, IEEE T. Inform. Theory, $\mathbf{3 6}$ (1990), 622-623. https://doi.org/10.1109/18.54907
8. N. Alon, E. Lubetzky, The Shannon capacity of a graph and the independence numbers of its powers, IEEE T. Inform. Theory, 52 (2006), 2172-2176. https://doi.org/10.1109/TIT.2006.872856
9. H. Boche, C. Deppe, Computability of the zero-error capacity with Kolmogorov oracle, In: Proc. 2020 IEEE Int. Symp. Inform. Theory, Los Angeles, CA, USA, 2020, 2038-2043. https://doi.org/10.1109/ISIT44484.2020.9173984
10. H. Boche, C. Deppe, Computability of the zero-error capacity of noisy channels, In: Proc. 2021 IEEE Inform. Theory Workshop, Kanazawa, Japan, 2021, 1-6. https://doi.org/10.1109/ITW48936.2021.9611383
11. L. Lovász, On the Shannon capacity of a graph, IEEE T. Inform. Theory, 25 (1979), 1-7. https://doi.org/10.1109/TIT.1979.1055985
12. D. E. Knuth, The sandwich theorem, Electron. J. Combin., 1 (1994), 1-48. https://doi.org/10.37236/1193
13. W. H. Haemers, On some problems of Lovász concerning the Shannon capacity of a graph, IEEE T. Inform. Theory, 25 (1979), 231-232. https://doi.org/10.1109/TIT.1979.1056027
14. B. Bukh, C. Cox, On a fractional version of Haemers' bound, IEEE T. Inform. Theory, $\mathbf{6 5}$ (2019), 3340-3348. https://doi.org/10.1109/TIT.2018.2889108
15. S. Hu, I. Tamo, O. Sheyevitz, A bound on the Shannon capacity via a linear programming variation, SIAM J. Discrete Math., 32 (2018), 2229-2241. https://doi.org/10.1137/17M115565X
16. Y. Bi, A. Tang, On upper bounding Shannon capacity of graph through generalized conic programming, Optim. Lett., 13 (2019), 1313-1323. https://doi.org/10.1007/s11590-019-01436-7
17. V. Guruswami, A. Riazanov, Linear Shannon capacity of Cayley graphs, In: Proc. 2021 IEEE Int. Symp. Inform. Theory, Melbourne, Australia, 2021, 988-992. https://doi.org/10.1109/ISIT45174.2021.9517713
18. S. Alipour, A. Gohari, Relative fractional independence number and its applications, arXiv preprint, 2023. https://doi.org/10.48550/arXiv.2307.06155
19. J. Zuiddam, The asymptotic spectrum of graphs and the Shannon capacity, Combinatorica, 39 (2019), 1173-1184. https://doi.org/10.1007/s00493-019-3992-5
20. V. Strassen, The asymptotic spectrum of tensors, J. Reine Angew. Math., 384 (1988), 102-152. https://doi.org/10.1515/crll.1988.384.102
21. A. Wigderson, J. Zuiddam, Asymptotic spectra: Theory, applications and extensions, preprint, 2023. Available from: https://staff.fnwi.uva.nl/j.zuiddam/papers/convexity.pdf.
22. I. Balla, O. Janzer, B. Sudakov, On MaxCut and the Lovász theta function, Proc. Amer. Math. Soc., 152 (2024), 1871-1879. https://doi.org/10.1090/proc/16675
23. M. Dalai, Lower bounds on the probability of error for classical and classical-quantum channels, IEEE T. Inform. Theory, 59 (2013), 8027-8056. https://doi.org/10.1109/TIT.2013.2283794
24. M. Dalai, Lovász's theta function, Rényi's divergence and the sphere-packing bound, In: Proc. 2013 IEEE Int. Symp. Inform. Theory, Istanbul, Turkey, 2013, 2038-2043. https://doi.org/10.1109/ISIT.2013.6620222
25. R. Duan, S. Severini, A. Winter, Zero-error communication via quantum channels, noncommutative graphs, and a quantum Lovász number, IEEE T. Inform. Theory, 59 (2013), 1164-1174. https://doi.org/10.1109/TIT.2012.2221677
26. G. Boreland, I. G. Todorov, A. Winter, Sandwich theorems and capacity bounds for non-commutative graphs, J. Combin. Theory Ser. A, 177 (2021), 105302. https://doi.org/10.1016/j.jcta.2020.105302
27. M. Grötschel, L. Lovász, A. Schrijver, The ellipsoid method and its consequences in combinatorial optimization, Combinatorica, 1 (1981), 168-197. https://doi.org/10.1007/BF02579273
28. M. Grötschel, L. Lovász, A. Schrijver, Polynomial algorithms for perfect graphs, Ann. Discrete Math., 21 (1984), 325-356. https://doi.org/10.1016/S0304-0208(08)72943-8
29. L. Lovász, Graphs and geometry, American Mathematical Society, 65 (2019). https://doi.org/10.1090/coll/065
30. M. R. Garey, D. S. Johnson, Computers and intractability: A guide to the theory of NPcompleteness, W. H. Freeman and Company, 1979. https://doi.org/10.1137/1024022
31. E. R. van Dam, W. H. Haemers, Which graphs are determined by their spectrum? Linear Algebra Appl., 343 (2003), 241-272. https://doi.org/10.1016/S0024-3795(03)00483-X
32. S. Hamud, A. Berman, New constructions of nonregular cospectral graphs, Spec. Matrices, 12 (2024), 1-21. https://doi.org/10.1515/spma-2023-0109
33. S. Hamud, Contributions to spectral graph theory, Ph.D. dissertation, Technion-Israel Institute of Technology, Haifa, Israel, 2023.
34. I. Sason, Observations on Lovász $\vartheta$-function, graph capacity, eigenvalues, and strong products, Entropy, 25 (2023), 104, 1-40. https://doi.org/10.3390/e25010104
35. N. Alon, Explicit Ramsey graphs and orthonormal labelings, Electron. J. Combin., 1 (1994), 1-8. https://doi.org/10.37236/1192
36. R. J. McEliece, E. R. Rodemich, H. C. Rumsey, The Lovász bound and some generalizations, J. Combin. Inform. Syst. Sci., 3 (1978), 134-152. Available from: https://ipnpr.jpl.nasa. gov/progress_report2/42-45/45I.PDF.
37. A. Schrijver, A comparison of the Delsarte and Lovász bounds, IEEE T. Inform. Theory, $\mathbf{2 5}$ (1979), 425-429. https://doi.org/10.1109/TIT.1979.1056072
38. E. R. Scheinerman, D. H. Ullman, Fractional graph theory: A rational approach to the theory of graphs, Dover Publications, 2013. Available from: https://www. ams. jhu. edu/ers/ wp-content/uploads/2015/12/fgt.pdf.
39. L. Lovász, On the ratio of optimal integral and fractional covers, Discrete Math., 13 (1975), 383390. https://doi.org/10.1016/0012-365X(75)90058-8
40. J. W. Moon, L. Moser, On cliques in graphs, Isr. J. Math., 3 (1965), 23-28. https://doi.org/10.1007/BF02760024
41. A. E. Brouwer, W. H. Haemers, Spectra of graphs, Springer, New York, NY, USA, 2012. https://doi.org/10.1007/978-1-4614-1939-6
42. G. Chartrand, L. Lesniak, P. Zhang, Graphs and digraphs, 6 Eds., CRC Press, 2015. https://doi.org/10.1201/b19731
43. S. M. Cioabǎ, M. R. Murty, A first course in graph theory and combinatorics, 2 Eds., Springer, 2022. https://doi.org/10.1007/978-981-19-0957-3
44. D. Cvetković, P. Rowlinson, S. Simić, An introduction to the theory of graph spectra, London Mathematical Society Student Texts 75, Cambridge University Press, 2009. https://doi.org/10.1017/CBO9780511801518
45. C. Godsil, G. Royle, Algebraic graph theory, Springer, 2001. https://doi.org/10.1007/978-1-4613-0163-9
46. B. Nica, A brief introduction to spectral graph theory, European Mathematical Society, 2018. https://doi.org/10.4171/188
47. Z. Stanić, Inequalities for graph eigenvalues, London Mathematical Society Lecture Note Series, Series Number 423, Cambridge University Press, 2015. https://doi.org/10.1017/CBO9781316341308
48. L. Liu, B. Ning, Unsolved problems in spectral graph theory, Oper. Res. Trans., 27 (2023), 34-60. https://doi.org/10.15960/j.cnki.issn.1007-6093.2023.04.003
49. S. Butler, Algebraic aspects of the normalized Laplacian, In: Recent Trends in Combinatorics, the IMA Volumes in Mathematics and its Applications, 159 (2016), 295-315. https://doi.org/10.1007/978-3-319-24298-9_13
50. D. Cvetković, P. Rowlinson, S. Simić, Signless Laplacians of finite graphs, Linear Algebra Appl., 423 (2007), 155-171. https://doi.org/10.1016/j.laa.2007.01.009
51. The Sage Developers, SageMath, the Sage Mathematics Software System, Version 9.3, 2021.
52. A. E. Brouwer, H. Van Maldeghem, Strongly regular graphs, Cambridge University Press, Encyclopedia of Mathematics and its Applications, 18 (2022). https://doi.org/10.1017/9781009057226
53. X. Xu, S. P. Radziszowski, Bounds on Shannon capacity and Ramsey numbers from product of graphs, IEEE T. Inform. Theory, 59 (2013), 4767-4770. https://doi.org/10.1109/TIT.2013.2256951
54. T. Bohman, R. Holzman, A nontrivial lower bound on the Shannon capacities of the complements of odd cycles, IEEE T. Inform. Theory, 49 (2003), 721-722. https://doi.org/10.1109/TIT.2002.808128
55. T. Bohman, A limit theorem for the Shannon capacities of odd cycles. I, Proc. Amer. Math. Soc., 131 (2003), 3559-3569. Available from: http://www.jstor.org/stable/1194666.
56. T. Bohman, A limit theorem for the Shannon capacities of odd cycles. II, Proc. Amer. Math. Soc., 133 (2005), 537-543. Available from: http://www.jstor.org/stable/4097960.
57. T. Bohman, R. Holzman, V. Natarajan, Maximum independent sets in certain powers of odd cycles, Electron. J. Combin., 16 (2009), 1-8. https://doi.org/10.37236/264
58. T. Bohman, R. Holzman, V. Natarajan, On the independence numbers of the cubes of odd cycles, Electron. J. Combin., 20 (2013), 1-19. https://doi.org/10.37236/2598
59. R. S. Hales, Numerical invariants and the strong product of graphs, J. Combin. Theory Ser. B, 15 (1973), 146-155. https://doi.org/10.1016/0095-8956(73)90014-2
60. S. C. Polak, A. Schrijver, New lower bound on the Shannon capacity of $\mathrm{C}_{7}$ from circular graphs, Inform. Process. Lett., 143 (2019), 37-40. https://doi.org/10.1016/j.ipl.2018.11.006
61. E. Sonnemann, O. Krafft, Independence numbers of product graphs, J. Combin. Theory Ser. B, 17 (1974), 133-142. https://doi.org/10.1016/0095-8956(74)90081-1
62. D. G. Zhu, An improved lower bound on the Shannon capacities of complements of odd cycles, arXiv preprint, 2024. https://doi.org/10.48550/arXiv.2402.10025
63. P. Hell, F. S. Roberts, Analogues of the Shannon capacity of a graph, Ann. Discrete Math., 12 (1982), 155-168. https://doi.org/10.1016/S0304-0208(08)73501-1
64. P. Keevash, E. Long, On the normalized Shannon capacity of a union, Combin. Probab. Comput., 25 (2016), 766-767. https://doi.org/10.1017/S0963548316000055
65. A. Schrijver, On the Shannon capacity of sums and products of graphs, Indag. Math., 34 (2023), 37-41. https://doi.org/10.1016/j.indag.2022.08.009
66. G. Simonyi, Shannon capacity and the categorical product, Electron. J. Combin., 28 (2021), 1-23. https://doi.org/10.37236/9113
67. L. Lovász, M. Saks, A. Schrijver, Orthogonal representations and connectivity of graphs, Linear Algebra Appl., 114-115 (1989), 439-454. https://doi.org/10.1016/0024-3795(89)90475-8
68. I. Balla, Orthonormal representations, vector chromatic number, and extension complexity, arXiv preprint, 2023. https://doi.org/10.48550/arXiv.2310.17482
69. I. Balla, S. Letzter, B. Sudakov, Orthonormal representations of H-free graphs, Discrete Comput. Geom., 64 (2020), 654-670. https://doi.org/10.1007/s00454-020-00185-0
70. D. Karger, M. Motwani, M. Sudan, Approximate graph coloring by semidefinite programming, J. ACM, 45 (1998), 246-265. https://doi.org/10.1145/274787.274791
71. M. Szegedy, A note on the $\vartheta$ number of Lovász and the generalized Delsarte bound, In: Proceedings of the 35th Annual Symposium on Foundations of Computer Science, Santa Fe, New Mexico, USA, 1994, 36-39. https://doi.org/10.1109/SFCS.1994.365707
72. Y. Bilu, Tales of Hoffman: Three extensions of Hoffman's bound on the graph chromatic number, J. Combin. Theory Ser. B, 96 (2006), 608-613. https://doi.org/10.1016/j.jctb.2005.10.002
73. A. Galtman, Spectral characterizations of the Lovász number and the Delsarte number of a graph, J. Algebraic Combin., 12 (2000), 131-143. https://doi.org/10.1023/A:1026587926110
74. C. Godsil, D. E. Roberson, B. Rooney, R. Šámal, A. Varvitsiotis, Vector coloring the categorical product of graphs, Math. Program. Ser. A, 182 (2020), 275-314. https://doi.org/10.1007/s10107-019-01393-0
75. P. Wocjan, C. Elphick, D. Anekstein, More tales of Hoffman: Bounds for the vector chromatic number of a graph, Discuss. Math. Graph Theory, 43 (2023), 159-169. https://doi.org/10.7151/dmgt. 2358
76. A. Acín, R. Duanc, D. E. Roberson, A. B. Sainz, A. Winter, A new property of the Lovász number and duality relations between graph parameters, Discrete Appl. Math., 216 (2017), 489501. https://doi.org/10.1016/j.dam.2016.04.028
77. N. Alon, N. Kahale, Approximating the independence number via the $\vartheta$-function, Math. Program., 80 (1998), 253-264. https://doi.org/10.1007/BF01581168
78. B. Csonka, G. Simonyi, Shannon capacity, Lovász theta number, and the Mycielski construction, arXiv preprint, 2023. https://doi.org/10.48550/arXiv.2312.09224
79. U. Feige, Randomized graph products, chromatic numbers, and the Lovász $\vartheta$-function, Combinatorica, 17 (1997), 79-90. https://doi.org/10.1007/BF01196133
80. O. Gritsenko, On strongly regular graph with parameters ( $65,32,15,16$ ), arXiv preprint, 2021. https://doi.org/10.48550/arXiv. 2102.05432
81. A. Neumaier, Cliques and claws in edge-transitive strongly regular graphs, Math. Z., 174 (1980), 197-202. https://doi.org/10.1007/BF01161408
82. A. Farrugia, Self-complementary graphs and generalisations: A comprehensive reference manual, Master thesis, University of Malta, Republic of Malta, August 1999, last updated in 2003. Available from: https://alastairfarrugia.net/sc-graph.html.
83. F. Harary, Graph theory, Addison-Wesley, 1969, Reading, MA, USA.
84. R. Mathon, On self-complementary strongly regular graphs, Discrete Math., 69 (1988), 263-281. https://doi.org/10.1016/0012-365X(88)90055-6
85. M. Muzychuk, On Sylow subgraphs of vertex-transitive self-complementary graphs, Bull. London Math. Soc., 31 (1999), 531-533. https://doi.org/10.1112/S0024609399005925
86. W. Peisert, All self-complementary symmetric graphs, J. Algebra, 240 (2001), 209-229. https://doi.org/10.1006/jabr.2000.8714
87. S. B. Rao, On regular and strongly-regular self-complementary graphs, Discrete Math., 54 (1985), 73-82. https://doi.org/10.1016/0012-365X(85)90063-9
88. I. G. Rosenberg, Regular and strongly regular self-complementary graphs, North-Holland Math. Stud., 60 (1982), 223-238. https://doi.org/10.1016/S0304-0208(08)73507-2
89. S. Ruiz, On strongly regular self-complementary graphs, J. Graph Theory, 5 (1981), 213-215. https://doi.org/10.1002/jgt. 3190050213
90. A. Sali, G. Simonyi, Orientations of self-complementary graphs and the relation of the Sperner and Shannon capacities, Eur. J. Combin., 20 (1999), 93-99. https://doi.org/10.1006/eujc.1998.0256
91. B. Zelinka, Self-complementary vertex-transitive undirected graphs, Math. Slovaca, 29 (1979), 91-95. Available from: https://eudml.org/doc/34053.
92. M. Aigner, G. M. Ziegler, Proofs from the book, 6 Eds., Springer, Berlin, Germany, 2018. Available from: https://link.springer.com/book/10.1007/978-3-662-57265-8
93. Z. Tang, Z. Wan, Symplectic graphs and their automorphisms, Eur. J. Combin., 27 (2006), 38-50. https://doi.org/10.1016/j.ejc.2004.08.002
94. R. D. Baker, G. L. Ebert, J. Hemmeter, A. Woldar, Maximal cliques in the Paley graph of square order, J. Stat. Plan. Inference, 56 (1996), 33-38. https://doi.org/10.1016/S0378-3758(96)00006-7
95. A. Blokhuis, On subsets of $\operatorname{GF}\left(q^{2}\right)$ with square differences, Indag. Math. Proc., 87 (1984), 369372. https://doi.org/10.1016/1385-7258(84)90036-2
96. A. Abiad, W. H. Haemers, Cospectral graphs and regular orthogonal matrices of level 2, Electron. J. Combin., 19 (2012), P13, 1-16. https://doi.org/10.37236/2383
97. Z. L. Blázsik, J. Cummings, W. H. Haemers, Cospectral regular graphs with and without a perfect matching, Discrete Math., 338 (2015), 199-201. https://doi.org/10.1016/1385-7258(84)90036-2
98. S. Butler, J. Grout, A construction of cospectral graphs for the normalized Laplacian, Electron. J. Combin., 18 (2011), 1-20. https://doi.org/10.37236/718
99. E. R. van Dam, W. H. Haemers, Developments on spectral characterizations of graphs, Discrete Math., 309 (2009), 576-586. https://doi.org/10.1016/j.disc.2008.08.019
100. S. Dutta, Constructing nonisomorphic signless Laplacian cospectral graphs, Discrete Math., 343 (2020), 1-12. https://doi.org/10.1016/j.disc.2019.111783
101. S. Dutta, B. Adhikari, Construction of cospectral graphs, J. Algebraic Combin., 52 (2020), 215235. https://doi.org/10.1007/s10801-019-00900-y
102. C. D. Godsil, B. D. McKay, Constructing cospectral graphs, Aequationes Math., 25 (1982), 257268. https://doi.org/10.1007/BF02189621
103. W. H. Haemers, E. Spence, Enumeration of cospectral graphs, Eur. J. Combin., 25 (2004), 199211. https://doi.org/10.1016/S0195-6698(03)00100-8
104. Z. Lu, X. Ma, M. Zhang, Spectra of graph operations based on splitting graph, J. Appl. Anal. Comput., 13 (2023), 133-155. https://doi.org/10.11948/20210446
105. A. Z. Abdian, A. Behmaram, G. H. Fath-Tabar, Graphs determined by signless Laplacian spectra, AKCE Int. J. Graphs Comb., 17 (2020), 45-50. https://doi.org/10.1016/j.akcej.2018.06.009
106. A. Berman, D. M. Chen, Z. B. Chen, W. Z. Liang, X. D. Zhang, A family of graphs that are determined by their normalized Laplacian spectra, Linear Algebra Appl., 548 (2018), 66-76. https://doi.org/10.1016/j.laa.2018.03.001
107. M. Liu, H. Shan, K. C. Das, Some graphs determined by their (signless) Laplacian matrix, Linear Algebra Appl., 449 (2014), 154-165. https://doi.org/10.1016/j.laa.2014.02.027
108. X. Liu, P. Lu, Signless Laplacian spectral characterization of some joins, Electron. J. Linear Algebra, 30 (2015), 443-454. https://doi.org/10.13001/1081-3810.1942
109. X. Liu, Y. Zhang, X. Gui, The multi-fan graphs are determined by their Laplacian spectra, Discrete Math., 308 (2008), 4267-4271. https://doi.org/10.1016/j.disc.2007.08.002
110. G. R. Omidi, K. Tajbakhsh, Starlike trees are determined by their Laplacian spectrum, Linear Algebra Appl., 422 (2007), 654-658. https://doi.org/10.1016/j.laa.2006.11.028
111. M. Laurent, A. Schrijver, On Leonid Gurvits's proof for permanents, Am. Math. Mon., 117 (2010), 903-911. https://doi.org/10.4169/000298910X523380
112. J. H. van Lint, R. M. Wilson, A course in combinatorics, 2 Eds., Cambridge University Press, 2001. https://doi.org/10.1017/CBO9780511987045
113. M. Grant, S. Boyd, CVX: Matlab software for disciplined convex programming, version 2.2, 2020. Available from: http://cvxr.com/cvx.
114. J. R. Alfonsín, B. A. Reed, Perfect graphs, John Wiley and Sons Publishers, 2001.
115. L. W. Beineke, M. C. Golumbic, R. J. Wilson, Topics in algorithmic graph theory, Cambridge University Press, 2021. https://doi.org/10.1017/9781108592376
116. M. C. Golumbic, Algorithmic graph theory and perfect graphs, 2 Eds., Elsevier, 2004.
117. C. Berge, Perfect graphs, In: Six Papers on Graph Theory, Indian Statistical Institute, 1963, 1-21.
118. L. Lovász, Perfect graphs, In: Selected Topics in Graph Theory 2, eds. W. L. Beineke, R. J. Wilson, Academic Press, 1983, 55-87.
119. L. Lovász, Normal hypergraphs and the perfect graph conjecture, Discrete Math., 2 (1972), 253272. https://doi.org/10.1016/0012-365X(72)90006-4
120. M. Chudnovsky, N. Robertson, P. Seymour, R. Thomas, The strong perfect graph theorem, Ann. Math., 164 (2006), 51-229. https://doi.org/10.4007/annals.2006.164.51
121. N. Trotignon, Perfect graphs: A survey, In: Topics in Chromatic Graph Theory, Cambridge University Press, 2015, 137-160. https://doi.org/10.1017/CBO9781139519793.010
122. J. Balogh, F. C. Clemen, F. Lidický, S. Norin, J. Volec, The spectrum of triangle-free graphs, SIAM J. Discrete Math., 37 (2023), 1173-1179. https://doi.org/10.1137/22M150767X
123. P. Csikvári, Note on the sum of the smallest and largest eigenvalues of a triangle-free graph, Linear Algebra Appl., 650 (2022), 92-97. https://doi.org/10.1016/j.laa.2022.06.004
124. A. Berman, M. Dür, N. Shaked-Monderer, J. Witzel, Cutting planes for semidefinite relaxations based on triangle-free subgraphs, Optim. Lett., 10 (2016), 433-446. https://doi.org/10.1007/s11590-015-0922-3
125. A. Berman, N. Shaked-Monderer, Triangle-free graphs and completely positive matrices, Cent. Eur. J. Oper. Res., 30 (2022), 1093-1099. https://doi.org/10.1007/s10100-021-00750-9
126. A. Bernshteyn, T. Brazelton, R. Cao, A. Kang, Counting colorings of triangle-free graphs, J. Combin. Theory Ser. B, 161 (2023), 86-108. https://doi.org/10.1016/j.jctb.2023.02.004
127. F. Pirot, J. S. Sereni, Fractional chromatic number, maximum degree, and girth, SIAM J. Discrete Math., 35 (2021), 2815-2843. https://doi.org/10.1137/20M1382283
128. S. Glock, O. Janzer, B. Sudakov, New results for MaxCut in H-free graphs, J. London Math. Soc., 108 (2023), 441-481. https://doi.org/10.1112/jlms. 12750
129. P. J. Cameron, A. N. Dang, S. Riis, Guessing games on triangle-free graphs, Electron. J. Combin., 23 (2016), 1-9. https://doi.org/10.37236/4731
130. A. Barg, G. Zémor, High-rate storage codes on triangle-free graphs, IEEE T. Inform. Theory, 68 (2022), 7787-7797. https://doi.org/10.1109/TIT.2022.3191309
131. A. Barg, M. Schwartz, L. Yohananov, Storage codes on coset graphs with asymptotically unit rate, arXiv preprint, 2023. https://doi.org/10.48550/arXiv.2212.12117
132. H. Deng, H. Huang, G. Weng, Q. Xiang, The BCH family of storage codes on triangle-free graphs is of unit rate, arXiv preprint, 2023. https://doi.org/10.48550/arXiv. 2310.04820
133. H. Huang, Q. Xiang, Construction of storage codes of rate approaching one on trianglefree graphs, Des. Codes Cryptogr., 91 (2023), 3901-3913. https://doi.org/10.1007/s10623-023-01278-6
134. J. B. Shearer, A note on the independence number of triangle-free graphs, Discrete Math., 46 (1983), 83-87. https://doi.org/10.1016/0012-365X(83)90273-X
135. J. B. Shearer, A note on the independence number of triangle-free graphs, II, J. Combin. Theory Ser. B, 53 (1991), 300-307. https://doi.org/10.1016/0095-8956(91)90080-4
136. J. R. Griggs, Lower bounds on the independence number in terms of the degrees, J. Combin. Theory Ser. B, 34 (1983), 22-39. https://doi.org/10.1016/0095-8956(83)90003-5
137. K. Guo, S. Spiro, New eigenvalue bound for the fractional chromatic number, J. Graph Theory, 106 (2024), 167-181. https://doi.org/10.1002/jgt. 23071
138. A. Abiad, L. de Lima, D. N. Desai, K. Guo, L. Hogben, J. Madrid, Positive and negative square energies of graphs, Electron. J. Linear Algebra, 39 (2023), 307-326. https://doi.org/10.13001/ela.2023.7827
139. C. Elphick, W. Linz, Symmetry and asymmetry between positive and negative squared energies of graphs, arXiv preprint, 2024. https://doi.org/10.48550/arXiv.2311.11530
140. T. Ando, M. Lin, Proof of a conjectured lower bound on the chromatic number of a graph, Linear Algebra Appl., 485 (2015), 480-484. https://doi.org/10.1016/j.laa.2015.08.007
141. P. Wocjan, C. Elphick, New spectral bounds on the chromatic number encompassing all eigenvalues of the adjacency matrix, Electron. J. Combin., 20 (2013), 39. https://doi.org/10.37236/2735
142. G. Coutinho, T. J. Spier, Sums of squares of eigenvalues and the vector chromatic number, arXiv preprint, 2023. https://doi.org/10.48550/arXiv. 2308.04475
143. C. Elphick, P. Wocjan, An inertial lower bound for the chromatic number of a graph, Electron. J. Combin., 24 (2017), 1-9. https://doi.org/10.37236/6404
144. V. K. Wei, A lower bound on the stability number of a simple graph, Bell Laboratories Technical Memorandum 81-11217-9, Murray Hill, New Jersey, USA, 1981.
145. C. Edwards, C. Elphick, Lower bounds for the clique and chromatic numbers of a graph, Discrete Appl. Math., 5 (1983), 51-64. https://doi.org/10.1016/0166-218X(83)90015-X
146. V. Nikiforov, Some inequalities for the largest eigenvalue of a graph, Combin. Probab. Comput., 11 (2002), 179-189. https://doi.org/10.1017/S0963548301004928
147. T. Motzkin, E. Straus, Maxima for graphs and a new proof of a theorem of Turán, Can. J. Math., 17 (1965), 533-540. https://doi.org/10.4153/CJM-1965-053-6
148. H. S. Wilf, Spectral bounds for the clique and independence numbers of graphs, J. Combin. Theory Ser. B, 40 (1986), 113-117. https://doi.org/10.1016/0095-8956(86)90069-9
149. V. Nikiforov, More spectral bounds on the clique and independence numbers, J. Combin. Theory Ser. B, 99 (2009), 819-826. https://doi.org/10.1016/j.jctb.2009.01.003
150. M. Lu, H. Liu, F. Tian, Laplacian spectral bounds for clique and independence numbers of graphs, J. Combin. Theory Ser. B, 97 (2007), 726-732. https://doi.org/10.1016/j.jctb.2006.12.003
151. W. H. Haemers, Eigenvalue techniques in design and graph theory, Ph.D. dissertation, Stichting Mathematisch Centrum, Amsterdam, Netherlands, 1979. https://doi.org/10.6100/IR41103
152. P. Delsarte, An algebraic approach to the association schemes of coding theory, Philips Res. Rep. Suppl., 10 (1973), 1-97.
153. W. H. Haemers, Hoffman's ratio bound, Linear Algebra Appl., 617 (2021), 215-219. https://doi.org/10.1016/j.laa.2021.02.010
154. C. D. Godsil, M. W. Newman, Eigenvalue bounds for independent sets, J. Combin. Theory Ser. B, 98 (2008), 721-734. https://doi.org/10.1016/j.jctb.2007.10.007
155. Y. Li, Z. Zhang, A note on eigenvalue bounds for independence numbers of nonregular graphs, Discrete Appl. Math., 174 (2014), 146-149. https://doi.org/10.1016/j.dam.2014.04.008
156. D. F. Holt, A graph which is edge transitive but not arc transitive, J. Graph Theory, 5 (1981), 201-204. https://doi.org/10.1002/jgt. 3190050210
157. A. Nilli, Triangle-free graphs with large chromatic numbers, Discrete Math., 211 (2000), 261262. https://doi.org/10.1016/S0012-365X(99)00109-0
158. S. Niskanen, P. R. J. Östergård, Cliquer user's guide, Version 1.0, Technical Report T48, Communications Laboratory, Helsinki University of Technology, Espoo, Finland, 2003. Available from: https://users.aalto.fi/~pat/cliquer/cliquer_fm.pdf.
159. Q. Wu, J. K. Hao, A review on algorithms for maximum clique problems, Eur. J. Oper. Res., 242 (2015), 693-709. https://doi.org/10.1016/j.ejor.2014.09.064
160. F. Juhász, The asymptotic behaviour of Lovász $\vartheta$-function for random graphs, Combinatorica, 2 (1982), 153-155. https://doi.org/10.1007/BF02579314
161. A. Coja-Oghlan, The Lovász number of random graphs, Combin. Probab. Comput., 14 (2005), 439-465. https://doi.org/10.1017/S0963548305006826

AIMS Press
© 2024 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)

