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#### Abstract

In this paper, we introduce a novel stochastic prey-predator model under random small immigration. Mainly, we prove boundedness for the solution of the model using probabilistic and analytic types of inequalities. Furthermore, possible conditions on the immigration for achieving stochastic square stability are obtained. The immigration of both prey and predator is assumed to be either constant and stochastically perturbed or proportional to the population and stochastically perturbed. In all cases, we arrived at the fact that stability can only be achieved if the immigration is small enough. We also show that as random immigration increases, the dynamic becomes destabilized and could lead to chaos. Lastly, we perform a computational analysis in order to verify the obtained theoretical results.
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## 1. Introduction

Mathematicians have been very motivated to contribute to the study of theoretical ecology, from both theoretical and applied points of view. Theoretical ecology problems are first mathematically modeled, and the resulting models are then solved and described from an ecological standpoint. One of the main topics in the theoretical ecology is the prey-predator interactions, which were first developed independently in the 1920s by Lotka [1] and Voltera [2]. Since then, seeking more realistic results, researchers have been highly involved in studying and developing the so-called Lotka-Voltera model [3-7].

Modifications that took place in the literature are mainly in the model construction, such as the logistic and exponential forms that describe the growth in a better way. Further consideration in this direction are functional and numerical responses, see [8-10]. Various external effects have been investigated to simulate real-life effects on prey predator models [11-17]. However, many unexpected factors affect ecosystems, which makes the use of random noise in the mathematical model necessary, see [18-20] for general account. In [21], the authors address the asymptotic behavior of stochastic version of Lotka-Voltera model. The existence, uniqueness and positivity of global solution are obtained for different stochastic models with slight variations on the models' types [22, 23]. The work [24] investigates numerical results on two-predator one-prey stochastic model.

Recently, immigration have been considered as one of the most important external effects. The importance of examining the immigration element in prey-predator systems arises from the fact that immigration may aid in the survival of species that are on the verge of extinction, as well as in achieving ecological stability. Results obtained by this means are only focused on investigating immigration with deterministic models such as [25,26]. In 2018,Tahara et al. [27] studied the Lotka Voltera model when affected by small deterministic immigration.

As far as we know, random immigration on prey-predator models has not been considered. The aim of this paper is to initiate such an investigation, namely we study boundedness and stochastic mean square stability for a prey-predator model with small stochastic immigration. Our results are numerically verified.

## 2. Problem setting

In this section, we are going to present a new modification to intraspecific competition in prey predator systems that has been thoroughly examined in the work of the first author [28]. He studied persistence, extinction, local and global asymptotic stability and established that the system is unconditionally stable. More recently, in [29], a novel mechanism for measuring predator inference for this model was obtained. Our modification, which accounts for small stochastic fluctuations in immigration using a dimensionless model, is as follows:

$$
\left\{\begin{align*}
d N_{1} & =r N_{1}\left(1-\frac{N_{1}}{k}\right) d t-\alpha N_{1} N_{2} d t+\sigma_{1}\left(t, N_{1}\right) N_{1} d W_{1}  \tag{2.1}\\
d N_{2} & =-m N_{2} d t+b N_{1} N_{2} d t-c N_{2}^{2} d t+\sigma_{2}\left(t, N_{2}\right) N_{2} d W_{2} \\
N_{1}(0) & =N_{1_{0}}, \quad N_{2}(0)=N_{20},
\end{align*}\right.
$$

where

- $N_{1}$ is the density of the prey.
- $N_{2}$ is the density of the predator.
- $r$ is the growth rate of the prey.
- $k$ is the systems carrying capacity.
- $\alpha$ is the catching rate of the prey by a predator.
- $m$ is the rate of natural death of a predator.
- $b$ is the efficiency of converting consumed prey into predatory birth.
- $c$ is the intraspesific competition inside the predator.
- $W_{1}$ and $W_{2}$ represent a one-dimensional real-valued Wiener processes.

The immigration terms for the prey and predator $\sigma_{1}\left(t, N_{1}\right)$ and $\sigma_{2}\left(t, N_{2}\right)$ take the following possibilities:

$$
\begin{equation*}
\sigma_{1}\left(t, N_{1}\right)=\epsilon \text { or } \sigma_{1}\left(t, N_{1}\right)=\frac{\epsilon}{N_{1}}, \tag{2.3}
\end{equation*}
$$

here $\epsilon \geq 0$ is a natural number representing immigrants in the prey and $\frac{\epsilon}{N_{1}}$ is a ratio that representing immigrants proportion of the prey. In similar way, we have

$$
\begin{equation*}
\sigma_{2}\left(t, N_{2}\right)=\delta \text { or } \sigma_{2}\left(t, N_{2}\right)=\frac{\delta}{N_{2}}, \tag{2.4}
\end{equation*}
$$

where $\delta \geq 0$ is a natural number representing immigrants in the predator and $\frac{\delta}{N_{2}}$ is a ratio representing immigrants proportion of the predator.

Stochastic immigration (constant or proportional to population) is known to be one of the ecological management for population. As a real life example, ship-ballast water could represent a stochastic immigration, see [29] for more details.

## 3. Boundedness of solution

This section is concerned with the boundedness of the solutions to systems (2.1) and (2.2). For this, we write the system as follows:

$$
\begin{align*}
d N_{t} & =\mu\left(t, N_{t}\right) d t+\sigma\left(t, N_{t}\right) d W  \tag{3.1}\\
N_{t}(0) & =N_{0}
\end{align*}
$$

where $\mu:\left[(0, T) \times \mathbb{R}^{+}\right]^{2} \rightarrow \mathbb{R}$ and $\sigma:\left[(0, T) \times \mathbb{R}^{+}\right]^{2} \rightarrow \mathbb{R}$ such that

$$
\begin{gathered}
\mu\left(t, N_{t}\right)=\left[\begin{array}{l}
r N_{1}\left(1-\frac{N_{1}}{k}\right)-\alpha N_{1} N_{2} \\
-m N_{2}+b N_{1} N_{2}-c N_{2}^{2}
\end{array}\right], \quad \sigma\left(t, N_{t}\right)=\left[\begin{array}{l}
\sigma_{1}\left(t, N_{1}\right) \cdot N_{1} \\
\sigma_{2}\left(t, N_{2}\right) \cdot N_{2}
\end{array}\right], \\
N_{t}=\left[\begin{array}{l}
N_{1 t} \\
N_{2 t}
\end{array}\right], \quad \text { and } \quad d W=\left[\begin{array}{l}
d W_{1} \\
d W_{2}
\end{array}\right] .
\end{gathered}
$$

The following lemma will be helpful in proving the boundedness of the solution to problem (3.1).
Lemma 3.1. $\mu$ and $\sigma$ in problem (3.1) satisfy the linear growth condition

$$
\mathbb{E}\left\|\sigma\left(t, N_{t}\right)\right\|^{2}+\mathbb{E}\left\|\mu\left(t, N_{t}\right)\right\|^{2} \leq K\left(1+\mathbb{E}\left\|N_{t}\right\|^{2}\right)
$$

where $K$ is some positive constant.
Proof. We begin with (2.1), in which we take the sup and expectation to get

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[0, t]}\left|N_{1}(s)\right| \leq N_{1_{0}}+r \mathbb{E} \sup _{s \in[0, t]} \int_{0}^{s}\left|N_{1}\right| d s+\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma_{1}\left(s, N_{1}\right) N_{1} d W_{1}\right| . \tag{3.2}
\end{equation*}
$$

As for the stochastic integral, we use Burkholder-Davis-Gundy's (BDG) inequality and (2.3), then we get

$$
\begin{align*}
\mathbb{E} \sup _{s \in[0, t]}\left|N_{1}(s)\right| & \leq N_{1_{0}}+r \mathbb{E} \sup _{s \in[0, t]} \int_{0}^{s}\left|N_{1}\right| d s+\sigma_{1} C_{1} \mathbb{E}\left(\int_{0}^{t}\left|N_{1}\right|^{2} d s\right)^{\frac{1}{2}} \\
& \leq N_{1_{0}}+r \mathbb{E} \sup _{s \in[0, t]} \int_{0}^{s}\left|N_{1}\right| d s+\sigma_{1} C_{1} \sqrt{T} \mathbb{E} \sup _{s \in[0, t]}\left|N_{1}(s)\right|, \tag{3.3}
\end{align*}
$$

where $C_{1}$ is BDG's constant. Now for $\sigma_{1}$ small enough, we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[0, t]}\left|N_{1}(s)\right| \leq C_{2}+C_{3} \mathbb{E} \sup _{s \in[0, t]} \int_{0}^{s}\left|N_{1}\right| d s \tag{3.4}
\end{equation*}
$$

Applying Gronwall's inequality to (3.4), we get

$$
\begin{equation*}
\mathbb{E}\left|N_{1}(t)\right| \leq C_{4} . \tag{3.5}
\end{equation*}
$$

Now,

$$
\begin{align*}
\mathbb{E}\|\sigma(t, N)\|^{2} & =\mathbb{E}\left\|\sigma_{1}\left(t, N_{1}\right)\right\|^{2}+\mathbb{E}\left\|\sigma_{2}\left(t, N_{2}\right)\right\|^{2} \\
& \leq \epsilon \mathbb{E}\left\|N_{1}\right\|^{2}+\delta \mathbb{E}\left\|N_{2}\right\|^{2}, \tag{3.6}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{E}\|\mu(t, N)\|^{2} & \leq r^{2} \mathbb{E}\left\|N_{1}\right\|^{2}+b^{2} \mathbb{E}\left\|N_{1}\right\|^{2}\left\|N_{2}\right\|^{2} \\
& \leq C_{5} \mathbb{E}\left\|N_{1}\right\|^{2}\left(1+\left\|N_{2}\right\|^{2}\right) \tag{3.7}
\end{align*}
$$

The proof is concluded based on (3.5)-(3.7).
Theorem 3.2. Suppose that $N_{t}$ is any solution of (3.1), then for $p \geq 2$ and some positive constant $C$, we have

$$
\mathbb{E} \sup _{s \in[0, t]}\left|N_{s}\right|^{p} \leq C .
$$

Proof. The solution of (3.1) satisfies

$$
N_{t}=N_{0}+\int_{0}^{t} \mu\left(s, N_{s}\right) d s+\int_{0}^{t} \sigma\left(s, N_{s}\right) d W_{s} .
$$

We use the following inequality, see [30]

$$
\begin{equation*}
\left(\sum_{k=1}^{m} a_{k}\right)^{n} \leq m^{n-1} \sum_{k=1}^{m} a_{k}^{n}, \tag{3.8}
\end{equation*}
$$

followed by taking the supermom and the expectation, we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[0, t]}\left|N_{s}\right|^{p} \leq 3^{p-1}\left(\left|N_{0}\right|^{p}+\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s} \mu\left(s, N_{s}\right) d s\right|^{p}+\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma\left(s, N_{s}\right) d W_{s}\right|^{p}\right) . \tag{3.9}
\end{equation*}
$$

Now, we estimate the last two terms in the R-H-S of (3.9). We start with the stochastic term, in which we apply BDG's inequality, followed by the Hölder inequality for $\frac{1}{p / 2}+\frac{1}{p /(p-2)}=1$ to get

$$
\begin{align*}
\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma\left(s, N_{s}\right) d W_{s}\right|^{p} & \leq C_{6} \mathbb{E}\left(\int_{0}^{t}\left|\sigma\left(s, N_{s}\right)\right|^{2} d s\right)^{\frac{p}{2}} \\
& \leq C_{6} \mathbb{E}\left(\int_{0}^{t}\left(\left|\sigma\left(s, N_{s}\right)\right|^{2}\right)^{\frac{p}{2}} d s\right)^{\frac{p}{2} \times \frac{2}{p}} \cdot\left(\int_{0}^{t}(1)^{\frac{p}{p-2}} d s\right)^{\frac{p}{2} \times \frac{p-2}{p}} \\
& \leq C_{6} T^{\frac{p-2}{2}} \mathbb{E} \int_{0}^{t}\left|\sigma\left(s, N_{s}\right)\right|^{p} d s . \tag{3.10}
\end{align*}
$$

We now use the linear growth condition proved in Lemma 3.1, and (3.8) for power $n=\frac{p}{2}$ to obtain

$$
\begin{align*}
\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s} \sigma\left(s, N_{s}\right) d W_{s}\right|^{p} & \leq C_{6} T^{\frac{p-2}{2}} K^{\frac{p}{2}} \cdot 2^{\frac{p}{2}-1} \mathbb{E} \int_{0}^{t}\left(1+\left|N_{s}\right|^{p}\right) d s \\
& \leq C_{6} T^{\frac{p-2}{2}} K^{\frac{p}{2}} \cdot 2^{\frac{p}{2}-1}\left[T+\mathbb{E} \int_{0}^{t} \|\left. N_{s}\right|^{p} d s\right] \\
& =C_{6} T^{\frac{p}{2}} K^{\frac{p}{2}} \cdot 2^{\frac{p}{2}-1}+C_{6} T^{\frac{p-2}{2}} K^{\frac{p}{2}} \cdot 2^{\frac{p}{2}-1} \mathbb{E} \int_{0}^{t}\left|N_{s}\right|^{p} d s . \tag{3.11}
\end{align*}
$$

In order to estimate the second term on the R-H-S of (3.9), we use the Hölder inequality for $\frac{1}{p}+\frac{1}{p /(p-1)}=$ 1 , we have

$$
\begin{align*}
\underset{E}{\mathbb{E}} \sup _{s \in[0, t]}\left|\int_{0}^{s} \mu\left(s, N_{s}\right) d s\right|^{p} & \leq \mathbb{E} \sup _{s \in[0, t]}\left(\int_{0}^{s}\left|\mu\left(s, N_{s}\right)\right| d s\right)^{p} \\
& \leq \mathbb{E}\left(\int_{0}^{t}\left|\mu\left(s, N_{s}\right)\right|^{p} d s\right)^{p \times \frac{1}{p}} \cdot\left(\int_{0}^{t}(1)^{\frac{p}{p-1}} d s\right)^{p \times \frac{p-1}{p}} \\
& \leq T^{p-1} \mathbb{E}\left(\int_{0}^{t}\left|\mu\left(s, N_{s}\right)\right|^{p} d s\right) . \tag{3.12}
\end{align*}
$$

We now use Lemma 3.1, and (3.8) for power $n=\frac{p}{2}$, we have

$$
\begin{align*}
\mathbb{E} \int_{0}^{t}\left(\left|\mu\left(s, N_{s}\right)\right|^{2}\right)^{\frac{p}{2}} d s & \leq K^{\frac{p}{2}} \int_{0}^{t}\left(1+\left|N_{s}\right|^{2}\right)^{\frac{p}{2}} d s \\
& \leq K^{\frac{p}{2}} 2^{\frac{p}{2}-1} \mathbb{E} \int_{0}^{t}\left(1+\left|N_{s}\right|^{p}\right) d s \\
& \leq K^{\frac{p}{2}} 2^{\frac{p}{2}-1}\left[T+\mathbb{E} \int_{0}^{t}\left|N_{s}\right|^{p} d s\right] \\
& =K^{\frac{p}{2}} 2^{\frac{p}{2}-1} T+K^{\frac{p}{2}} 2^{\frac{p}{2}-1} \mathbb{E} \int_{0}^{t}\left|N_{s}\right|^{p} d s . \tag{3.13}
\end{align*}
$$

Using (3.13) into (3.12), we have

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s} \mu\left(s, N_{s}\right) d s\right|^{p} \leq K^{\frac{p}{2}} 2^{\frac{p}{2}-1} T^{p}+K^{\frac{p}{2}} 2^{\frac{p}{2}-1} T^{p-1} \mathbb{E} \int_{0}^{t}\left|N_{s}\right|^{p} d s . \tag{3.14}
\end{equation*}
$$

From (3.9), (3.11) and (3.14), we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{s \in[0, t]}\left|N_{s}\right|^{p} \leq C_{7}+C_{8} \mathbb{E} \int_{0}^{t}\left|N_{s}\right|^{p} d s . \tag{3.15}
\end{equation*}
$$

This and Gronwall's inequality complete the proof.

## 4. Stochastic mean square stability

We are now interested in studying stochastic stability in our system around its deterministic equilibrium. Let us emphasize that our system has non-negative equilibrium points:
(1) $P_{0}=(0,0)$.
(2) $P_{1}=(k, 0)$.
(3) $P^{*}=\left(N_{1}^{*}, N_{2}^{*}\right)$, where $N_{1}^{*}=\frac{k(b r+m)}{b(r+k \alpha)}$ and $N_{2}^{*}=\frac{r(k b-m)}{b(r+k \alpha)}$.

The following theorem states the feasibility of the equilibrium point $P^{*}=\left(N_{1}^{*}, N_{2}^{*}\right)$.
Theorem 4.1. If $k b>m$, then $P^{*}=\left(N_{1}^{*}, N_{2}^{*}\right)$ is feasible.
We shall study the mean square stochastic stability of systems (2.1) and (2.2) around their positive equilibrium.

$$
\begin{align*}
{[\text { left }=\{ } & \left\{d N_{1}=r N_{1}\left(1-\frac{N_{1}}{k}\right) d t-\alpha N_{1} N_{2} d t+\sigma_{1}\left(t, N_{1}\right)\left(N_{1}-N_{1}^{*}\right) d W_{1}\right.  \tag{4.1}\\
& d N_{2}=-m N_{2} d t+b N_{1} N_{2} d t-c N_{2}^{2} d t+\sigma_{2}\left(t, N_{2}\right)\left(N_{2}-N_{2}^{*}\right) d W_{2}  \tag{4.2}\\
& N_{1}(0)=N_{1_{0}}, \quad N_{2}(0)=N_{20} .
\end{align*}
$$

For this, we use the change of variables

$$
U_{1}=N_{1}-N_{1}^{*}, \quad \text { and } \quad U_{2}=N_{2}-N_{2}^{*} .
$$

With this, we obtain the linearized stochastic differential equation around the point $P^{*}=\left(N_{1}^{*}, N_{2}^{*}\right)$ as follows:

$$
\begin{equation*}
d U_{t}=F\left(U_{t}\right) d t+G\left(U_{t}\right) d W, \tag{4.3}
\end{equation*}
$$

where

$$
\begin{gathered}
U_{t}=\left[\begin{array}{l}
U_{1 t} \\
U_{2 t}
\end{array}\right], \\
F\left(U_{t}\right)=\left[\begin{array}{cc}
\frac{N_{1}^{*} \partial H_{1}\left(N_{1}^{*}, N_{2}^{*}\right)}{N_{2} N_{1}}+H_{1} & \frac{N_{1}^{*} \partial H_{1}\left(N_{1}^{*}, N_{2}^{*}\right)}{N_{2} \partial H_{2}\left(N_{1}^{*}, N_{2}^{*}\right)} \\
\frac{N_{2}^{*} \partial H_{2}\left(N_{1}^{\left.\partial N_{1}^{*}, N_{2}^{*}\right)}\right.}{\partial N_{1}}+H_{2}
\end{array}\right]\left[\begin{array}{l}
U_{1 t} \\
U_{2 t}
\end{array}\right],
\end{gathered}
$$

where

$$
\begin{aligned}
H_{1}\left(N_{1}^{*}, N_{2}^{*}\right) & =r\left(1-\frac{N_{1}}{k}\right)-a N_{2} . \\
H_{2}\left(N_{1}^{*}, N_{2}^{*}\right) & =-m+b N_{1}-c N_{2} .
\end{aligned}
$$

Thus,

$$
F\left(U_{t}\right)=\left[\begin{array}{cc}
\frac{-r N_{1}^{*}}{k} & -a N_{1}^{*} \\
b N_{2}^{*} & -c N_{2}^{*}
\end{array}\right]\left[\begin{array}{l}
U_{1 t} t \\
U_{2 t}
\end{array}\right],
$$

and

$$
G\left(U_{t}\right)=\left[\begin{array}{cc}
\sigma_{1}\left(U_{1 t}\right) U_{1 t} & 0 \\
0 & \sigma_{2}\left(U_{2 t}\right) U_{2 t}
\end{array}\right]\left[\begin{array}{l}
U_{1 t} \\
U_{2 t} t
\end{array}\right] .
$$

Let $Q_{T}=\left[t_{0}, \infty\right] \times \mathbb{R}^{2}$, where $t_{0} \geq 0$ and let $C_{0}^{2}\left(Q_{T}\right)$ be the set of all functions $Z:(t, v) \in Q_{T} \mapsto Z(t, v) \in$ $\mathbb{R}^{+}$that are continuously differentiable in time and twice continuously differentiable with respect to the second variable. Now, following [31] the Markov process generator of (4.3) is given by

$$
\begin{equation*}
L Z(t, U)=\frac{\partial Z\left(t, U_{t}\right)}{\partial t}+F^{T}\left(U_{t}\right) \frac{\partial Z\left(t, U_{t}\right)}{\partial U_{t}}+\frac{1}{2} \operatorname{Tr}\left[G^{T}\left(U_{t}\right) \frac{\partial^{2} Z\left(t, U_{t}\right)}{\partial U_{t}^{2}} G\left(U_{t}\right)\right], \tag{4.4}
\end{equation*}
$$

where $\operatorname{Tr}[A]$ is the trace of matrix $A$ and $A^{T}$ is the transposition of matrix $A$. The following theorem for mean-square stability is collected from [31].

Theorem 4.2. Assume that $U_{t}$ is a solution of (4.3) and that $Z(t, U) \in C_{0}^{2}\left(Q_{T}\right)$ such that

$$
\begin{aligned}
& K_{1}\left|U_{t}\right|^{2} \leq Z\left(t, U_{t}\right) \leq k_{2}\left|U_{t}\right|^{2} \\
& L Z(t, U) \leq-k_{3}\left|U_{t}\right|^{2}, \quad k_{1}, k_{2}, k_{3}>0 .
\end{aligned}
$$

Then, the trivial solution of (4.3) is asymptotically mean-square stable.
Next, we have
Theorem 4.3. Suppose that

$$
\begin{equation*}
\sigma_{1}^{2}<\frac{2 r N_{1}^{*}}{k} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{2}^{2}<2 c N_{2}^{*} \tag{4.6}
\end{equation*}
$$

Then, the trivial solution of (4.3) is asymptotically mean-square stable.
Proof. Let us consider a Markov process generator

$$
\begin{equation*}
Z(t, U)=\frac{1}{2}\left[\alpha_{1} U_{1}^{2}+\alpha_{2} U_{2}^{2}\right], \tag{4.7}
\end{equation*}
$$

where $\alpha_{i}, i=1,2$ to be determined shortly.

$$
\begin{gather*}
\frac{\partial Z}{\partial t}=0  \tag{4.8}\\
\frac{\partial Z}{\partial U}=\left(\begin{array}{ll}
\alpha_{1} U_{1} & \alpha_{2} U_{2},
\end{array}\right)
\end{gather*}
$$

$$
\begin{gather*}
F^{T}\left(U_{t}\right) \frac{\partial Z}{\partial U}=\alpha_{1}\left(\frac{-r N_{1}^{*}}{k}\right) U_{1}^{2}-\alpha_{1} a N_{1}^{*} U_{1} U_{2}+\alpha_{2} b N_{2}^{*} U_{1} U_{2}-\alpha_{2} c N_{2}^{*} U_{2}^{2},  \tag{4.9}\\
\frac{1}{2} \operatorname{Tr}\left[G^{T}\left(U_{t}\right) \frac{\partial^{2} Z\left(t, U_{t}\right)}{\partial U_{t}^{2}} G\left(U_{t}\right)\right]=\frac{1}{2} \alpha_{1} \sigma_{1}^{2} U_{1}^{2}+\frac{1}{2} \alpha_{2} \sigma_{2}^{2} U_{2}^{2} . \tag{4.10}
\end{gather*}
$$

Using (4.8)-(4.10) into (4.4), we get

$$
\begin{equation*}
-\alpha_{1}\left(\frac{-r N_{1}^{*}}{k}-\frac{1}{2} \sigma_{1}^{2}\right) U_{1}^{2}-\alpha_{2}\left(c N_{2}^{*}-\frac{1}{2} \sigma_{2}\right) U_{2}^{2}-\left(\alpha_{1} a N_{1}^{*}-\alpha_{2} b N_{2}^{*}\right) U_{1} U_{2} . \tag{4.11}
\end{equation*}
$$

Choosing $\alpha_{1} a N_{1}^{*}=\alpha_{2} b N_{2}^{*}$ in (4.11), we get

$$
L Z(t, U)=-\alpha_{1}\left(\frac{r N_{1}^{*}}{k}-\frac{1}{2} \sigma_{1}^{2}\right) U_{1}^{2}-\alpha_{2}\left(c N_{2}^{*}-\frac{1}{2} \sigma_{2}\right) U_{2}^{2} .
$$

This, together with the assumptions in the theorems completes the proof.
Corollary 4.4. The system is unstable if conditions (4.5) or (4.6) are not met.
Remark 4.5. Let us note that the effect of the stochastic immigration in the prey depends on both growth rate of the prey and carrying capacity of the system, and that of the predator depends on the intraspesific competition inside predator.

## 5. Numerical simulations and discussion

In this section, we aim to investigate the random effects of immigration on the stability of prey predator dynamics (2.1) and (2.2) numerically taking into account Theorem 4.3. We use the command "StochasticRungeKuttaScalarNoise" in the MATHEMATICA 11.3 program as a method to execute the numerical simulations, according to the Wolfram website [33]. The parameters and initial conditions are given with the following values:

$$
r=1.5, k=3, \alpha=2.5, m=0.65, c=0.75, b=1.25, N_{1}(0)=2, N_{2}(0)=2 .
$$

Remark 5.1. The choice of the parameters and initial conditions values is due to the fact that our model is dimensionless, so we only concern ourselves with values that satisfy the theoretical results, see Theorems 4.3 and Corollary 4.4.

As regards to the intensity noise, the values of $\epsilon$ and $\delta$ are taken for three possible situations. These situations are applied to each of the following cases:

| Case I | $\sigma_{1}\left(t, N_{1}\right)=\epsilon$ | $\sigma_{2}\left(t, N_{2}\right)=\delta$ |
| :---: | :---: | :---: |
| Case II | $\sigma_{1}\left(t, N_{1}\right)=\epsilon$ | $\sigma_{2}\left(t, N_{2}\right)=\frac{\delta}{N_{2}}$ |
| Case III | $\sigma_{1}\left(t, N_{1}\right)=\frac{\epsilon}{N_{1}}$ | $\sigma_{2}\left(t, N_{2}\right)=\frac{\delta}{N_{2}}$ |
| Case IV | $\sigma_{1}\left(t, N_{1}\right)=\frac{\epsilon}{N_{1}}$ | $\sigma_{2}\left(t, N_{2}\right)=\delta$ |

where

- Case I represents the number of constant immigrants in the prey as well as in the predator.
- Case II represents the number of constant immigrants in the prey, with immigration proportional to the population in the predator.
- Case III represents immigration that proportional to the population of the prey of immigration that is proportional to the population of the predator.
- Case IV represents immigration that is proportional to the population of the prey with constant immigrants in the predator.

In each of the above cases, we check three different consideration for $\epsilon$ and $\delta$. These are:
(1) The conditions (4.5) and (4.6) of theorem 4.3 are satisfied.
(2) Condition (4.5) holds true, and condition (4.6) does not.
(3) Both conditions (4.5) and (4.6) are not satisfied.

Note that conditions (4.5) and (4.6) tell us that the stability of the systems (2.1) and (2.2) can only beachieved if the immigration is small enough for both prey and predator.

Figure 1 is taken to represent the dynamic with free immigration, which shows stability as it is known that the corresponding deterministic model is always stable [28]. The rest of the figures are categorized into three sets. The first set (i.e. Figures 2, 5, 8 and 11) represents the small intensities of immigration at $\epsilon=0.25$ and $\delta=0.12$ for all cases are mentioned in the table above. Let us note that conditions 4.5 and 4.6 of Theorem 4.3 are always met in this set of consideration, which means that from biological point of view the system is stable. We also note that when the intensities are small enough, stochastic immigration has less effect with full stability of the system.

The second set (i.e. Figures 3, 6, 9 and 12) represent the case in which the intensities are taken in such a way that only one of the two conditions of Theorem 4.3 satisfied. Therefore, by Corollary 4.4 the system is unstable. We also note that the increase in stochastic immigration has a clear impact (oscillation) on the system.

The last set (i.e. Figures 4, 7, 10 and 13) represents the case in which the intensities are taken to be large enough so that the two conditions of Theorem 4.3 are not satisfied. Therefore Corollary 4.4 says that the system is not stable, and the increase in stochastic immigration, in addition to the instability, high oscillation.


Figure 1. Time series and phase plane with free immigration when $\epsilon=\delta=0$.


Figure 2. Time series and phase plane of case I when $\epsilon=0.25$ and $\delta=0.12$.


Figure 3. Time series and phase plane of case I when $\epsilon=1.5$ and $\delta=0.5$.


Figure 4. Time series and phase plane of case I when $\epsilon=1.9$ and $\delta=0.9$.


Figure 5. Time series and phase plane of case II when $\epsilon=0.25$ and $\delta=0.12$.


Figure 6. Time series and phase plane of case II when $\epsilon=1.5$ and $\delta=0.5$.


Figure 7. Time series and phase plane of case II when $\epsilon=1.9$ and $\delta=0.9$.


Figure 8. Time series and phase plane of case III when $\epsilon=0.25$ and $\delta=0.12$.


Figure 9. Time series and phase plane of case III when $\epsilon=1.5$ and $\delta=0.5$.


Figure 10. Time series and phase plane of case III when $\epsilon=1.9$ and $\delta=0.9$.


Figure 11. Time series and phase plane of case IV when $\epsilon=0.25$ and $\delta=0.12$.


Figure 12. Time series and phase plane of case IV when $\epsilon=1.5$ and $\delta=0.5$.


Figure 13. Time series and phase plane of case IV when $\epsilon=1.9$ and $\delta=0.9$.

## 6. Conclusions

- If the random immigration is constant or proportional to the population and small enough, the system is always stable.
- The numerical results are in total agreement with the theoretical results.
- In contrast to the deterministic version of this model, which is always stable, random immigration increases the dynamical behavior of the model by giving stability and instability cases.
- As the random immigration increases, the dynamic is destabilized with higher oscillations, which leads to chaos.
- In the usual sense, immigration makes the prey-predator system more stable, see, for example, [27]. Surprisingly in our study, the random immigration increases caused destabilization of the system, this could be interpreted by the paradox of enrichment phenomena [32].
- As future work, we suggest more studies on the influence of stochastic immigration on more complicated prey-predator models, especially on functional and numerical responses, such as Holloing type II, Beddington-DeAngelis and Crowley-Martin functional responses.We believe that tiny stochastic immigration could stabilize unstable deterministic models, however the outcome remains uncertain.


## Use of AI tools declaration

The authors declare they have not used Artificial Intelligence (AI) tools in the creation of this article.

## Acknowledgments

The authors extend the appreciation to the Deanship of Postgraduate Studies and Scientific Research at Majmaah University for funding this research work through the project number (ICR-2024-1036).

## Conflict of interest

Authors have no conflicts of interest.

## References

1. A. J. Lotka, Elements of Physical Biology, Philadelphia: Williams \& Wilkins, 1925.
2. V. Volterra, Variazone e fluttuazini del numero d'individui in specie animali conviventi, Mem. Accad. Naz. Lincei. Ser. 6, 1926.
3. P. H. Leslie, Some further notes on the use of matrices in population dynamics, Biometrika, 35 (1948), 213-245.
4. M. L. Rosenzweig, R. H. MacArthur, Graphical representation and stability conditions of predatorprey interactions, Amer. Natur, 97 (1963), 209-223.
5. Y. Kuang, Basic properties of mathematical population models, J. Biomath., 17 (2002), 129-142.
6. M. A. Aziz-Alaoui, M. D. Okiye, Boundedness and global stability for a predator-prey model with modified Leslie-Gower and Holling-type II schemes, Appl. Math. Lett., 16 (2003), 1069-1075. https://doi.org/10.1016/S0893-9659(03)90096-6
7. Y. Abu Hasan, J. Alebraheem, Functional and numerical response in prey-predator system, AIP Conf. Proc., 1651 (2015), 3-11. https://doi.org/10.1063/1.4914425
8. C. S. Holling, Some characteristics of simple types of predation and parasitism, Can. Entomol., 91 (1959), 385-398. https://doi.org/10.4039/Ent91385-7
9. P. H. Crowley, E. K. Martin, Functional responses and interference within and between year classes of a dragonfly population, J. North Amer. Benthol. Soc., 8 (1989), 211-221.
10. Y. Kuang, E. Beretta, Global qualitative analysis of a ratio-dependent predator-prey system, J. Math. Biol., 36 (1998), 389-406. https://doi.org/10.1007/s002850050105
11. J. Yen, Effects of prey concentration, prey size, predator life stage, predator starvation, and season on predation rates of the carnivorous copepod Euchaeta elongata, Mar. Biol., 75 (1983), 69-77. https://doi.org/10.1007/BF00392632
12. P. J. Sullivan, Effect of boundary conditions, region length, and diffusion rates on a spatially heterogeneous predator-prey system, Ecol. Model., 43 (1988), 235-249. https://doi.org/10.1016/0304-3800(88)90006-3
13. P. A. Abrams, The effects of adaptive behavior on the type-2 functional response, Ecology, 71 (1990), 877-885. https://doi.org/10.2307/1937359
14. P. A. Abrams, L. Rowe, The effects of predation on the age and size of maturity of prey, Evolution, 50 (1996), 1052-1061. https://doi.org/10.1111/j.1558-5646.1996.tb02346.x
15. H. W. Hethcote, W. Wang, L. Han, Z. Ma, A predator-prey model with infected prey, Theor. Popul. Biol., 66 (2004), 259-268. https://doi.org/10.1016/j.tpb.2004.06.010
16. J. Alebraheem, Fluctuations in interactions of prey predator systems, Sci. Int., 28 (2016), 23572362.
17. F. Al Basir, P. K. Tiwari, S. Samanta, Effects of incubation and gestation periods in a prey-predator model with infection in prey, Math. Comput. Simul., 190 (2021), 449-473. https://doi.org/10.1016/j.matcom.2021.05.035
18. T. Gard, Introduction to Stochastic Differential Equations, New York: Dekker, 1988.
19. X. Mao, Stochastic Differential Equations and Applications, Amsterdam: Elsevier, 2007.
20. X. Mao, G. Marion, E. Renshaw, Environmental Brownian noise suppresses explosions in population dynamics, Stoc. Proc. Appl., 97 (2002), 95-110. https://doi.org/10.1016/S0304-4149(01)00126-0
21. X. Mao, S. Sabanis, E. Renshaw, Asymptotic behaviour of the stochastic Lotka-Volterra model, J. Math. Anal. Appl., 287 (2003), 141-156. https://doi.org/10.1016/S0022-247X(03)00539-0
22. K. Wang, Y. Zhu, Dynamics of a stochastic predator-prey model with mutual interference, Int. J. Biomath., 7 (2014), 1450026. https://doi.org/10.1142/S1793524514500260
23. J. Alebraheem, Paradox of enrichment in a stochastic predator-prey model, J. Math., 2020 (2020), 8864999. https://doi.org/10.1155/2020/8864999
24. J. Alebraheem, N. S. Elazab, M. Mohammed, A. Riahi, A. Elmoasry, Deterministic sudden changes and stochastic fluctuation effects on stability and persistence dynamics of two-predator one-prey model, J. Math., 2021 (2021), 6611970. https://doi.org/10.1155/2021/6611970
25. D. Mukherjee, The effect of refuge and immigration in a predator-prey system in the presence of a competitor for the prey, Nonlinear Anal. Real World Appl., 31 (2016), 277-287. https://doi.org/10.1016/j.nonrwa.2016.02.004
26. J. Alebraheem, Dynamics of a predator-prey model with the effect of oscillation of immigration of the prey, Diversity, 13 (2021), 23. https://doi.org/10.3390/d13010023
27. T. Tahara, M. K. A. Gavina, T. Kawano, J. M. Tubay, J. F. Rabajante, H. Ito, et al., Asymptotic stability of a modified Lotka-Volterra model with small immigrations, Sci. Rep., 8 (2018), 7029. https://doi.org/10.1038/s41598-018-25436-2
28. J. Alebraheem, Relationship between the paradox of enrichment and the dynamics of persistence and extinction in prey-predator systems, Symmetry, 10 (2018), 532. https://doi.org/10.3390/sym10100532
29. J. Alebraheem, Y. Abu-Hassan, A novel mechanism measurement of predator interference in predator-prey models, J. Math. Biol., 86 (2023), 84. https://doi.org/10.1007/s00285-023-01914-8
30. D. Cioranescu, P. Donato, M. P. Roque, An Introduction to Second Order Partial Differential Equations: Classical and Variational Solutions, Singapore: World Scientific, 2018.
31. V. N. Afanasiev, V. Kolmanovskii, V. R. Nosov, Mathematical Theory of Control Systems Design, Berlin: Springer, 2013.
32. K. L. Cottingham, J. A. Rusak, P. R. Leavitt, Increased ecosystem variability and reduced predictability following fertilisation: evidence from palaeolimnology, Ecol. Lett., 3 (2000), 340348. https://doi.org/10.1046/j.1461-0248.2000.00158.x
© 2024 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)
