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Abstract: In this paper, we constructed a new class of analytical solutions to the isentropic
compressible Navier-Stokes equations with vacuum free boundary in polar coordinates. These
rotational solutions captured the physical vacuum phenomenon that the sound speed was C'/>-Holder
continuous across the boundary, and they provided some new information on our understanding of
ocean vortices and reference examples for simulations of computing flows. It was shown that both
radial and angular velocity components and their derivatives will tend to zero as t — +oo and the free
boundary will grow linearly in time, which happens to be consistent with the linear growth properties
of inviscid fluids. The large time behavior of the free boundary r = a(r) was completely determined by
a second order nonlinear ordinary differential equation (ODE) with parameters of rotational strength &,
adiabatic exponent y, and viscosity coefficients. We tracked the profile and large time behavior of a(r)
by exploring the intrinsic structure of the ODE and the contradiction argument, instead of introducing
some physical quantities, such as the total mass, the momentum weight and the total energy, etc.,
which are usually used in the previous literature. In particular, these results can be applied to the 2D
Navier-Stokes equations with constant viscosity and the Euler equations.
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1. Introduction

The evolving boundary of a viscous fluid can be modeled by the following compressible Navier-
Stokes free boundary problem:
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pr + div(pou) = 0, in Q(1),
Qm)+dwmu®uy+V@@m—dNT:O,in@QL (L1
p >0, in Q(1), '
(p, ) = (po, uy), on Q := Q(0).

Here, p, u = (u;,u) € R?> and p = p(p) denote, respectively, the density, the velocity field, and
pressure of the fluid, which are functions of the space and time variable (x, 1) € R? X [0, o0); Q(r) € R2
represents the changing volume occupied by a fluid at time . The model described in Eq (1.1) can
be used to describe the boundary expansion of gaseous stars, liquid flow in pipes, atmospheric flow,
ocean currents, air currents around aircraft, and so on. For the polytropic gases, the pressure satisfies
the common y-law hypothesis

p)=Kp’, y>1, (1.2)

where K > 0 is a fixed constant and vy is the adiabatic exponent. The constant y = ¢,/c, is the ratio of
the specific heats, where ¢, ¢, are the specific heats per unit mass under constant pressure and constant
volume, respectively. The different values of y imply different physical significance [2], for example,
v=5/3,y=7/5,and y — 1" correspond to a monatomic gas, a diatomic gas, and heavier molecules,
respectively. In particular, the fluid is called isothermal if y = 1. In this paper, we assume viscosity
tensor ¥ in (1.1), to be of the following form:

¥ =2, (p) Vu+ A, (p) Vu’ + A3 (p) divu I, (1.3)
where I is the 2 X 2 identity matrix, and for simplicity, we set the viscosity coefficients
Aip)=kp’, i=1,2,3, (1.4)
where the constants k; (i = 1,2, 3) satisfy that
ki +k, >0and k) + ky + 2k3 > 0. (1.5)
Equation (1.1) is completed by the vacuum free boundary condition (or continuous density condition)
p@T @, =0, (1.6)

where I'(¢) denotes the moving interface. In general, as in [13] by Guo and Xin, the viscosity tensor
can usually be given by the following form:

— \Y Vu?
= 1 (o) =+ iz (p) divu I, (1.7)
() >0, i (p)+2p (p) 20, (1.8)

where u; and u, are the Lamé viscosity coefficients, and the inequality (1.8) is derived from physical
constraints. In fact, in order to study the expansion of the vacuum boundary by using the energy method
and the Bresch-Desjardins equality

H2(p) = p(p) — pi(p). (1.9)
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Guo and Xin [13] moreover assumed that

mp) =p’, pa(p) = (y — Dp”. (1.10)

Therefore, the range of parameters of the viscosity coefficients in our assumptions (1.3)—(1.5)
generalize the one in Eqs (1.7)-(1.10), and it is important that the Bresch-Desjardins equality
condition (1.9) is not necessarily satisfied.

Due to its physical importance and computational complexity in physics and mathematics, the
vacuum free boundary problems have been widely studied in recent years, and important progress
about the local and global well-posedness theory of weak, strong, or classical solutions has been made
for both inviscid and viscous flows; interested readers may refer to [3,12, 14,25,26,41] and references
therein. Encountering the strong degeneracy on the vacuum free boundary of the density, the usual
method of hyperbolic equations cannot be applied directly. Therefore, it is still a challenging problem
to obtain the global existence of the system. The local well-posedness was only established recently
for compressible inviscid flows (cf. [4, 5, 18]) and for compressible viscous flows (cf. [6, 17]). We
mention that for the vacuum free boundary problem (1.1) in multidimensional space, most of the
global existence results are related to spherically symmetric solutions (cf. [11, 15,16, 22,24, 39]) or
affine ones (cf. [30, 33]).

On the other hand, as pointed out by Yuen [37], the construction of analytical or exact solutions
is important in mathematical physics and applied mathematics, due to that it can further classify their
nonlinear phenomena, and a lot of important progress has been made in recent years. To begin, for
inviscid and non-rotational flows (i.e., k; = k; = k3 = 0), the radially symmetric solutions and related
exact solutions for the Euler equations were established in [19,32] and references therein. For rotational
flows in 2D space, Zhang and Zheng [40] constructed analytical solutions for the Euler equations with
v = 2, which were generalized by Yuen [37] to the case y > 1. In 3D space, Yuen [36] also gives a
class of exact, rotational, infinite energy solutions to compressible or incompressible Euler and Navier-
Stokes equations, where the solutions are similar to the famous Arnold-Beltrami-Childress (ABC)
flow. On the other hand, the blowup phenomena of solutions have also attracted many researchers’
attention in recent years. Dong and Yuen [9] studied the blowup of radial solutions to the compressible
Euler equations (with or without damping) on some fixed bounded domains by introducing some new
averaged quantities. When considering the influence of self gravity, Makino [27] proved the blowup
(core collapsing) solutions to the 3D Euler-Poisson equations for y = 4/3. It was extended by Deng,
Xiang, and Yang in [8] to the case N > 3 and y = (2N —2)/N, then was generalized by Yuen [35] to the
case which allows viscosity or frictional damping. For more results on the Euler equations and related
equations, one may refer to [1,13,21,23,28,34,38] and references therein.

For the Navier-Stokes equation (1.1) in RY (N > 2) with both vacuum free boundary and stress free
conditions, Guo and Xin [13] constructed spherically symmetric analytical solutions when density-
dependent viscosity coefficients satisfy k; =y > 1, k, = 0, and k3 = y — 1 > 0; in particular, the large
time expanding behaviors at an algebraic rate of the free boundary are tracked. It is seen that the role
of rotation is unknown in [13], while the reference [37] explores the effect of rotation. Thus, in this
paper, based on the results in [13,37], we choose r = a () as the free boundary and construct a class
of self-similar analytical solutions for the Navier-Stokes equation (1.1) in 2D space with more general
viscosity coefficients satisfying (1.4) and (1.5), which allows the effect of rotation. Moreover, the large
time behavior of the free boundary is shown to be linear with respect to time. These rotational solutions
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will provide some new information on our understanding of ocean vortices and reference examples for
numerical methods.

2. Materials and methods

The existence of a class of self-similar analytical solutions to the isentropic compressible Navier-
Stokes equations with vacuum free boundary in polar coordinates is established. In particular,
these results can apply to the 2D Navier-Stokes equations with constant viscosity and the Euler
equations. The special exact solutions constructed in this paper could also be applied in simulations of
computing flows.

Considering that in polar coordinates, the original free boundary problem is simplified, and the
corresponding equations are spatially dependent only on the radial variable r (see (3.7)), this allows
the analytical solutions of the equations to be solved sequentially. First, a pair of solutions (o, u")
of Eq (3.7), can be obtained by using the known conclusion of self-similar solutions. Second, the
analytical expression of u? can be obtained by substituting (o, #") into Eq (3.7); of u?. Finally, by
subsuming (p, u”, u?) into Eq (3.7),, we can obtain a second order nonlinear ODE (with parameters
of rotational strength &, adiabatic exponent y, and viscosity coefficients; see (3.12)) that the free
boundary a(t) = r should satisfy. Next, the key is to study the existence and asymptotic behavior
of the solution of the second-order equation. The fixed point theorem and the standard continuation
argument can be used to prove the global existence of the solution, and the asymptotic behavior
depends on the intrinsic structure of the equation. Specifically, by constructing an appropriate function
h(t) (see (3.42)), the monotonically increasing property of a(f) can be obtained after a certain time
to; the large time asymptotic behavior of a(f) and a’(¢) can be proved by using contradiction and the
convexity of the function.

In the following sections, we will first give the equivalent formulation of the original free
boundary problem in polar coordinates and state the main theorems in Subsection 3.1, then prove
the Theorems 3.1 and 3.2 in Subsections 3.2 and 3.3, respectively. Finally, in supplementary, we give
an explicit expression for the viscous terms div'¥ in polar coordinates.

3. Results

3.1. Formulation in polar coordinates and main results
The circular fluid region Q (f) € R? surrounded by vacuum in polar coordinates can be described as

Q@) :={(r,H) eR* x[0,00)|0 < r < a(t),t >0}, 3.1)

where r = /x% + x%, the center of the region (0,0) is fixed, and the free boundary r = a(t) satisfies

dita(t)) =u" (a(t),t) with a(0) = ay > 0, (3.2)

where the positive and bounded constant a, represents the initial location of the free boundary a(z).
The velocity field has the form in Eulerian coordinates:
xyu = xu® xou” + xuf

u=(u,u)= p , . , (3.3)

AIMS Mathematics Volume 9, Issue 5, 12412—-12432.



12416

or, equivalently, in polar coordinates:

u(r,t) = u'(r,H)e, + u’(r, Hey, (3.4)

(x1 xz) ( )C2 X1)

where e, = and e, = are the two orthogonal unit vectors along the radial and the angular
directions, respectlvely. Hence the dissipative term div¥ in Eq (1.1), in the polar coordinate system
has the following form:

div¥ = div (4, (p) Vu) + div (2 (p) Vu' ) + V (43 (p) divu)
u

(Al(p)+ﬂz(p)+ﬂ3(p))(u + ) +(ﬂl(p)+ﬁz(p)+/ls(p))ru§+(ﬂ3(p))ru— e

u?
+ |4 (p)( + 7) + (A1 (p) + 2 (p)), ui’] €. (3.5)

(In fact, a detailed derivation of Eq (3.5) is shown in the supplementary.) Thus, Eqs (1.1)-(1.6) can be
rewritten in polar coordinates as follows:

rpt + (rpur)r = 07
ul 2 roou r u”
P [u’ +uru — 8 ] Dy — [(/11 + A+ A3) (u, + 7)r + (A + o+ ), 1l + (13), 7] =0, (3.6)

’.

Jo, [uf’ + u’u‘f + ] [/11 (u'f + 4)r + (4 + 1), uf] =0,
or equivalently as

rp; + (rpu”), = 0,
plu; +uwur = L] + Kypr'p,

= [k ke ko (i + ) + G+ ke + k) v o ke o ] =0, O
plul +wul + 22| = [kip? (ufl + ) + Ut + k) yo' ' pil | = 0,
with the initial conditions
(0., u®) (1, )| _y = (po, 165, 13) (1), on (0, ap), (3.8)

and the Dirichlet boundary condition on the center of the region and the vacuum boundary condition
on the free boundary:

(", u®) (r, t)'rzo =(0,0), p(a(n),1) = 0. (3.9)

In the following, we will use C to denote the universal positive constants, which only depend on y,
k; (i = 1,2,3), and the initial data such as ay, a,, and H, appearing in Theorem 3.1, but are independent
of ¢, and they may change from one line to another. The labels “x < y” and “x ~ y” represent “x < Cy”
and Cy < x < Cyy, respectively. The main results read:

Theorem 3.1. The problem (3.7)—(3.9) has a global solution of the form

[k(y 1) (1 _ az(l))]vll

a* (1) '

p(r’ l’) = (310)
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- k[ a2 (s)ds
a (1) o~ ki+ka)yk Jya ()
u' (r,1) = r, u’ (r,1)

a () =¢ a? (1)

r, (3.11)

where constants y > 1, k>0, and & € R are two arbitrary constants, k\—k; satisfies the condition (1.5),
and the free boundary a (t) € C*([0, +00)) satisfies the following Emden equation:

) o~ 2kirkayk [ a™ (s)ds _ —a (D)

a’ (1)=& 70 - K)’k—azy_1 @ + (ki + ky + 2k3)7kazy 1)

0, (3.12)

with initial values
ap=a(0)>0, a =a (0) eR. (3.13)

Remark 3.1. In Theorem 3.2 below (see (3.15)), we can see that a(t) is strictly positive, so the
expressions (3.10)—(3.12) are well-defined, although the function a(t) appears as the denominator
therein. The two constants ay and a, in (3.13) represent the initial location and slope of a(t). If
one sets r = 0 in (3.10) with a fixed adiabatic index vy, then k can characterize the magnitude of the
fluid center density, and & in (3.11) can describe the magnitude of the rotation intensity.

Remark 3.2. In 3D space, Yuen [36] also gives a class of exact, rotational, infinite energy solutions to
Euler equations for y > 1 in the following form:
=
o= max{y;l C? [x% +25 4 x5 — (X0 + Xx3 + X1X3)] 0}7_
1 =c1 (1 + 32 + x3) + 3cocit + 33 + ¢ | ’
u' =co+cit+C(x—x3), (3.14)
W =co+cit+C(=x; + x3),

w=co+cit+C(x;—xy),

with C, ¢y, c1, and c, arbitrary constants. Comparing (3.14), (3.10), and (3.11), it is interesting to
see that the density and velocity functions in (3.14) both grow to infinity as time approaches infinity if
c1 > 0, while the ones in (3.10) and (3.11) both decay to zero. The difference may be caused by the fact
that Yuen considers the analytical solution of the whole-space problem, while we consider a bounded
region with vacuum free boundary.

Theorem 3.2. For the Emden equation (3.12) with the parameters constraint (1.5), it has a unique and
positive solution a(t) such that

O<a<a(®)<CA+1), fort>0, (3.15)
where
K)/Fi{’ 1/[2(7_1)] |§|e—(k1+k2)yz.fol a2 (s)ds
a=max{|——— , )
- (2(7 - 1)Ho] (2Ho)'/?
Hy = % (a% + fzaaz + %aaz("_l)), and C = max {ao, (2H0)1/2}. Furthermore, the large time behaviors

of a(t) and a’ (t) can be described as follows:
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lima(t)/t = limad (t) = Cy >0, (3.16)
—+00 t—+00
a(t) ~ Cot + ag for a suitably large t > 0, (3.17)

with constant

CO = da 27 1 aO a3 (l‘) + a27—1 (l‘) drt.

(ki + ko + 2ks) K 15, f roo (@2 2htknk fa (s gk
0
Remark 3.3. The constant Cy appears in (3.16) as well-defined by (3.56) and (3.57). Similar to the
derivation of Eq (3.12), if two or three of the three viscosity coefficients are constants, the following
two special Emden equations can be obtained:
Case (1): A, (p) = ky, 12 (p) = ky, and A5 (0) = k3p?, then a(t) satisfies that

z & ~ 1 —a' ()
@0 = o~ KRy vk =0 (3.18)
Case (2): A;(p) = k; (i = 1,2,3), then a(t) satisfies that
,, £ — 1
a’ (1) - 20 K)’ka%_l - (3.19)

By comparing Eqs (3.12), (3.18), and (3.19), it can be seen that viscosity does affect the structure of
the Emden equation. Moreover, Theorems 3.1 and 3.2 also apply to Egs (3.18) and (3.19), except that
u? (r,1) in Eq (3.11) will be replaced by u? (r,t) = af( ik We also remark that the initial-value problem

of Navier-Stokes equations was studied in [10] (k; > 0, k, = 0, k3 > 0), where the Cartesian solutions
of the system without symmetry in RN (N > 1) are given there.

Remark 3.4. Ifone setsk; =y > 1, k; =0, and ks =y — 1 > 0, then (3.12) reduces to

—272751" a2 (s)ds ’
e 0 ~ —~a' (1)
— Kvk——— + 3y = 2)vk =0,
@ (1) e T O DY

a’ () -¢& (3.20)
which can be seen as a generalization of Eq (40) studied in [13] for a spherically symmetric case with
¢ = 0. Note that the Bresch-Desjardins equality (1.9) in energy estimate is important for the spherically
symmetric case. Here, the global analytical solution can still be obtained in Theorem 3.1 by directly
studying Eq (3.12) of a(t), even though the Bresch-Desjardins equality does not hold true.

Remark 3.5. Note that for the special solution in (3.10), the viscosity term (u, + “—:)r = +4),=0

(see (3.7),3), thus (3.10) and u” (r,1) = %r, u (r,t) = azi(t)r also gives a special solution to the Euler
equations, where a (t) satisfies (3.19). In fact, all these solutions belong to the affine solution, and the
simplest affine solution (spherically symmetric) or the general affine one for isentropic/non-isentropic
Euler equations have been established in [30, 31, 33]. The innovation here is that we obtain a class
of affine solutions for viscous fluids (Navier-Stokes equations with variable viscosity coefficients) with

the same property of linear growth of the vacuum boundary.
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Remark 3.6. We also mention that the solution constructed in (3.10) and (3.11) satisfies the physical
vacuum boundary conditions (see [20,29,38]). Indeed, it follows from (3.28), (3.29), (3.23), and (3.12)
that

7 -2 ’
D 120 = (k) + ke + 2k5) y e (t)]

—1 _ _
Kyp" p, =8, (p(p)) = pr[a(t) p———

~2(ki +hka)yk [ a2 (s)ds y—2
pPr 7 Ze 0 p Pr 4
=—— 1) — —(ky + kr + 2k t
) a’ () —-¢& 20 (ki + k> 3)Y ——a ()}
pr ~ 1 K)/Zp

TP US Aoy Sl et

which gives that .
Ky Kyk
— r.
y-1 a® (1)
Integrating the equation above with respect to the space variable r over (r,a(t)) (with 0 < r < a(t))
and using the vacuum boundary condition (3.9) yields that

(0""), = Kyp"7pr = -

Kyk(y = 1) (a(?) + 1)
2a% (1)

P (p)=Kyp' ™' = (at)-r). (3.21)

This, together with (3.15), implies that the sound speed ¢ = +/p’ (p) is C'/*-Hélder continuous (with
respect to r) across the vacuum boundary, which is called the physical vacuum boundary condition.

3.2. Proof of Theorem 3.1

Now, we show the proof in polar coordinates by some direct calculations, i.e., we will show that,
Eq (3.7) has a class of solutions in the following form:

1

f(s) [@(1 - ;2))]’]

p(r,t) = 20 Z0 , (3.22)
, _am ., _ ~ o~ (ki+ka)yk J§ a (s)ds
u (r,t) = “0 ru (rn)=b@r, b)) =¢ 20 , (3.23)

with constants k > 0, & € R, the radius r € [0,a ()], f (s) is an arbitrary C' function of self-similar
variable s = % and positive a(t) € C? satisfies the Emden equation (3.12).
To begin, one can substitute p and u" in (3.22) and (3.23) into Eq (3.7), to obtain

rp+ (rpu’), = r @) +(r2f(L) a'(t))

a2 (1) a(n)) a0
F () awy FGE), ] @ AT EAR
=r » az ([) (—I"a2 (t)) - 2 a3 (l) a (t) + a3 (t) [zrf(m) +r f (m) m]
- 0.
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Next, inserting p, u”, and u? in (3.22) and (3.23) into the left-hand side of Eq (3.7);, one has

w'u®
U, +I/tl/t¢
7

u?
— | kip? ( +—) + (ky + ko) yp" " prut ]

P

PPN A0 a (1) o

=p|b"(Or+ ()rb () + ()rb | — ki + k) yp" prb (1)

B by a @) p’ *p,

=prb (r)[ 0 e +ka)y (3.24)

In view of (3.22), the third term on the righthand side of the equation above can be rewritten as

P70, (@Y7L 1 1206 (3.25)
r r\a? (1) aWal) r a1l '
In order to seek a solution u? satisfying that (3.24) = 0, similar to that in [7, 13], we set
F72(8) f(s) = —ks, k>0, (3.26)
integrating it over (s, 1) and using the boundary condition that f (1) = 0 (due to (3.9)) to get
— 1 u
k(y=1) Al k=1 A\
= 1- =|—-|1- .
) [ 7 S)l 2 2 (1)
Hence, (3.25) can be rewritten as follows:
02, k
=- . 3.27
r a® (1) (3.27)

Thus, inserting (3.27) and b (¢) in (3.23) into (3.24), one gets

b a0 ko]
()[b(t) ) +(k1+k2)7aT(t)} =0,

which implies that (3.7); holds. Finally, we substitute (3.22) and (3.23) into Eq (3.7), to deduce that

a’ (1) a@ a@ ., .
—2 (O |+ Ky 'p,
[(a(t)r) Ta aw Wr|+Kye'p
l t ’
|+ ke 4 k) 7071, S ki, (”} -0, (3.28)
a(t) a(t)
which is equivalent to the following:
’” y—2 y—2 ’
D 2y + KPPk + kg + 2k 2D (3.29)
a(t) r roa(t)

Obviously, Eq (3.29) is exactly the Emden equation (3.12) by taking (3.27) into account. So, (3.22)
and (3.23) are solutions to system (3.7)—(3.9). The proof of Theorem 3.1 is complete.
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3.3. Proof of Theorem 3.2
Note that Eq (3.12) belongs to the following type of ODEs:

NI e
a0 CantCan

with g () € (0, 1], g’ (#) < 0, and two constants C; > 0, C, > 0. Indeed, the corresponding items g (¢),
Cy, and C, to Eq (3.12) are as follows:

al/ (t) _ é‘:

(3.30)

g (1) = e 2k a7 Wds ¢ (1] C, = Kyk, Cy = (ki + ko + 2k3) Yk (3.31)

3.3.1. Existence of solutions to (3.30)

In this subsection, we will prove the global existence of solutions to Eq (3.30) by establishing the
local existence and global a priori estimates using the standard continuity argument. To this end, one
can rewrite (3.30) as follows:

&g (1) Ci
a@)  a @)’

a’ )+ Ca™? () d (1) =

then o)
, G 5 &gt C
HN—5s—Fa 7)) = , 3.32
(“ =5 ! )), FIORE RN -32)
which gives that
' (f) = G 1oy G 1, ft ¥40) Ci
a (t) =a 2y - 1a + 2y - 1a (r) + N\ a0 + 2100 dt. (3.33)

Notice the equivalence of (3.30) and (3.33). We have the following local existence lemma by using the
contraction mapping principle as in [7, 13]; thus, we omit the details here.

Lemma 3.1. (Local existence) For Eq (3.30) with y > 1 and k > 0, there exists a small T such
that (3.30) has a positive solution a(t), which is unique in C*([0, T1) and satisfies 0 < ay/2 < a(t) < 2ay.

Lemma 3.2. (Global existence) The Emden equation (3.30) has a positive solution a(t), which is unique
in C*([0, +o0)) and satisfies (3.15):

O<a<a(@)<C(+1), fort>0,

where C = max {ao, (2H0)1/2}, a = max {(m)l/[ﬂy—lﬂ , Ié'}‘;(:;(fz) } C, and g (t) are given by (3.30),
and Hy is defined by (3.37).

Proof. Assume a(t) € C'([0, T]) is a solution to (3.30). We first prove the a priori estimate
O<a<a(t)<C( +1), forallz € [0,T]. (3.34)

Multiplying (3.30) by a’ (¢) yields

(@ (1)

PG

a’(d () -EgWa”Ma 1)~ Cia ™ d (1) +Cy
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then it follows that

£ (=g (1) o, ) _ 0

% (@ () +Eg(a @)+ C‘la“y (r)] +

fy_

Now, we define H (t) as follows:

H() =

((a/ ([))2 + é;Zg (t) + Cl 1 )

1
2 a@) y-1a272(@)
which, together with (3.35), for all ¢ € [0, T'], gives that
t (2 (o t ' (¢ 2
H(r)+f(§—( 8 ())+C (a’ (1)) )dt:Ho,
0

0 a2 (1)

where H = 1 [a? +&ay? + %agz(y_l)]. Obviously, (3.36) and (3.37) imply that

/oy=-1)
(d’ (1)) < 2H,, max {(L) ¢ g(t)} <a’(f).

2(y-1DH, " 2H,
Due to ay > 0 and the continuity property, one derives from (3.38) that
a(t) > 0, forall r € [0, T].

Thus, (3.38) and (3.39) yield that

2(y-DH, " (2Hy)'?

1/[2(-D] 12
—(2H)"* < d' (t) < (2Hp)'?, max {(L) M} <a().

It follows that
a(f) <ap+ QH)'"*t<C(1+1), forall ¢ €[0,T],

2 @@ @)

(3.35)

(3.36)

(3.37)

(3.38)

(3.39)

(3.40)

(3.41)

where C = max {ao, (2Hy)" 2}. Thus, (3.34) follows from (3.40) and (3.41). Therefore, combining the
local existence, the a priori estimates in (3.34), and the standard continuity argument, we know that
Eq (3.30) has a globally defined positive solution a(?) satisfying (3.15). Thus, the proof of Lemma 3.2

is complete.

3.3.2. Monotonically increasing property of a(¢) after time 7,

Let us define

h) =d (1) — —2—_a'=2 — Y
) =d (1) 2y—1a @), h(0) =a 27_1610
It follows from (3.32) and (3.15) that
2
t
(hay, = 20, G,

a (@) a1 @)

and

! 2
h(t):h(0)+f(§g(t)+ G )erh(O).
0

a () a1 @)

(3.42)

(3.43)

(3.44)
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According to the sign of initial value £ (0), there are roughly two kinds of profiles of a(?).
If 4 (0) < 0, due to the monotonicity and continuity property of 4 (¢), (3.43) implies that A(¢) will
increase in a time interval until some finite time ¢, > 0 (If 7y = +o0, (3.42) implies that

h(t) < 0fort >0, (3.45)

then it holds that

G 1-2 2 ’ 27C2
4 H< ——— Y 1, Y t <
d ()< a0 (a® @) 2y 1
and, hence,
1 1
2yC, 2\ 2yC, 2w\ i
a(t)s(zy_lt+aoy) S(Zy—l +a)| (1+0» fort>0. (3.46)

Insert (3.46) into (3.44) to get, for a suitably large ¢* > 0, that

t 2
h(t)zh(0)+f(§g(t)+ ¢ )dt
0

a@t)y a1 @)

1-2y
2yC el
> h(0) + [ 2% + a2 f—]dt
2y-1 0

2y-1
1+

> 0 fort >t

which contradicts with (3.45). So, fy < +o0 holds.) such that /(#;) = 0, and #, can be determined by

C,
2y — 1

h(ty) = d’ (to) — a'™ (1) = 0. (3.47)

Thus, after time t,, (3.44) implies that /(t) > h(ty), namely,

C
dt) > —2—a" () > 0, for t > t,, (3.48)
2y — 1

where ¢, is determined by (3.47).
If 1 (0) > 0, it follows from (3.44) and (3.42) that

C
d(t)> —2—a"2 () >0, fort >0, (3.49)
2y -1

so a(t) increases for all time. Thus, it follows from (3.48) and (3.49) that

a’ (t) > 0 and a(?) > a is increasing in (ty, +00). (3.50)

3.3.3. Asymptotic behaviors of a(f) and a’(¢)
To begin, we derive from (3.50) and the monotone bounded principle that the limit lim a () exists
t—+00

and belongs to [c_z, +oo]. Moreover, we can claim that

lim a (t) = +oo. 3.51)

t—+o00
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Otherwise, suppose that there holds

tlim a(t) =7 € (a,+o0) and a(r) < 2F fort > 1", (3.52)

for a suitably large ¢* > 0, then it follows from (3.33) and (3.52) that

C B C 20 (f c
a’([):al_ 2 Cll 2)/+—21a1—27(t)+f(§ g()+ 1 )dt
0

2y -1 2y — a@)  a @)
CZ 1-2y C2 —\1-2 1
>a - +—— 2+ ——(-1
=4 2y — 1% 2y -1 @) 2r)>! ( )

> (2H,)'? for a suitably large 1 > 0,

which contradicts (3.40). So, the supposition (3.52) fails, and (3.51) is true.
Due to (3.51) and (3.40), the following fact holds:

a@
oo q(f) 0

b

and (3.30) gives that, for a suitably large #; > 0,
B @@ e (1)

_ &80 G (1 Cza'(t))

S d@ @O\ Cal

S ¥40) 1 C

T ad() 2a¥1(p)
which implies that a(¢) is convex in (¢, +o0). Thus, (3.40), (3.50), (3.53), and the monotone bounded
principle yield that

> 0, fort > 1, (3.53)

lima’ (t) = Cy, 0 < Cy < (2H)'?, (3.54)

t—+00

and it follows that, for a suitably large * > 0,
a(t) ~ Cot + ag fort > t*, (3.55)

for some positive constant Cy to be determined later. By (3.55) and (3.31), we know the following

integrability:
' é:Zg (?) (O] oo 62 C,
fo ( a’ (1) T (l))dt : fo (a3 (t) T (t))dt < +oo. (3.56)

Now, letting t — +o00 in (3.33) and noting (3.56), one gets that

, G G ft £ (1) Ci
1 =a;— ——a 7t dt
LU v L R e LA VR R D yrai i vy

G 1y f+°° £g(1) C
-— dt .= C,, 3.57
- a . a0 A s t @ t o (3.57)

as t — +oo. Thus, (3.16) and (3.17) follow from (3.55), (3.57), (3.31), and the the L"Hospital rule, and
we finish the proof of Theorem 3.2.
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4. Conclusions and discussion

In this paper, we established a class of self-similar analytical solutions to the vacuum free boundary
problem for 2D isentropic Navier-Stokes equations with degenerate viscosity and studied their linear
growth asymptotic behaviors for a large time. Here are a few ideas that we think are worth investigating.
First, the expression (3.11) in polar coordinates is equivalent to, in Eulerian coordinates,

a (1) ok +ha)yk [y a2 (s)ds
up (X1, Xx2) = X1 — X2, 41
( ) ) 20 4.1)
- k [ a ¥ (s)ds
a (1) o~ kik)vk b a
U (x1,x7) = Xy + Xq. 4.2
2 (X1, %2) a0 & 20 I (4.2)

Hence, (u;,u,) in Egs (4.1) and (4.2) belongs to the class of affine solutions (or vector solutions).
Therefore, it is reasonable to guess that the results obtained in this paper can be generalized to the
case of affine solutions without symmetry, which probably requires the use of matrix theory, curve
integration, and other related theories, as has been done in [10,33]. Second, we have selected special
viscosity coeflicients that satisfy (1.4) and (1.5):

i) =kp”, i=1,23,
kl + k2 > (0 and kl + k2 + 2](3 > 0. (43)

Thus, the question is whether it is possible to extend the range of parameters in Eq (4.3), or to
investigate a more general form of the viscosity coefficient as follows:

A1 (p) = kp”, i=1,2,3, (4.4)

with some constants 6; > 0 and k; (i = 1,2,3). Finally, we point out that the ideas and methods
used in this paper can also be used to study the analytic solution and its large time behavior of the
three-dimensional free boundary problem. In particular, it could be of great interest to consider the
three-dimensional formulation of the problem of a spherically symmetric expansion of a compressible
medium in a vacuum, and these issues will motivate our future work.
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Supplementary

Expression for the viscous terms in polar coordinates

Noting the definition of viscous stress tensor W given by (1.3), its divergence can be calculated
as follows:

div¥ = div (4, (p) Vu) + div (2 (p) Vu' ) + V (A3 (p) divu) (1)
= {21 () (V- V)u+ 4, (o) au} + {4 (0) (Vp - V) u + A5 (p) div (Vu" )]
+ {43 (p) V (div u) + (divu) A (p) Vp} . 2)

Now, we calculate the terms in Eq (2) in the following three cases in the polar coordinate system.
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(1) Vp and divu
For a scalar functions f (r,1) = f (x, x2,1) with r = |/x? + x3, the chain rule gives us that

0 0 or  x;
R = — ¢ —_— = — | = 1 2
axif (r’ t) arf (r’ t) axi r ﬁ7 4 9~y

then
(x1, Xz)

X X
V) = s fo) = (S5 221 = 02 = e,
Let the function f in (4) be the density or pressure of the fluid. One will have
Vo =pe., Vp=p.e,

For the vector function velocity field u (see (3.3)), we can deduce that

. xu" - xu’ xou + xju’
divu = +
r . r xz
u” u u? u u u?
=—+X1|— —X|— + —+ X — + x| —
r ), r), T r) r.,
u" u u
=2—+r|l—| =u +—
r r, r

(2) 2u = div(Vu) and div(Vu’)
If we set

Va = V(i 1 ) (xlu’ —xu’ xu + xlu"’)

2
r r

(
(x u —x2u¢
-

then it follows that

Au' = divV (u')
()22 ) )25
r r r ’ r r r r r ! x
)2 () 2 (5] L)
r r, r\r),). r\r\r),/).
3(2) =0 30222 5
r r , r r\r ol r r , r r , r \r r oy

|

E
—_—

|:

+

[\9]

E
—_—

|'§
)

3)

“)

&)

(6)

(7

AIMS Mathematics Volume 9, Issue 5, 12412—-12432.



12430

(5] 5) G ) G
: E[Z(“;)r RG]

and, similarly,

(30 26,26,
(o) (] i) )
o))

So, by noting the definitions of e, and e, in (3.4), we have

e 5) oo )
u,+—\| |e +|[lu + —| |ep
r, r/,

Similarly, we derive from (7) that

|div vu'] ( x—j(u;) - 2= (u_j)) * (g (u7) * M_j " X_r% (u_j))
-2 -
)|

X1
+_
r

= (Aul, Auz) =

and, thus,
divVu’(r.7) = ([div va']',[div VuT]Z) _

r u'
(u, + _) ]e,.
"/

®)

€))
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3) (Vp-V)u
By direct calculations, one has

ro__ ¢ r+ ¢
(T V)= (0,0, + o) [0, N

r

xju' —xpu? X1 u’—xzu"’) T

pxl ( r ¢)x1 +px2 ( r ; X2 )
xou' +x1u xou +x1u
pxl ( r )xl + pr ( r )x2
+

I
®

¢ ¢
it +r(”—) ]e¢. (10)
r r r

Substituting expressions (5)—(10) into (1) and (2) produces

div (4, (p) Vi) = 2, (0) (Vp - VYu+ A1 (p) A u

umm%%+{7»+m@%¢+%ﬂm

¢ [ ¢
(41 (), (u7 + ”(u?) ) + 41 (p) (”(f + u?) ]e¢
¢

+

r

A (0) (u; + ”7) + (4 (o)), u:] e, +

div (42 (p) Vu") = 2% (p) (Vp - V) u + 5 (p) div (V")
zgé(p)( +:O M[£+rl’(_5) ]r% ]+,12(p)(u:+u7r) e,
= (A (P))r( E_MT[M ]

r r ¢ ¢
_ [(/lz (p)),(”7 + r(7) ) + 4 (0) (ui + u;) “ (P))r(uT ¥ ’(MT) )} *

= [/12 ©) (M: + u7) + (A2 (0), u,| e + [(/12 0)), uf] €y, (12)

e +
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and
V (A3 (p) divu) =23 (p) V (divu) + (divu) 25 (p) Vp

:/13(p)V(u;+u—)+(u;+u— A5 (p) Vp
r r

r

:[/13(p)(u:+u7) + A5 (p) p, uj+ur)

e,
r
= [/13 (p) (uﬁ + MTV) + (A3 (), |u,. + u7r) e, (13)

Finally, inserting (11)—(13) into (1) gives (3.5) directly.
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