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Abstract: Smart agricultural techniques employ current information and communication technologies, 

leveraging artificial intelligence (AI) for effectually managing the crop. Recognizing rice seedlings, 

which is crucial for harvest estimation, traditionally depends on human supervision but can be 

expedited and enhanced via computer vision (CV). Unmanned aerial vehicles (UAVs) equipped with 

high-resolution cameras bestow a swift and precise option for crop condition surveillance, specifically 

in cloudy states, giving valuable insights into crop management and breeding programs. Therefore, we 

improved an enhanced tunicate swarm algorithm with deep learning-based rice seedling classification 

(ETSADL-RSC). The presented ETSADL-RSC technique examined the UAV images to classify them 

into two classes: Rice seedlings and arable land. Initially, the quality of the pictures could be enhanced 
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by a contrast limited adaptive histogram equalization (CLAHE) approach. Next, the ETSADL-RSC 

technique used the neural architectural search network (NASNet) method for the feature extraction 

process and its hyperparameters could be tuned by the ETSA model. For rice seedling classification, 

the ETSADL-RSC technique used a sparse autoencoder (SAE) model. The experimental outcome 

study of the ETSADL-RSC system was verified for the UAV Rice Seedling Classification dataset. 

Wide simulation analysis of the ETSADL-RSC model stated the greater accuracy performance of 

97.79% over other DL classifiers. 

Keywords: smart agriculture; crop monitoring; rice seedling; computer vision; image classification; 

deep learning 

Mathematics Subject Classification: 11Y40 

 

1. Introduction 

Nowadays, advanced remote sensing (RS) has turned out to be a renowned technique for 

acquiring high-throughput and large-scale crop data in plant phenotypes, as it can capture multi-

temporal RS images (RSI) of crop growth on demand [1]. Generally, the three widely used RS 

platforms are UAV-related, satellite, and ground platforms [2]. Of these, the UAV-related platform is 

utilized for making frequent flight experimentations when and where required, which allows for 

monitoring high-resolution spatial paradigms for capturing a considerable amount of multitemporal 

highest-definition images for monitoring crop [3]. Additionally, their high flexibility and affordable 

rate make UAV-related stages prevalent in the research field, and several new applications for UAV 

image analysis were devised. Such new applications include vegetation monitoring, mapping of 

archaeological places, oil and gas pipeline observation, urban site analysis, object detection, and 

disaster management [4]. With the growth of computational power and vast amount of drone images, 

deep learning (DL) methods were revived and made several outcomes in agricultural applications [5].  

Rice is the chief grain crop consumed all over the world, as nearly half of the people in the world 

consume rice as a main food, and more than 85% is consumed in Asia [6]. To accurately predict the 

quality of rice and grain yield, exploring increasing amounts of rice seedlings is a main factor for 

uniform maturity and cultivation density of accurate agriculture. Timely and precise data regarding 

crop status becomes a significant element for enhancing crop production, which is made through 

potential RS technologies [7]. Additionally, powerful techniques are vital for using RS data effectively. 

Previously, substantial research attention was given to CV to enrich crop production. Integrating DL 

and UAV methods must offer instantaneous data regarding disease/pest attacks, crop status, and soil 

type, which was not possible at the time of the past millennia [8]. Automatic and precise crop 

classification utilizing UAV-related DL and RSI approaches indicates a vital task for several smart 

farming applications, which includes water stress monitoring, crop yield estimation, liquid fertilizers, 

and precise pesticide spraying, crop surveying, or monitoring [9]. Such tasks resulted in cost reduction 

minimizing time, and crop production increase offering precious data that must help the agriculturalists 

to make prompt decisions. In the study, some survey studies inspected the applications of either UAV 

or different DL techniques in various sectors including agriculture [10]. 
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We present an enhanced tunicate swarm algorithm with a deep learning-based rice seedling 

classification (ETSADL-RSC) technique. The presented ETSADL-RSC technique examines the UAV 

images to classify them into two classes: Rice seedlings and arable land. Initially, the quality of the 

images can be upgraded by contrast limited adaptive histogram equalization (CLAHE) approach. Next, 

the ETSADL-RSC approach uses the neural architectural search network (NASNet) method for the 

feature extraction process and its hyperparameters can be tuned by the ETSA model. For the 

classification of rice seedlings, the ETSADL-RSC approach uses a sparse autoencoder (SAE) model. 

The experimental result study of the ETSADL-RSC approach is verified on the UAV Rice Seedling 

Classification dataset. 

The rest of the paper is organized as follows. Section 2 provides the related works and Section 3 

offers the proposed model. Then, Section 4 gives the result analysis, and Section 5 concludes the paper. 

2. Related works 

This section offers an insightful exploration of existing research and advancements in the realm 

of rice seedling classification using DL techniques. Tseng et al. [11] intend to find rice seedlings in the 

paddy field using transfer learning (TL) from 2 ML methods namely EfficientDet-D0 and Faster R-

CNN. In [12], the author gathered thermal infrared and visible images with a UAV or drone. The author 

establishes a complete rice lodging detection method utilizing SVM and particle swarm optimization 

(PSO) methods. In [13], RGB color images are taken, and ground truth (GT) pictures are gained by 

physically labeling pixels in RGB images has 3 separate categories. The class weight coefficient is 

computed. RGB and GT images are utilized. In [14], the RSI of parental paddy fields is acquired 

through a multispectral camera in a drone. Six types of noticeable light vegetation indices and 4 types 

of multispectral vegetation indices are implemented. Desai et al. [15] presented an easy pipeline for 

identifying areas that cover flowering panicles. The technique depends on image classification utilizing 

a convolutional neural network (CNN). The author assessed this technique on a five-time series image 

series of 3 dissimilar crop variations. 

Wu et al. [16] introduced a potential approach that utilizes CV to precisely count rice seedlings 

in digital images. Initially, a drone prepared with RGB cameras is utilized for obtaining field images 

at the seedling level. In [17], three kinds of ensemble methods including soft voting, model stacking, 

and hard voting are devised. Such ensemble methods integrated textures extracted from UAV-RGB 

images, RGB-VIs, color space, and 5 ML models as base methods. Latif et al. [18] devised a DCNN 

TL-oriented technique for the precise classification and detection of rice leaf disease. The presented 

methodology involves a modified VGG19-related TL approach. In [19], the InceptionResNetV2 CNN 

methodology by implementing a TL approach is introduced for the identification of diseases in rice 

leaf images. Reddy et al. [20] implemented an artificial neural network (ANN) technique, related to 

present kinetic and isotherm equations. Furthermore, a dedicated user interface was formulated for 

anticipating barium and strontium elimination depending on the parameters of the sorption process. 

Michelini et al. [21] developed a discriminant formula, by utilizing growth and physiological 

parameters. Another study accentuates a robust association between LT tolerance scores during 

seedling phases and plant yield at ripening, primarily influenced by panicle weight and the panicle 

number per plant. In [22], a remedy is introduced by harnessing DL and TL models. Din et al. [23] 



10188 

AIMS Mathematics  Volume 9, Issue 4, 10185–10207. 

presented the “RiceNet” CV model based on the Deep CNN (DCNN) framework. The DL pre-trained 

methods, particularly InceptionV3 and InceptionResNetV2 approaches are used. The Adam optimizer 

is used to fine-tune and reduce back-propagation errors. In [24], an information technology system is 

presented. Feature selection comprised statistical evaluation of features, and classification utilized six 

morphological factors with five diverse AI models. Kulkarni, and Shastri [25] presented a novel CNN 

methodology to classify the widely seen rice leaf diseases. Studies leverage ML and DL models like 

TL for rice seedling and disease detection, employing several data sources like thermal infrared, visible, 

and RGB images from drones, along with ensemble techniques and artificial neural networks for 

precise classification in rice-related applications. 

Despite the major development complete in the realm of Rice Seedling Classification utilizing 

DL, a noticeable research gap lies in the inadequate search of hyperparameter tuning techniques. The 

details of DNN request careful standardization of hyperparameters to improve model generalization 

and solution. Present works frequently lack complete surveys into the optimum configurations of 

hyperparameters exact to rice seedling classification tasks. As hyperparameter tuning plays an essential 

part in perfecting model behavior, addressing this gap becomes vital to solve the full possibility of DL 

methods in precisely discriminating rice seedling changes. A meticulous examination of 

hyperparameter tuning plans will not only donate to the modification of model accuracy but also foster 

a deeper understanding of the degrees inherent in the classification procedure, paving the method for 

more strong and dependable techniques in agricultural applications.  

3. The proposed model 

In this study, an automatic rice seedling identification model called the ETSADL-RSC system on 

UAV images is presented. The presented ETSADL-RSC method majorly aims at the recognition of 

images into two classes: Rice seedlings and arable land. In the developed ETSADL-RSC approach, 

several procedures have been involved such as contrast enhancement, NASNet feature extractor, 

ETSA-based hyperparameter tuning, and SAE classification. Figure 1 defines the working process of 

the ETSADL-RSC approach. 
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Figure 1. Working procedure of the ETSADL-RSC approach. 

3.1. Image pre-processing 

In the preliminary phase, the ETSADL-RSC technique enhances the contrast level of the image 

using the CLAHE technique. The CLAHE technique is formulated dependent upon dividing the images 

into non-overlapping areas of around equal size [26]. For accomplishing an optimum statistical 

examination, the count of regions is generally chosen that is equal to 64 by similarly distributing the 

image by 8 from every direction. This partition affects 3 dissimilar sets of regions. The class of corner 

regions (CR) includes 4 regions. The class of border region (BR) contains 24 regions. The class of 

inner region (IR) contains every remaining 36 regions. All the regions on the image border, apart from 

the CR, go to these classes. During the projected approach, a primary histogram of every region was 

estimated. Afterward, dependent on the anticipated limit to contrast expansion, the clip limit to clipping 

histogram was obtained. Then, all the histograms are redistributed thereby height could not exceed the 

clip limit. Finally, the cumulative distribution function (CDF) of the consequential contrast limited 

histogram was decided for grayscale mapping. During this approach, pixels can be mapped by linearly 

taking part in the outcome of the mapping of 4 neighboring regions. 

3.2. Feature extraction using NASNet model 

To derive a useful set of feature vectors, the NASNet model is used in this work. Google Brain 

constructs NASNet. They proposed a NASNet to find construction blocks on smaller data and later 

move the blocks to big data [27]. Also, a regularization technique named Scheduled Drop Path is 

presented that significantly raises the generalization of NASNet. Last, NASNet architecture achieves 



10190 

AIMS Mathematics  Volume 9, Issue 4, 10185–10207. 

cutting-edge outcomes having lower intricacy and small model size. In the study, the pre-trained 

NASNet method is used and calculated for different hyperparameters, namely batch size, activation 

function, optimizer, and so on, that helps to accomplish the maximum accuracy amongst the existing 

solution with the smallest computation cost. Figure 2 illustrates the structure of the NASNet approach.  

 

Figure 2. Structure of NASNet. 

As introduced by NASNet, the best block is examined by method over reinforcement learning.  

N represents the number of motif replications that is a free parameter and the convolutional (Conv) 

filter at the initial stage is utilized for scaling. This cell is called a reduction and normal cell. A 

reduction cell executes a process the same as max pooling and returns feature maps that are half the 

size of inputs in each dimension. A normal cell made Conv operations and returned similar size feature 

maps as input. The structure of reduction and normal cells is recognized by the controller unit 

employing a recurrent neural network (RNN). 

The controller is an RNN that forecasts the residual framework of reduction and normal cells 

given the first two hidden states (HS) as follows: 

• Initially, HS (hj) is selected from HSs created in the prior block or from present (hi), and prior (hi-

1) HSs.  

• Next, it involves selecting an alternative HS (hj+1) from the similar option as in the preceding step.  

• Then, it chooses a function to be employed on (hj) and (hj+1) HSs 

• Lastly, it involves choosing a technique to integrate (hj+1) and (hj). There is a specific operation 

that is employed by the controller model to find the Conv blocks. The operation allowed in 

controller RNN are.  

➢ Identity 1 x 1 Conv  

➢ 1 x 7 Conv followed by a 7 x 1 Conv filter.  

➢ 1 x 3 Conv followed by a 3 x 1 Conv filter.  

➢ 3 x 3 dilated Conv 

➢ 3 x 3 average pooling  

➢ Max pooling of 3 x 3, 5 x 5, and 7 x 7 filter sizes.  

➢ Depthwise separable Conv of 3 x 3, 5 x 5, 7 x 7 filter size 
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3.3. Hyperparameter tuning 

In this phase, the ETSA method has been exploited for automated hyperparameter tuning of the 

NASNet model. Tunicates are one of the optimistic bio-luminescent animals and produce a blue‐green 

light [28]. Tunicate is the only animal in the ocean that moves with the aid of fluid jets for propulsion 

and endures with the aid of group behavior and jet propulsion. The TSA principally pretends dual 

tunicate behaviors such as jet propulsion and swarm intelligence. Jet propulsion behavior mainly 

depends on the interaction between individuals to accomplish conflict avoidance among individual 

hunts as well as the advection gravity of deep‐sea currents. For jet propulsion behaviors, the tunicates 

should satisfy three major conditions. Next, the search agents move near the optimum search agent. 

Then, a safer distance from optimum searching agents is kept. SI deals with upgrading the position of 

the searching agent optimum solution, which determines the position of the companion via 

modifications in the neural perspective of water flow around tunicates and companion luminescence 

and cooperates to collect the position of targeted food sources for cluster foraging. The implementation 

of TSA can be demonstrated in the following: 

The tunicates need to ignore conflicts with other search agents utilizing the “A” vector for 

performing the jet propulsion behaviour to calculate the new location, 

𝐴 =
𝐺

𝑀
,           (3.1) 

𝐺 = 𝑐1 + 𝑐2 − 𝐹,         (3.2) 

𝐹 = 2 ⋅ 𝐶3.          (3.3) 

From the expression, 𝐺 shows the gravity, 𝑐1, 𝑐2, and 𝑐3 signify the randomly generated number 

within [0,1], 𝐹 is the velocity of the present, and 𝑀 is the social force amid search agents. It can be 

mathematically formulated below. 

M = ⌊𝑃𝑜𝑠min + 𝑐3(𝑃𝑜𝑠max − 𝑃𝑜𝑠min)⌋.      (3.4) 

In Eq (3.4), 𝑃𝑜𝑠 min and 𝑃𝑜𝑠 max correspondingly indicate initial and slave velocities of attraction. 

The searching agent moves to the optimal neighbor afterward avoiding the conflict between neighbors. 

𝑑𝑝𝑜𝑠𝑡 = |𝑃𝑏𝑒𝑠𝑡 − 𝑟𝑎𝑛𝑑 ⋅ 𝑥𝑡|        (3.5) 

In Eq (3.5), 𝑑𝑝𝑜𝑠𝑡 denotes the distance between a food source and search agents. 𝑃𝑏𝑒𝑠𝑡 is the 

position of the food source, viz., optimum position. 𝑥𝑡 indicates the present position of the search agent 

and rand represents the generated value at random within [0 and 1]. 

Then, the search agent moves to the optimal search agent. This behavior can be mathematically 

modeled in the following:  

𝑥𝑡 = {
𝑃𝑏𝑒𝑠𝑖

𝑡 + 𝐴. 𝑑𝑝𝑜𝑠𝑡 , 𝑟𝑎𝑛𝑑 ≥ 0.5,

𝑃𝑏𝑒𝑠𝑖
𝑡 − 𝐴. 𝑑𝑝𝑜𝑠𝑡 , 𝑟𝑎𝑛𝑑 ≤ 0.5.

       (3.6) 

In Eq (3.6), 𝑃𝑏𝑒𝑠𝑡
𝑡  indicates the location of the food source at t-th  iterations, viz., optimum 

location at t-th iterations. 



10192 

AIMS Mathematics  Volume 9, Issue 4, 10185–10207. 

The SI of the tunicate was to upgrade other searching agents through the optimum searching agent 

position and to constantly upgrade the position of other searching agents by the position of the first 

two optimum searching agents and it can be conveyed in the below-mentioned formula. 

𝑥𝑡+1 =
𝑥𝑡+𝑥𝑡−1

2+𝑐1
.          (3.7) 

In Eq (3.7), 𝑥𝑡−1 is the location of the nearby food source of the preceding generation of tunicate. 

𝑐1 shows a randomly generated integer ranging from zero to one. 

In TSA, the new position of tunicates is updated depending on social interactions between the 

tunicates and data related to the better tunicate location. This causes the highest increase in search 

space [29]. Besides, the divergence of search agents needs to be upheld. Thus, a modified version was 

presented by developing Lévy flight distribution (LFD) in the TSA. This enhances the diversification 

search capabilities of TSA and avoids the stagnation probabilities. LFD is developed while keeping 

the same computation burden and TSA architecture where all the tunicates in every iteration might 

take the same updating process or take the LFD. 

𝑇𝑛
∗(𝑚) = {

𝑇𝑛(𝑚) + 𝜎 ⊕ 𝐿𝑒𝑣𝑦(𝛽) 𝑖𝑓
𝐼

Max
𝐼𝑡 < 𝑟𝑎𝑛𝑑,

𝑆𝐹 + 𝐴. |𝑆𝐹 + 𝑟𝑎𝑛𝑑. 𝑇𝑛(𝑚)| 𝑖𝑓 𝐼/Max 𝐼𝑡 > 𝑟𝑎𝑛𝑑&𝑟𝑎𝑛𝑑 ≥ 0.5,

𝑆𝐹 − 𝐴. |𝑆𝐹 − 𝑟𝑎𝑛𝑑. 𝑇𝑛(𝑚)| 𝑖𝑓 𝐼/Max 𝐼𝑡 > 𝑟𝑎𝑛𝑑&𝑟𝑎𝑛𝑑 < 0.5.

   (3.8) 

Here, 𝐼 is the existing iteration; MaxIt signifies the maximal amount of iterations; 𝜎 specifies the 

step size; ⊕ shows entry-wise multiplication, and 𝛽 denotes LFD co-efficient. The second term in the 

first part characterizes randomized 𝐿𝐹𝑠 to arbitrarily generate the new position of tunicate based on 

random walk: 

𝜎 ⊕ 𝐿𝑒𝑣𝑦(𝛽) ≈ 𝑂. 𝑂𝑙
𝑢

|𝑣|
1
𝛽

(𝑇(𝑚) − 𝑆𝐹).       (3.9) 

In Eq (3.9), 𝑢 and 𝜈 are uniformly distributed random numbers. The steps can be given in the 

Algorithm 1. 

Algorithm 1: Steps involved in TSA 

Step 1: Initializing the tunicate population. 

Step 2: Specify 𝑉𝑇 min and 𝑉𝑇 max parameters (𝑉𝑇 min = 1; 𝑉𝑇 max = 4), and MaxIt. 

Step 3: Compute the fitness function (FF) based on every tunicate location. 

Step 4: Exclude tunicate location with better fitness as a food source. 

Step 5: Upgrade the position of the tunicate through (3.8). 

Step6: Remedy any violated control parameter by choosing the nearby limit 

Step 7: Calculate the FF based on every novel searching location and upgrade the 

tunicate location when it has fitness. 

Step 8: Rise the iteration stage by one and if it is not identical to MaxIt, reiterate Steps 

5–8. 

Step 9: Output the optimum solution. 
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The ETSA manners grow an FF to accomplish the highest outcomes of the classifier. It states an 

optimistic value for demonstrating a good efficiency of candidate results. In this research, the 

minimalizing of classifier rate of error is supposed as FF and expressed in Eq (3.10).  

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) =
𝑁𝑜.𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
× 100.    (3.10) 

3.4. Rice seedling classification 

For rice seedling classification, the ETSADL-RSC technique uses the SAE model. Autoencoder 

(AE) is an unsupervised 3-layer neural network, involving hidden, input, and output layers 

(reconstruction layer) [30]. The AE can increasingly convert feature vectors into an abstract feature 

vector that realizes the non-linear conversion from highest to lowest dimensional data space. The 

processing method of AE is classified into two phases: Encoder and decoder and they are described in 

the following: 

The encoder process from the input to the hidden layers (HL): 

𝐻 = 𝑔𝜃1
(𝑋) = 𝜎(𝑊𝑖𝑗𝑋 + 𝜙1) .       (3.11) 

The decoder process from the HL to the output layer: 

𝑌 = 𝑔𝜃2
(𝐻) = 𝜎(𝑊𝑗𝑘𝐻 + 𝜙2).       (3.12) 

From the equation, 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛) represents the input dataset, 𝑌 = (𝑦1, 𝑦2, … , 𝑦𝑛) denotes 

the reconstructed vector of input dataset and 𝐻  = (ℎ1, ℎ2, … , ℎ𝑚) shows low dimensional vector 

outputs from the HL, 𝑋 ∈ 𝑅𝑛, 𝑌 ∈ 𝑅𝑛, and 𝐻 ∈ 𝑅𝑚(𝑛  indicates dimension of input vector and 𝑚 

denotes count of hidden units). 𝑊𝑖𝑗 ∈ 𝑅𝑚×𝑛 shows the weight connecting matrices betwixt input and 

HLs. 𝑊𝑗𝑘 ∈ 𝑅𝑛×𝑚 indicates the weight connecting matrices between hidden as well as output layers. 

Figure 3 exhibits the architecture of the SAE method.  

 

Figure 3. Architecture of SAE. 

To accurately reconstruct the input dataset while decreasing resource consumption, 𝑊𝑗𝑘 = 𝑊𝑖𝑗
𝑇 

exists in this work. 𝜙1  ∈ 𝑅𝑛×1  and 𝜙2 ∈ 𝑅𝑚×1  denote the bias vector of the input and HLs 

correspondingly. 𝑔𝜃1
 and 𝑔𝜃2

 represent the HL and output layer correspondingly that aims at mapping 
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the network summation led to [0,1]. In the proposed algorithm, the sigmoid function can be used as an 

activation function: 

𝑔𝜃1
(∙) = 𝑔𝜃2

(∙) =
1

1+𝑒−𝑥.        (3.13) 

The error between the original dataset and the output rebuilt dataset is minimized by adapting the 

parameter of the encoder and decoder, which implies that AE renovates the original data via training. 

Consider the output data by HLs was the optimum lowest‐dimensional demonstration of original data 

and involves each data that exists in original data. The reconstructed error function 𝐽𝐸(𝑊, 𝜙) among 

𝐻 and 𝑌 applies the mean squared‐error function, where 𝑁 refers to several input instances. 

𝐽𝐸(𝑊, 𝜙) =
1

2𝑁
∑ ‖𝑁

𝑟=1 𝑌(𝑟) − 𝑋(𝑟)‖2.      (3.14) 

The proposed concept of sparse coding to imitate the computation learning of the receptive field 

of simple cells in the mammalian main visual cortex. Even though the original input dataset is perfectly 

recovered, the AE does not extract any useful feature in such cases. Thus, the concept of sparse coding 

presents a sparse drawback term in the HL of AE, so that AE could attain more efficient and concise 

low-dimensional data features under sparse constraints for expressing the input dataset. Assume that 

the average activation in the HL is 𝜌̂𝑗 , 𝜌̂j =
1

𝑁
∑ [𝑁

𝑖=1 𝑛𝑗(𝑥𝑖)]. The average activation 𝜌̂ approached a 

constant 𝜌 , which was closer to 0. 

Consequently, KL divergence was included as a regularization period of the AE to accomplish 

the above-mentioned purposes: 

𝐾𝐿(𝜌‖𝜌̂) = 𝜌 log 
𝜌

𝜌̂𝑗
+ (1 − 𝜌)log 

1−𝜌

1−𝜌̂𝑗
.      (3.15) 

Now, the error function of SAE comprises the mean square error term and the regularization term. 

It has been demonstrated as follows: 

𝐽𝑠𝑝𝑎𝑟𝑠𝑒(𝑊, 𝑏) = 𝐽(𝑊, 𝑏) + 𝜇 ∑ 𝐾𝑚
𝑗=1 𝐿(𝜌‖𝜌̂j).     (3.16) 

In Eq (3.16), 𝑚 represents the number of hidden units, and 𝜇 shows the weight factor that controls 

strength. Moreover, to prevent over-fitting, the weight attenuation item is included in the error function, 

and 𝜆 represents the attenuation coefficient of weight.  

𝐽𝑠𝑝𝑎𝑟𝑠𝑒(𝑊, 𝑏) = 𝐽𝐸(𝑊, 𝑏) + 𝜇 ∑ 𝐾𝑚
𝑗=1 𝐿(𝜌‖𝜌̂j) +

𝜆

2
∑ ∑ ∑ (𝑚+1

𝑗=1
𝑚
𝑖=1

3
𝑟=1 𝑤𝑖𝑗

𝑟 )2  (3.17) 

4. Experimental validation 

The proposed model is simulated using Python 3.6.5 tool on PC i5-8600k, GeForce 1050Ti 4GB, 

16GB RAM, 250GB SSD, and 1TB HDD. 
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4.1. Dataset details 

In this part, the experimental evaluation of the ETSADL-RSC system takes place using a UAV 

rice seedling dataset [31]. It comprises 10000 instances with dual classes as given in Table 1. Figure 4 

signifies the sample pictures. The parameter settings are provided in the following: learning rate: 0.01, 

activation: ReLU, epoch count: 50, dropout: 0.5, and size of batch: 5. The dataset comprises 10000 

samples with two classes such as rice seedling and arable land. The dataset includes an orthomosaic 

image which is the image stitched from a series of nadir-like view UAV images. The dataset clipped 

eight square images with an 8 m × 8 m area, which contains approximately one thousand hills of rice 

seedlings in each image. 

 

Figure 4. Sample images. 

Table 1. Details of the dataset. 

Classes No. of Instances 

Rice Seedling 5000 

Arable land 5000 

Total No. of Instances 10000 

4.2. Results analysis 

The confusion matrices of the ETSADL-RSC method on the rice seedling classification process 

are established in Figure 5. The outcomes designated that the ETSADL-RSC model effectually 

recognizes the rice seedling and arable land images. 
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Figure 5. Confusion matrices of the ETSADL-RSC approach. (a and b) TRA and TES 

databases of 80:20, and (c and d) TRA and TES databases of 70:30. 

Table 2. Rice seedling classifier outcome of ETSADL-RSC approach on 80:20 of 

TRA/TES databases. 

Class Accuracybal Sensitivity Specificity F-Score AUC Score MCC 

TRA Phase (80%) 

Rice Seedling 97.35 97.35 98.23 97.77 97.79 95.58 

Arable land 98.23 98.23 97.35 97.80 97.79 95.58 

Average 97.79 97.79 97.79 97.79 97.79 95.58 

TES Phase (20%) 

Rice Seedling 96.22 96.22 98.19 97.19 97.21 94.42 

Arable land 98.19 98.19 96.22 97.21 97.21 94.42 

Average 97.21 97.21 97.21 97.20 97.21 94.42 

In Table 2, the overall rice seedling classifier output of the ETSADL-RSC model with 80:20 of 

TRA/TES databases is given. In Figure 6, a brief rice seedling classification performance of the 

ETSADL-RSC approach with 80% of the TRA database is given. The results specified that the 

ETSADL-RSC technique has identifier rice seedlings and arable land effectually. For example, in the 

rice seedling class, the ETSADL-RSC model has gained 𝑎𝑛 𝑎𝑐𝑐𝑦𝑏𝑎𝑙  of 97.35%, 𝑠𝑒𝑛𝑠𝑦  of 97.35%, 

𝑠𝑝𝑒𝑐𝑦 of 98.23%, a 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.77%, 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 97.79%, and MCC of 95.58%. Also, on arable land 
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class, the ETSADL-RSC technique has gained an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙  of 98.23%, 𝑠𝑒𝑛𝑠𝑦  of 98.23%, 𝑠𝑝𝑒𝑐𝑦  of 

97.35%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.80%, 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 97.79%, and MCC of 95.58%. 

 

Figure 6. Rice seedling classifier outcome of the ETSADL-RSC approach on 80% of TRA 

database. 

In Figure 7, the detailed rice seedling classification performance of the ETSADL-RSC approach 

with 20% of the TES database is given. The results exhibited the ETSADL-RSC method has identifier 

rice seedlings and arable land effectually. For example, in the rice seedling class, the ETSADL-RSC 

approach has reached an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙 of 96.22%, 𝑠𝑒𝑛𝑠𝑦 of 96.22%, 𝑠𝑝𝑒𝑐𝑦 of 98.19%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.19%, 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒  of 97.21%, and MCC of 94.42%. Similarly, on arable land class, the ETSADL-RSC 

technique has reached an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙 of 98.19%, 𝑠𝑒𝑛𝑠𝑦 of 98.19%, 𝑠𝑝𝑒𝑐𝑦 of 96.22%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 97.21%, 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 97.21%, and MCC of 94.42%. 

 

Figure 7. Rice seedling classifier outcome of ETSADL-RSC approach on 20% of TES 

database. 
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In Table 3, the complete rice seedling classifier output of the ETSADL-RSC model with 70:30 of 

TRA/TES databases is given. In Figure 8, a brief rice seedling classification performance of the 

ETSADL-RSC technique with 70% of the TRA database is given. The results exhibited that the 

ETSADL-RSC model has identifier rice seedlings and arable land effectually. For example, in the rice 

seedling class, the ETSADL-RSC method has reached an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙 of 97.25%, 𝑠𝑒𝑛𝑠𝑦 of 97.25%, 𝑠𝑝𝑒𝑐𝑦 

of 96.36%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 96.77%, 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 96.81%, and MCC of 93.60%. Likewise, on arable land 

class, the ETSADL-RSC technique has gained an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙  of 96.36%, 𝑠𝑒𝑛𝑠𝑦  of 96.36%, 𝑠𝑝𝑒𝑐𝑦  of 

97.25%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 96.83%, 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 96.81%, and MCC of 93.60%. 

Table 3. Rice seedling classifier outcome of ETSADL-RSC approach on 70:30 of 

TRA/TES databases. 

Class  Accuracybal Sensitivity Specificity F-Score AUC Score MCC 

TRA Phase (70%) 

Rice Seedling 97.25 97.25 96.36 96.77 96.81 93.60 

Arable land 96.36 96.36 97.25 96.83 96.81 93.60 

Average 96.81 96.81 96.81 96.80 96.81 93.60 

TES Phase (30%) 

Rice Seedling 97.22 97.22 96.22 96.84 96.72 93.46 

Arable land 96.22 96.22 97.22 96.62 96.72 93.46 

Average 96.72 96.72 96.72 96.73 96.72 93.46 

 

Figure 8. Rice seedling classifier outcome of the ETSADL-RSC approach on 70% of TRA database. 

In Figure 9, the detailed rice seedling classification performance of the ETSADL-RSC model 

with 30% of the TES database is given. The outcomes specified that the ETSADL-RSC technique has 

identifier rice seedlings and arable land effectually. For example, in the rice seedling class, the 

ETSADL-RSC technique has gained an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙  of 97.22%, 𝑠𝑒𝑛𝑠𝑦  of 97.22%, 𝑠𝑝𝑒𝑐𝑦  of 96.22%, 

𝐹𝑠𝑐𝑜𝑟𝑒  of 96.84%, 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒  of 96.72%, and MCC of 93.46%. Likewise, on arable land class, the 
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ETSADL-RSC method has reached an 𝑎𝑐𝑐𝑦𝑏𝑎𝑙 of 96.22%, 𝑠𝑒𝑛𝑠𝑦 of 96.22%, 𝑠𝑝𝑒𝑐𝑦 of 97.22%, 𝐹𝑠𝑐𝑜𝑟𝑒 

of 96.62%, 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 96.72%, and MCC of 93.46%. 

 

Figure 9. Rice seedling classifier outcome of ETSADL-RSC approach on 30% of TES database. 

The TACC and VACC of the ETSADL-RSC method are surveyed on rice seedling classification 

performance in Figure 10. The figure exhibits that the ETSADL-RSC method has enhanced 

performance with enlarged values of TACC and VACC. Particularly, the ETSADL-RSC system has 

extended the greatest TACC results. 

 

Figure 10. TACC and VACC analyses of ETSADL-RSC approach. 

The TLS and VLS of the ETSADL-RSC model are verified for the rice seedling classification 

performance in Figure 11. The result exhibited that the ETSADL-RSC approach has revealed higher 
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performance with the smallest values of TLS and VLS. Seemingly, the ETSADL-RSC approach has 

condensed VLS results. 

 

Figure 11. TLS and VLS analyses of ETSADL-RSC approach 

A clear precision-recall study of the ETSADL-RSC model in the test dataset is given in Figure 12. 

The outcomes exhibited that the ETSADL-RSC methodology has upgraded values. 

 

Figure 12. Precision-recall analysis of the ETSADL-RSC model. 

The detailed ROC analysis of the ETSADL-RSC method in the test database is shown in 

Figure 13. The results of the ETSADL-RSC model revealed its ability to categorize different classes 

below the test database. 
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Figure 13. ROC curve analysis of the ETSADL-RSC approach. 

In Table 4, a detailed classification result of the ETSADL-RSC method with recent approaches 

is provided. Figure 14 exhibits a comparative 𝑎𝑐𝑐𝑢𝑦  of the ETSADL-RSC approach with current 

systems. The experimental outcomes stated that the SGD method and XGBoost model have reached 

an 𝑎𝑐𝑐𝑢𝑦 of 91.61% and 92.47% respectively. In contrast, the GNB, ELM, KELM, RF, and SVM 

models have achieved closer 𝑎𝑐𝑐𝑢𝑦 values of 95.96%, 95.34%, 93.72%, 95%, and 96.42%. However, 

the ETSADL-RSC method exhibited a higher 𝑎𝑐𝑐𝑢𝑦 of 97.79%. 

Table 4. Comparative analysis of the ETSADL-RSC method with recent approaches. 

Methods Accuracy Sensitivity Specificity F-Score 

ETSADL-RSC 97.79 97.79 97.79 97.79 

SGD 91.61 92.75 91.38 93.76 

GNB 95.96 94.85 95.32 95.89 

ELM 95.34 93.78 95.58 93.07 

KELM 93.72 94.57 93.34 93.13 

XgBoost 92.47 95.97 92.10 95.14 

RF 95.00 94.05 94.44 95.58 

SVM 96.42 94.64 93.39 94.97 
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Figure 14. 𝐴𝑐𝑐𝑢𝑦 analysis of the ETSADL-RSC approach with recent techniques. 

Figure 15 shows a detailed 𝑠𝑒𝑛𝑠𝑦 review of the ETSADL-RSC method with recent techniques. 

The simulation values depict that the SGD method and XGBoost technique has reached a reduced 

𝑠𝑒𝑛𝑠𝑦 of 92.75% and 95.97% correspondingly. In Contrast, the GNB, ELM, KELM, RF, and SVM 

methodologies have closer 𝑠𝑒𝑛𝑠𝑦  values of 94.85%, 93.78%, 94.57%, 94.05%, and 94.64% 

correspondingly. However, the ETSADL-RSC approach has shown maximum performance with a 

𝑠𝑒𝑛𝑠𝑦 of 97.79%. 

 

Figure 15. 𝑆𝑒𝑛𝑠𝑦 analysis of the ETSADL-RSC approach with recent approaches. 

Figure 16 exhibited a brief 𝑠𝑝𝑒𝑐𝑦 study of the ETSADL-RSC system with current techniques. 

The simulation values designated that the SGD approach and XGBoost algorithm have gained 

decreased 𝑠𝑝𝑒𝑐𝑦 of 91.38% and 92.10% correspondingly. Contrastingly, the GNB, ELM, KELM, RF, 

and SVM methods have accomplished closer 𝑠𝑝𝑒𝑐𝑦 values of 95.32%, 95.58%, 93.34%, 94.44%, and 

93.39% correspondingly. But the ETSADL-RSC approach has shown maximum performance with 

𝑠𝑝𝑒𝑐𝑦 of 97.79%. 
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Figure 16. 𝑆𝑝𝑒𝑐𝑦 analysis of ETSADL-RSC approach with recent approaches. 

Figure 17 exhibits a comparative 𝐹𝑠𝑐𝑜𝑟𝑒  study of the ETSADL-RSC technique with current 

methods. The results exhibit that the SGD method and XGBoost technique have reached reduced 𝐹𝑠𝑐𝑜𝑟𝑒 

of 93.76% and 95.14% correspondingly. In Contrast, the GNB, ELM, KELM, RF, and SVM 

algorithms have accomplished closer 𝐹𝑠𝑐𝑜𝑟𝑒 values of 95.89%, 93.07%, 93.13%, 95.58%, and 94.97% 

correspondingly. However, the ETSADL-RSC technique has shown the highest performance with an 

𝐹𝑠𝑐𝑜𝑟𝑒  of 97.79%. These outcomes emphasized the superior performance of the ETSADL-RSC 

technique. 

 

Figure 17. 𝐹𝑠𝑐𝑜𝑟𝑒 analysis of ETSADL-RSC approach with recent algorithms. 

5. Conclusions 

In this research, an automatic rice seedling classification system termed the ETSADL-RSC 

system on UAV images is presented. The presented ETSADL-RSC technique aims at the recognition 

of images into two classes: Rice seedlings and arable land. At an early stage, image excellence can be 

improved using the CLAHE technique. Then, the ETSADL-RSC technique exploited the NASNet 
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method for the feature extraction process and its hyperparameters can be tuned by the ETSA model. 

For rice seedling classification, the ETSADL-RSC approach used the SAE model. The experimental 

outcome of the ETSADL-RSC system has been verified for the UAV Rice Seedling Classification 

dataset. Extensive simulation analysis of the ETSADL-RSC model stated the greater accuracy 

performance of 97.79% over other DL classifiers. The ETSADL-RSC technique’s limitations may 

include potential challenges in handling diverse environmental conditions. In the future, a hybrid DL 

classification system will be considered to enhance the solution of the ETSADL-RSC approach. 

In the future, evolving the area of Rice Seedling Classification utilizing DL offers exciting 

opportunities for further invention. The search of new deep neural network architectures personalized 

exactly for the particulars of rice seedling features stays a promising avenue. Incorporating advanced 

models such as transfer learning and area adaptation could improve model generalization through 

different environmental states and databases. Moreover, the combination of multi-modal data, with 

spectral and temporal data, could deliver a more complete understanding of rice seedling features, 

further enlightening classification accuracy. Also, study efforts must be directed near the growth of 

interpretable methods, simplifying not only exact predictions but also perceptive decision-making in 

farming practices. 
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