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1. Introduction

Let (H,<:,-)) be a complex Hilbert space and let B(/H) denote the algebra of all bounded linear
operators acting on H. A self-adjoint operator A is said to be positive if (Ax, x) > O for all x € H,
while it is said to be strictly positive if A is positive and invertible. As usual, we say that A > B when
A—-B>0and A > Bwhen A - B > 0, respectively. Moreover, M,, denotes the sets of all n X n complex
matrices. The unitarily invariance of the ||| - ||| on M,, means that [||[UAV||| = |||A||| for any A € M, and
all unitary matrices U,V € M,. For A = [a;;] € M, the Hilbert-Schmidt (or Frobenius) norm and the
trace norm of A are defined by

n

Al = 4| D s2@)

j=1
and

1Al = ) 5;(A),
=1
respectively, where s;(A) are the singular values of A, that is, the eigenvalues of the positive semi-

definite matrix
1
|Al = (A"A)2,
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and arranged in a nonincreasing order. It is well known that || - ||, is unitarily invariant. In addition, we
defined
AV,B =(1-5)A+ sB

and
1 1 1 1
Af#,B = A2(A"2BA™2)°A>
for s € [0, 1], denoted by AVB and A#B when s = %, respectively. Similarly, we define the weighted

means by
aVb =(1-5)a+ sb
and
al,b = a'~*b*

fora,b>0and s € [0, 1].

The famous Young’s inequality states that the convex combination of two positive numbers is greater
than or equal to the product of powers of these numbers with corresponding coefficients as exponents,
which reads

aish < aVb (1)

for a,b > 0 and 0 < s < 1, with equation if and only if @ = b. It extends the classical arithmetic-
geometric means inequality. In 2015, Alzer et al. [1] showed the following refinements and reverses of
Eq (1)

(s)ﬂ _ @) — (@b _ (1 - S)”‘ 2

) T (aV.b) = (aflb)r T\ -7
fora,b > 0,0 < s <7< 1land A > 1. In recent years, there have been a large number of works

directly inspired by the Alzer-Fonseca-Kovacec inequality, see [2—7] et al. Moreover, letting 1 = 1,
the following results obtained by Zhao and Wu [8] can be regarded as some further refinements of (2)

when s = % and 7 = %, respectively,
(i) If0 < s < 1, then
sa+ (1= )b <ab™ + (1 - s)(Va— Vb )* - ro(Vab - Va ) 3)
(i) If 1 < s <1, then
sa+(1—sb<ab™+s(Va— Vb)* —ro(Nab— Vb ) 4)

where a,b > 0, ro = min{2r, 1 —2r}, r = min{s, 1 — s} for s € [0, 1]. Sababheh and Moslehian [9] show a
nice multiple-term refinements of (3) and (4). Interested readers could refer to [10—14] and references
therein for some other results about Young’s inequality.

Unless otherwise specified, we will default to a,b > 0 and 0 < s < 1 in the rest of this article for
our convenience.

There are some results related to Young’s inequality mentioned above. Ghazanfari et al. [15]
presented an inequality

A=5*+sHa+(—=sb<s2ab"™ +(Va—- Vb)> (5)
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It is easy to verify that both sides in the inequality (5) are greater than or equal to the corresponding
sides in the inequalities (3) and (4), respectively. This indicates that the inequality (5) is a new Young
type inequality.
In 2020, Ren [4] showed a generalization of the inequality (5),
(1 _ SN+1 + SN+2)a + (1 _ Sz)b < SSN—(N+1)aSb1—S + (\/__ \/E)Z (6)
for N € N*. Later, Yang and Li [16] gave a more generalized inequality than (6): If Ny, N, € N*, then
(1 _ SN1+1 + SN1+2)a + (1 _ SN2+2)b < ss(Nl—Nz)—(N|+1)asbl—s + (\/a_ \/13)2 (7)
Very recently, Zuo and Li [17] got a new generalization of inequality (5): If N € N*, then

(1 _ sN+] + SN+2)a+(1 _ sN+l)b < Ss—(N+])asbl—s +(\/__ \/E)Z (8)

In addition, the Kantorovich constant and the Specht’s ratio are defined by

2
k=" s o
and 1
M if he (0,1)U(1,00),
S(h): elog(hﬁ) ! ( ) ( 00)
1, if h=1.

K(h,?2) and S (h) have some common properties, for example:

1) K(1,2)=8S1)=1;

(i1) K(h,2) and S (h) are decreasing on & € (0, 1) and increasing on £ € (1, +00);
(i) K(h,2) > 1 and S (h) > 1.

Zuo et al. [18] and Furuichi [19] showed

S(hyatsb < K(h,2) alisb < aVb 9)
for r = min{s,1 — sfand h = § > 0.
In this paper, we try to give some generalizations of (8), and we also present a new generalization of

Young type inequality, then we refine these inequalities with the Kantorovich constant. As applications,
we obtain some operator inequalities, Hilbert-Schmidt norm inequalities and trace inequalities.

2. Main results

First, we show a generalization of the inequality (8).

Theorem 1. Let Ny,N, e N*and1 > s> 0, a,b > 0. Then, we have
(1 _ SN1+1 + SN1+2)a+ (1 _ SN1+N2+l)b < SS(I—Nz)—(N1+1)aSbl—S + (\/__ \/E)Z (10)
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Proof. By computations, we can get

ss(l—Nz)—(N1+l)asbl—S + (\/_ _ \/E )2 _ (1 _ SN1+1 + SN1+2)a _ (1 _ SN1+N2+1)b

= NNt Dgspl=s _ 2 Nab + (1 — 5)sV la + ssM™V2p

> Ss(l—Nz)—(N1+l)asbl—S -2 1/ab + (SN1+1a)(l—s)(sN1+N2b)S (by (1))
sA-No)-(Nj+1) 5 1_g CSU=N)=(Ny+D) g g

— sfabe - S 2 a2 b2)2

> 0.

O

We now explain that Theorem 1 is a new generalization of the Young type inequality. In fact,
comparing inequality (10) with (7), it is not difficult to find that

(1 _ SN1+N2+l)b > (1 _ SN2+2)b

and
SS(I—Nz)—(Nl +1) > SS(Nl =N2)—(N1+1)

for Ni,NbeN,1>s5>0,b>0.
Remark 1. Taking N, = 0 in Theorem 1, we get (8).
Next, we show another generalization of (8), which can be regarded as a complement of Theorem 1.

Theorem 2. Let Ny,N, e N*and1 > s> 0, a,b > 0. Then, we have
(1 _ SN1+1 + SN1+2)a+ (1 _ SN]-N2+2)b < SsNz—(N1+l)asbl—s + (\/__ \/Z_))Z
Proof. By computations, we can get

SSNQ—(N1+1)aSbl—S + (\/_ _ \/E )2 _ (1 _ SN1+1 + SN1+2)a _ (1 _ SNI—N2+2)b

= gV WD gsp1=s _ 2 vab + (1 = 5)s™MHa + sVt

> SsNz—(N|+l)asbl—s _ 2 ’/Clb + (SN1+1a)(l—s)(SN|—N2+]b)s (by (1))
_ (Sssz(leJrl)a%b? _ s_ssz(leJrl)a?b%)z
> 0.

Comparing Theorem 2 with Theorem 1, it is easy to see that
(1 _ SN|+N2+1)b > (1 _ SNI—N2+2)b

and
ss(l—Nz)—(Nl +1) > SSNz—(NH'l)

for N; e N*, 1 > 5 > 0, b > 0. Therefore, Theorem 2 is a new generalization of the Young type
inequality.
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Remark 2. Taking N, = 1 in Theorem 2, we get (8).
Next, we show a new generalization of Young type inequality.
Theorem 3. Let N;,N, e N, 1 > s> 0anda,b > 0. Then, we have
(1 =™+ Mg + (1 = M )p < MMV Nigspl=s 4 (\Ja — Vb ).
Proof. By computations, we obtain
(Va— Vb )2 + s NN gspl=s _ (] _ Nt 4 Nivly, _ (] = ghe+lyp
= (1 - $)(s™a) + s(s™2b) — 2 Vab + s*M=N)=Nigspl=s
> (sMa)' =5 (sMb)* — 2 Vab + s M NINigspl= by (1)

SNp-N+Ny  1—s5 s SNI=Np)=Ny 5 1-5.2
2 2 azb )

= (s azb?r—g

> 0.

Letting N, = 0 in Theorem 3, we get
(1=s"+s"Na+ 1 -9b< s Va'd'"™ +(Va- Vb

(1D

for NeN, 1> s >0anda,b > 0. As we can see that both sides in (11) are greater than or equal to the
corresponding sides in the inequalities (3) and (4), respectively, this indicates that Theorem 3 is a new

generalization of the Young type inequality.

Following the ideas of Theorem 2, we can get a new Young type inequality by replacing N, with 1 —

N, in Theorem 3. However, we omit it to avoid repetition of the article.
We next improve Theorems 1-Theorem 3 with the Kantorovich constant by (9).

Theorem 4. Let N\, N, e N"and1>s>0,a,b >0,

b= si™Mg
b
and
r = min{s, 1 — s}.
We have

a- sN1+1 + sN1+2)a +(1- SN1+N2+1)b < K(h, 2)—rss(1—N2)—(N1+1)asbl—s + (\/__ \/5)2

Proof. Compute
K(h’ 2)_rs5(1_NZ)_(N1+1)aSb1_S + (\/_ — \/E )2 —_ (1 — SN|+1 + SNI+2)a _ (1 _ SNI+N2+1)b
= K(h, 2)_rss(1_N2)_(Nl+])a5b1—5 _ 2@4‘ (1 _ S)SN]+1a + SSN1+N2b
> K(h, 2)_rSS(I_N2)_(N1+1)asb1_s -2 \/CE + K(h, 2)r(le+la)(1—5)(SN1+N2b)s
_r AN )N HD s s o _SU=N)-Ni+D 15 5 2
=(K(h,2)2s™ 7 a’b? —K(h,2)?s 7 azb’)
> 0.

(12)

O
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Theorem 5. Let N\,N, e N*, 1 > 5>0,a,b>0andr = min{s, 1 — s}.
(i) If
sMa

h = ,
b

then, we have
(1- SN1+1 + SN1+2)a +( - le—N2+2)b < K(h, 2)—rSsN2—(N1+1)asb1—s + (\/a_ \/E)Z

(ii) If

NJ—Nza

b )

h=2

then, we have
A =sM + sV g+ (1 = s™b < K(h,2) s NN Ngspl=s 4 (\Ja — Vb )2

Proof. Using the same technique as in Theorem 4, we complete the proof of Theorem 5. O
Replacing a by a® and b by b? in Theorems 4 and 5, respectively, we get the following corollary:

Corollary 1. Let N;,N, e N*, a,b > 0 and r = min{s, 1 — s} for 1 > s > 0.
(i) If

G2 2
b

h =
then, we have

(1 _ SN]-H + SN]+2)a2 + (1 _ SN1+N2+1)b2 < K(h, 2)—rss(l—N2)—(N|+l)(asb]—3)2 + (a _ b)2

(i) If

sV aq?

h= 5

then, we have
(1 _ SN1+1 + SN1+2)a2 + (1 _ SN]—N2+2)b2 S K(h, 2)—rSSN2—(N1+1)(asbl—S)2 + (a _ b)2

(iii) If

N —N2a2

2

h=2

then, we have
(1= s + sM™Ha? + (1 = s HP? < K(h, 2) 7" s*M=N2D=Ni(g5p1=)2 4 (g — b)>.

Based on the scalars results mentioned above, we next present some operator inequalities, Hilbert-
Schmidt norm inequalities and trace inequalities as promised.

Lemma 6. [20] Let X € M, be self-adjoint and f and g be continuous real functions such that
f(t) > g(t) forall t € S p(X) (the spectrum of X). Then f(X) > g(X).

AIMS Mathematics Volume 9, Issue 3, 7414-7425.
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Theorem 7. Let A, B € B(H) be strictly positive operators and let positive real numbers m,m’ and

M, M’ satisfy either of the following conditions:
(i))0 < s"™Mml <A <s'"™Mm'] < M'I <B< MI,
(ii)0 < sV 'ml < B< sV 'm'I < M'] <A < MI.

Then, we have
(1 — s 4 MR 4 (1 — sMMhA < KW, 2) 7 sV~ oY B + 2(AVB — AB),

where Y
h = TN r= min{s, 1- S}
sV’

and Ny, N, € N+,
Proof. Letb =11in (12), we have
(1 _ SN|+] + SN|+2)a + (1 _ SN1+N2+1) < K(S]_Nza, 2)—rss(1—N2)—(N1+1)aS + (a + 1 _ 2\/5).

Under the conditions (i), we have

M’ IR M
I <X=A"2BA2<hl=——I

I<HhI=
- sl—NZm/ Sl—sz ’

and then
SpX) C[I,h] C(1,+0c0).

By Lemma 6 and (13), we obtain

(1= sV 4 M X 4 (1 = sV < max K(x,2) " s* 0 N-Mishys 4 (X 4 — 2X72).

W <x<h

Since the Kantorovich constant K (4, 2) is an increasing function on 4 € (1, +00), then
(1= sV 4 NP4 AT 4 (1 — sVt T

< K(',2) " s* 1M MDA BATT) 4 ATTBATY + 1 - 2(ATIBAT)R.

NI—=

Under the conditions (ii), we have

1 sVl 1 1 sVl
-1 = I<X=A?2BA 2 < —]= <I,
h M n M’
and then {1
SpX)C[-,—]<(,1).
P( )_[h h'] 0, 1)

(13)

(14)

Since the Kantorovich constant K (4, 2) is a decreasing function on 4 € (0, 1), we can similarly get

(1 — sV 4 M2)A"3BA™S 4 (1 — MHNvly]
< K(%, 2) s M-It D(A=I A3 4+ ATIBATE + [ — 2(ATZBA ),
In fact, inequality (14) is equal to (15) with the property
K(t,2) = K(%, 2).

Multiplying A? from the both sides to the inequalities (14) or (15), we get the required results.

(15)

O
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Theorem 8. Let A, B € B(H) be strictly positive operators and let positive real numbers m,m’ and
M, M’ satisfy either of the following conditions

(i) 0 < sVml <A < sV>m'l < M'] <B< MI;
(ii)0 < s™Mml < B< s™Mm'I < M'I <A < MI,

Then, we have

(1 — s 4+ M HB 4 (1 — s A < KW, 2) s MDA B + 2(AVB — AfB),

where Y
h = Vot T min{s, 1 — s}
and N;, N, € N*,
Proof. Using the same method as in Theorem 7, we can get Theorem 8 by Theorem 5 (i). m|

Theorem 9. Let A, B € B(H) be strictly positive operators and let positive real numbers m,m’ and
M, M’ satisfy either of the following conditions

(i) 0 < sV Mol <A< sM NV’ < M'I < B< MI,
(ii)) 0 < sV*™Mml < B< s NMim'I < M'I < A < MI,

Then, we have

(1-sM+ s HB+ (1 - s"™NHA < KW, 2)"s" MM Niggt B+ 2(AVB — AfB).

where W
h :W, r:mln{s,l—s}
and Ny, N, € N+,
Proof. Using the same method as in Theorem 7, we can obtain Theorem 9 by Theorem 5 (ii). O

Theorem 10. Let A, B € M, be positive definite and X € M,,,. Then, we have
(1 _ SN1+1 + SN1+2)||A||§ + (1 _ SN1+N2+1)||B||% < K—rss(l—Nz)—(Nl+1)||ASXB1—S||§ + ”AX—XB”%,

where N1, N, € N*, r = min{s, 1 — s} for 1 > s > 0 and

1-N> /12

K = min {K(—5—+,2),1 <i,l <n}
Hy

for A;, u; are eigenvalues of A, B, respectively.

Proof. Since A, B € M, are positive definite, by the spectral theorem, there exist unitary matrices
U,V € M, such that
A=UMNU"B=VAV*,

where

Al = diag(/lb/lZ,"' a/ln)’ A2 = diag(ﬂl9/~129"' aﬂn), /li,IJi > 0,1 = 1, 2, , .

AIMS Mathematics Volume 9, Issue 3, 7414-7425.
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Let
Y =UXV = [yul,

then,

IAX = XBIE = [[UI: — myad V' [y = > (A = )yl
il=1

Similarly, we have

IAXB' 18 = > (i)~ lyal®
il=1
and .
1A = > ATyl
=1
By the unitarily invariance of the Hilbert-Schmidt norm and Corollary 1 (i), we get the following results

(1 _ SN1+1 + SNH—Z)”A”% + (1 _ SN1+N2+1)||B||§

n n

Ni+1 Ni+2 2 2 Ni+Ny+1 2 2

= (1= " M) Ryl + (1= s Y Rl
ijl=1 il=1

— Z[(l _ M+l sN‘+2)/ll-2 +(1 - SN1+N2+1)’u12]|yﬂ|2
il=1

< Z[Krss(lNz)(NHl)(/l?,ull‘9)2 + (/11 _ ,ul)z]lyil|2
il=1

— K_rSS(l_NZ)_(NH—l)||A‘YXBI_S||% + ”AX _ XB”%

Theorem 11. Let A, B € M, be positive definite and X € M,,. Then, we have
(1= M1 VODIAR + (1= MBI < K75 UV B! + IAX - XBIE,

where N1, N, € N*, r = min{s, 1 — s} for 1 > s > 0 and
N2/12
K = min{K(—+,2), 1 <i,l < n}
!

for A;, y; are eigenvalues of A, B, respectively.

Proof. We get Theorem 11 by Theorem 10 and Corollary 1 (i1). O
Theorem 12. Let A, B € M, be positive definite and X € M,,. Then, we have
(1 =™+ MDA + (1= s DIIBIE < K7™ ™M™ M) AXB|5 + JAX - X B3,

where N1, N, € N*, r = min{s, 1 — s} for 1 > s > 0 and
e 2
K = min {K( =,2),1 <i,l<n}

%

for A;, u; are eigenvalues of A, B, respectively.
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Proof. We get Theorem 12 by Theorem 10 and Corollary 1 (ii1). O
Lemma 13. [2]1] Let A, B € M, then,

D 5, (AB) < > s;(A)s(B).

=1 =1
Theorem 14. Let A, B € M, be positive definite and Ny, N, € N*, r = min{s, 1 — s} for 1 > s > 0 and

1-No . A
K = min{k(C—2 N 5 1 < i<
si(B)

Thus, we have
(1= sV 4 MDA 4+ (1 = sV B] < KN DAY LB, + (AL + 1Bl - 21IA7 B2,
Proof. By Theorem 4, Lemma 13 and the famous Cauchy-Schwarz inequality, we obtain

tr[(1 = sV + sV*A + (1 = sV B

= D (1= " V) 5A) + (1= M) s(B))
j=1

< Zn:[max K(—Sl_N‘zs"(A), 2)_rsS<I—N2)—<Nl“)s;(A)s}—S(B) + (5, — f5,(B) )2]
= K—’sSU—Nz)—(Nl*“Zn:s H(A%)s (B + Zn:s.,-(A) + Zn:sj(B) — 22}11 \s;(A)s;(B)
=1 =1 =1 =1
< K—rss(l—Nz)—(N1+l)(Zn:s?(AS));(Zn:S?(Bl—S)); + Zn:s.,-(A) + ansj(B) _ 2zn:sj(A;Bé)
=1 =1

j=1 j=1 j=1
=7 S(1=N2)—(N1+1 s I-s J
= K7 MDA )BT + [|All + (1B — 211AZ B2
O

Theorem 15. Let A, B € M, be positive definite and Ny, N, € N*, r = min{s, 1 — s} for 1 > s > 0 and
sV g i(A)

K = min {K( (B
J

,2),1 <j<n}

We have
(1= sM* + sMHA + (1 = sMTPYB] < K7 NEDAY L] B0, + Al + (1Bl — 20|47 B2|];.

Proof. Following the line of Theorem 14, we can get the Theorem 15 by Theorem 5 (1). O
Theorem 16. Let A, B € M, be positive definite and N, N, € N*, r = min{s, 1 — s} for 1 > s > 0 and
sNi=N2 g, (A
K = min {K(—](),Z), 1 <j<n}

si(B)
We have
(1 = sM + sM*A + (1 = 5B < K77 s ™M "N A% L,1B 1, + AL + (|BIl - 20142 B3

Proof. Following the line of Theorem 14, we can get the Theorem 16 by Theorem 5 (ii). O

AIMS Mathematics Volume 9, Issue 3, 7414-7425.
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3. Conclusions

In this paper, we give two generalized Young type inequalities of Zuo and Li [17], and we also
present a new Young type inequality by comparing with the results obtained by Zhao and Wu [8]. As
applications, we obtain some inequalities including operator, Hilbert-Schmidt norm and trace using
our scalars results.
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