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Abstract: This paper examines the propagation dynamics of a T-lymphoblastic leukemia virus
type I (HTLV-1) infection model in a stochastic environment combined with an Ornstein-Uhlenbeck
process. In conjunction with the theory of Lyapunov functions, we initially demonstrate the existence
of a unique global solution to the model when initial values are positive. Subsequently, we establish
a sufficient condition for the existence of a stochastic model stationary distribution. Based on this
condition, the local probability density function expression of the model near the quasi-equilibrium
point is solved by combining it with the Fokker-Planck equation. Subsequently, we delineate the pivotal
conditions that precipitate the extinction of the disease. Finally, we select suitable data for numerical
simulation intending to corroborate the theorem previously established.

Keywords: stochastic HTLV-1 infection model; Lyapunov function; ergodic stationary distribution;
probability density function; extinction
Mathematics Subject Classification: 60H10, 37A50

1. Introduction

The human T-lymphoblastic leukemia virus (HTLV), the first human retrovirus to have been
discovered in the late 1970s, belongs to the subfamily of retroviral RNA oncoviruses. These viruses
can lead to chronic, lifelong infections, with the main subtypes being type I and type II. Despite
being one of the few examples of human oncogenic viruses, it has received relatively little public
attention [1, 2]. This may be attributable to its relatively low prevalence in high-income countries
and the current high level of societal concern about the HIV epidemic. The most recent estimates of
the total number of individuals infected with HTLV-1 are at least 30 million. Infection with HTLV-1
can result in serious and potentially fatal complications. The virus has been associated with a wide
variety of clinical conditions, most notably adult T-cell leukemia/lymphoma (ATL) and a chronic
and progressive neurological condition known as HTLV-1-associated myelopathy (HAM) [3, 4]. It
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is estimated that less than 5% of individuals infected with HTLV-1 will develop these diseases. At
the same time, the remainder are classified as "healthy carriers” who may also develop symptoms
such as lung and bladder infections. Furthermore, an analysis revealed that HTLV-1 infection was
associated with a 57% increase in all-cause mortality, including several inflammatory conditions such
as uveitis, infectious dermatitis, and polyarthritis. There is currently no treatment for HTLV-1, and
there is a lack of global screening for this infection. Risk assessment is further complicated by the
development of adult T-cell lymphoma or HTLV-associated myelopathy [5-7].

The viral protein Tax is a key antigen expressed by cells effectively infected by HTLV-1. It is
involved in the activation of the transcription of HTLV-1 genes and the proliferation of infected T
cells [8]. Mathematical models can provide insight into the study of the disease, extending earlier
relevant models in conjunction with the role of the viral protein Tax in the process of infection. This
allows for the accounting of the highly dynamic interplay between viral expression and transcriptional
latency. Li M Y and Lim A G [8] have differentiated the class of infected cells into two pools, latent
and active, giving the following model based on HTLV-1 infection:

d’;it) = 1 dx(r) - Bx(t)y(D),

dlcllit) = OBx()y(t) + nry(l — x;;u) = (u+ ou(), (b
dy(t) _ _

5 = ou(t) — ay(t),

K
combining x(#) + u(t) < K and dy(t) = [ou(t) — ay(t)]dt calculates that y(r) < 7 . All parameters
a

are assumed to be positive constants, and their biological significances are given in Table 1. A transfer
diagram for the described interactions is shown in Figure 1.

+ A

(1-3)Bxy (L-m)ry(1 —(x + u)/K)

ry(1 —(x +u)/K)

Figure 1. Transfer diagram describing the infection dynamics of HTLV-1 in vivo.
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Table 1. Parameter meaning table.

parameter value biological significance

x(1) Number of healthy CD4* helper T-cells at moment t,

u(t) Number of CD4* helper T-cells with latent infection (Tax-) at moment t,
(1) Number of CD4* helper T-cells with active infection (Tax+) at moment t,
CD4* helper T-cell production rate,

Infectious transmission coefficient,

Proportion of infected target cells surviving infectious transmission,
Proportion of infected target cells surviving mitotic propagation,
Tax-driven selective proliferation rate of actively infected target cells,
Spontaneous Tax-expression rate,

Natural mortality of healthy target cells,

Natural mortality of latently infected target cells,

Natural mortality of actively infected targets,

CD4" helper T-cell carrying capacity.

XA T| AG Y O™ &~

Mathematical models provide valuable insights into the complex dynamics of disease
transmission, forming a critical foundation for public health policy. Many scholars have developed
theoretical studies on various deterministic infectious disease models [9-11]. Research on HTLV-1
dynamics has also yielded significant results. Wang and Ma [12]investigated the global kinetics of the
HTLV-1 infection response-diffusion model considering factors such as mitotic division of infected
cells and CTL immune response; Khajanchi et al. [13] investigated a mathematical model of CD8*
T cell response to HTLV-1 and performed a sensitivity analysis to explore the dynamic response to
HTLV-1 infection and its role in the pathogenesis of HTLV-1-associated myelopathy/tropical spastic
paralysis (HAM/TSP); Wang et al. [14] developed a model incorporating two time delays, showing
through numerical simulations that intracellular delays stabilize the infection’s steady state, while
immune response delays can destabilize it. They also noted that intracellular delay affects both the
magnitude and the time required for convergence to the steady state. These studies have significantly
advanced the understanding of HTLV-1 dynamics.

As the complexity of epidemiological modeling increases, researchers are increasingly inclined
to introduce stochastic factors to improve the predictive power and accuracy of models. In recent
years, Bayesian filtering (especially Kalman filtering and particle filtering) has become an important
tool for quantifying and estimating stochasticity in dynamical systems, and has been widely used
especially in epidemiological modelling. Vasileios E Papageorgiou et al. [15] proposed a novel
particle filtering method for assessing the dynamics of monkeypox outbreaks; Calvetti D et al. [16]
focused on Bayesian particle filtering-based dynamic epidemic transmission models, especially for
COVID-19, and the study showed that the algorithm has significant accuracy in estimating the
proportion of latently infected individuals through computer simulations and experiments with real
data; Jos Elfring et al. [17] discussed the popularization and application of the standard algorithm for
particle filtering. On the other hand, Markov methods also have important applications in describing
stochasticity in the spread of infectious diseases, and Artalejo JR et al. [18] provide insights into the
computational methods of stochastic SEIR models and provide powerful tools for analyzing stochastic
behavior during disease transmission. These methods can not only enhance the predictive performance
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of existing epidemiological models , but can also be applied to other public health problems with
uncertainty and dynamic evolution.

In real life, various organisms and populations are inevitably affected by the external
environment. The presence of environmental noise means that parameters such as birth and death rates
are subject to some kind of random perturbation. Several different types of stochastic epidemiological
kinetic models have been developed and extensively studied. There are broadly two approaches in
the existing literature to describe random effects in reality: Either linear perturbations or Ornstein-
Uhlenbeck processes [19-21]. The Ornstein-Uhlenbeck process is a mathematical model that describes
the evolution of random variables with mean-reverting properties. It can be used to simulate dynamical
systems that exhibit short-term fluctuations and long-run convergence to the mean. Edward Allen [22]
reviews two commonly used methods for incorporating environmental change factors into models of
biological systems and concludes that the mean reversion process has some advantages over linear
functions of white noise in modifying environmental change parameters. Zhou Baoquan et al. [23]
formulated and studied a stochastic epidemic model with media coverage and two mean-reverting
Ornstein-Uhlenbeck processes, and investigated the effects of random noise and media coverage on the
spread of epidemics. Cai Yongli et al. [24] showed through their study that the Ornstein-Uhlenbeck
process is a well-established method for introducing stochastic environmental noise into biologically
realistic population dynamics models. Su Tan et al. [25] considered a stochastic SEIV epidemic model
incorporating vaccination and general morbidity and derived a density function around the equilibrium
point. Shi Z, Jiang D [26] studied a stochastic HIV model in which the parameters were perturbed by
the Ornstein-Uhlenbeck process. The process is also described in the literature [27-29].

In this article the infection rate 8 in the system (1.1) is subject to fluctuations due to environmental
noise, oscillating around the mean value 3. To model natural fluctuations in the infection rate 8 over
time or changes in environmental factors, we treat it as a random variable. Define 5(f) as a stochastic
process that varies over time [30]:

dB = a(B - p)dt + 6dB(D),

where S is a positive constant representing 3() averaged over the long term, @ denotes the rate of
mean reversion, B(f) stands for Standard Brownian Motion, and # denotes the intensity of white
noise. In this paper, B(¢) is defined on {Q, {F;}~0, P}, which is a complete probability space with
filtration {F;},»0 satisfying the incremental and right-continuous. ¥, contains all P-empty sets. Solving
the above equation gives A(f) = B + (B(0) — B)e™ + 6 fot e *"=9dB(s), calculating the expectation and
variance of S(¢) separately, we have

2

E(B(®) = B+ (BO) - Bre™", Var(B(1) = 6 f s = 21— a7,
0

when r — 0%, we have E(B(r)) — B(0) and Var(B(t)) — 0, and it can be seen that it is reasonable to
use the Ornstein-Uhlenbeck process to describe the evolution of the infection rate S over time under
the influence of noise.

Thus, we can obtain a stochastic kinetic model for HTLV-1 infection:
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dx = [A1—dx - B xy]dt,
du =

Boxy + nry(l — u) — (u + o)u|dt,
K (1.2)

dy = (ou — ay) dt,

dB = a|[B - B dt + 6dB(1),

where 8 = max{f8(¢), 0}, combined with the above analyses, the feasible domain of system (1.2) is

K
= {(xuypB)eRxR:x+u<Kk, y<(T—},
a

In this paper, we develop techniques and theory for threshold dynamics of stochastic model (1.2)
incorporating the Ornstein-Uhlenbeck process , including the theory of uniqueness of the existence
of global solutions in Section 2 and sufficient conditions for the existence of a stationary distribution
of the system (1.2) in Section 3. Meanwhile, we further give the solution theory of special algebraic
equations and the exact expression of the local probability density function of the system (1.2), and
finally verify the correctness of our theory using numerical simulations.

2. Existence uniqueness of the global solution

Theorem 2.1 For any initial values (x(0), u(0), y(0),8(0)) € I', the system (1.2) has a unique global
solution (x(t), u(t), y(t), 5(t)), and is maintained with probability one in I.

Proof. It is evident that the coefficients of the system (1.2) satisfy the local
Lipschitz condition. Consequently, there exists a unique solution for ¢t € [0,7,), where 7,
represents the moment of explosion [30]. Let R, = (-n,—n) X (-n,—n) X (-n,—n) X (-n,—n), for
any initial value (x(0),u(0),y(0),8(0)) € T, there exists a sufficiently large integer my

satisfying (In x(0), Inu(0),Iny(0),5(0)) € R,,, for any m > my, define 7, = inf{t €

O, T)I(n x(2), Inu(z), In y(¢), B(¢)) ¢ R,}, it is clear that 7, is an increasing function concerning

m. In the subsequent proof, we define inf{Q}} = +oo, 7, = lim 7, ; hence 7., < 7,. The following
m—+oco

proves that 7, = +o0 and thus can show that 7, = +co.
Adoption of the counterfactual: Assumptions 7., # +oo, there exists 0 < & < 1 and a positive
constant m*, Ty > 0 satisfying

P(Tm <Ty) := P(G,) 2 &, Ym > m*, (21)

where G,, = {1, < To|(In x(¢), In u(), Iny(¢), B(t)) € R, t € (0,7,)}, defining non-negative functions

2
V=x-1-Inx+u-1-lnu+y—-1-Iny+—,

2
combined with the Ito formula [30]:
1 . L. . xX+u |
LV =(1- ;)(/l —dx—-"xy)+ (1 - ;)[,8 oxy +nry(l — T)] —(u+ou+ (- ;)(o'u —ay)
_ 1
+apB-p)+ 56
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nry(x+u) (4 + oYt — Bxy m(l X+u
K u K

A
=Ad—dx—-B'xy——+d+By+6B xy +nry— )
x

_ 1
+/J+a'+0'u—ay—g+a+a/,8(,8—,8)+§92
Yy

~ 1
S/l+d+,8+y+5ﬂ+xy+77ry+,u+0'+0'u+a+01,8(,[3’—,8)+592
norkK

K _ 1
S,B*[%(1+(5K)]+/l+ +d+,u+o-+o-K+cxﬁ(B—ﬁ)+—92

_ K orK 1
<laf+ I+ K018 -t + 2y A dvu+ro(d +K)+ 50
a

norkK
a

<A+

1
+/1+d+,u+0'(1+K)+§02 =D,

where
A = sup{[aB + —(1 + 6K)1|Bl — alB*}.

BER
Integrating and taking the expectation gives
0 <E[V(x(ty A To), u(Tin A To), (T A T0), B(Tin A T))]

T ATo

= E[V(x(0), u(0),y(0), )] + E[ j; LV(x(7), u(7), y(1), B(1))dT]
< E[V(x(0), u(0), y(0), )] + DT,

combined with Eq (2.1), for any ¢ € G,,, we get V(x(t,,, &), u(Ty, €), Y(T 1, E), B(T1, £)) outweigh (e —
1—m)A(e™ —1+m)/\ﬁ SO
E[V(x(0), u(0), (0),3(0)] + DTo = E[V(x(Tu A To), u(Tin A T0), Y(Tiu A T0), BT A T0))]
z Ellg,&Vx(tm A To), u(tm A To), (T A T0), B(Tm A To))]
2 P(Gu( )V (X(Ts E), Ty ), Y(Tins §), BTy §))

m2
>gfe"—1-mA(e™ -1 +m)/\7],

let m — oo, which gives
+00 < EV(x(0), u(0), y(0), 8(0)) + DTy < +o0,

this is a contradictory assertion, which invalidates our original assumption, i.€.,T., =
+00. Therefore, there exists a unique global solution (x(¢), u(t), y(u), 8(¢)) for the system (1.2).

3. Existence of a stationary distribution

In contrast to deterministic models, stochastic models lack positive equilibria. Consequently, this
section will investigate whether the stochastic model (1.2) exhibits a stationary distribution indicative
of the persistence of the epidemic.

Theorem 3.1. If
. SAop

- oK\ L,
a(u +o)(d+ 2a\/75)
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then there exists a stationary distribution for system (1.2). Where

_(f (x V 0)3x(x)dx)’ = (— f (—x+ﬁ)3e “dx)’.

Proof. Taking the function V; = —Inu — ¢y In x — ¢; Iny, applying the Ito formula yields

u 1 . ou
Ly = -E 2T - sy ool rad s oy - ot + e
U U K X y
oB* A *
_—3§/ﬁ =) x-St o ed + By +a
u X y K

= =3+/0cicrdoBt + cid + ¢

K _
< -34 ocicpdoBt +cid + ¢ (P(t) v O)O-— +ca+cfy+u+o
a

0
< =3+/6cicrdoBt + cid + <l \(;-_

=-3 Vdclcz/l(rﬁ +(3 \/5c1cz/10',3 3+/6cicrdaBr) + ¢ (d +
f xm(x)dx),
0

where P(t) = 5(t) — 8, seek to solve

~ c10'K
+coa+cffy+u+o+

(P®)yvO- f ) xm(x)dx)
0

)+cza+clﬁy+,u+0'

6clcz/lO'B N oK
=C =
cicald + 22’%) 2a+\na

we can have

A603 608
1 = T 0K S N
S R S e e
consequently
SAof _ ; 5[ K ©
LV, < —% +u+o+cfy+ 3\‘/50102/10'(# - \3/,8_+) + ag - f xr(x)dx)
a(d + 5, 7= «/ﬁ) 0

= —(u+ )R — 1)+ cifiy + 3\3/60102/10'(\3/,5 ~ B+ 9K by v o - f ),
0

where
RS 6/10'ﬁ

= 3 3_ JR _ 3 *? 3
"~ aw s o+ —(f (x v 0)*7(x)dx)* = ( f( x+B)se dn).

The function V, = V| + —By is taken, and the It6 formula is applied, which yields
a

LV, = Lv, + 9P _ By
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cop
a

u-cip

<—(u+o)Ry—1)+cify+ 3\3/6c102/10'(i/,é - \S/ﬂ—Jr) + c1ok
= —(u+ )Ry = 1) +3+/ 6cwﬂa(i@ — B + CIZK(P(t) VO f " o) + Clzﬁ "
0

2
Taking the function V3 = —Inx —Iny — In(K — x — u) + ’%, applying the Ito formula yields

(P(t)Vv O - f ) xr(x)dx) +
0

/l d + 6+
LV3:——+d+,8+y—Q+a+ - x_ By 4 B xy Ly
X y K-x-u K-x-u K-x-u K-x-u K
+0)u _ 92
- —,3‘ +BlaB-Pl + >
—Xx—Uu
A ou dx 5 02
ST~ +—|,3|+a/,8,3 af® + — + B,
X y K—x— 2
where N - )
B= —sup | L A S L + 2 v d+a)
(x,u,y,B8)ER3XR* K-—x-u K-—x-u K—x—-u a

Taking the function V = MV, + V3, the function has a minimum point in the feasible domain
V(x0, uo, Yo, Bo), s0 we make V = V — V(xo, ug, yo, Bo), applying the Ito6 formula to it gives

U+ 3Méc, 02/10'(\/7 \/E)

LV<-Mu+o)Ry—-1) + < M(P(t) vVO0- f‘” xm(x)dx)
0

A ou dx 6*
—;—7—K x +—|,8|+Clﬂﬁ CZB +§+B
=F(x,u,y,B) + 3M\/6clcz/10'(\/7 VB + (P(t) vO0- f xm(x)dx), (3.1
0
where

2 2
Fouuy.) = ~Mu+ oy -1+ S 2T TRy g ap+ T v B

X oy K-x-u 2

Next, we first verify that related properties of F(x, u,y,), defining bounded closed sets

1 _ 11
D8={(x,u,y,,8)T€F:x28, uZe,y282,x+u£K—sz,|ﬁ|S—} =D, X[-—, -],
£ g €

divide the set I\ D, into the following five regions:
D¢, ={(x,u,y,B)" €T:x <&},

DSy ={(x,u,y.p)" €T :u<el,
D5 ={(x, u,y,p) €l :y< &, u> el

D;, = {(t,u, )T eT:x+u>K—-¢&, x> ¢,
1
DZ,S = {(-x’ u’y,ﬁ)T S r . Iﬁl > ;},
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meet the conditions:

“M(u+ PR, - 1)+ G < -2, (3.2)
BM
QM (3.3)
a
BMK A
L QBME Ay (3.4)
a E
BMK
gy GOBMK o (3.5)
a E
BMK  d
g4 QIPME 4y, (3.6)
a E
BMK
a 2g?
where i
K _ 0
Gy = sup{ (8l + apB — 2B} + 5 + B < oo
Ber+ A 2 2
Case 1. Consider the region Df:’l,
BM 1 oK _ e
Fx,u,y,) < —M(u +O')(R(S) -+ 198 u—— + U_lﬁl +a/ﬁ,3—aﬁ2 + E +B
a X a

A BMK K - 6>
S—— =My +o)R) - 1)+%+U—|ﬂl+aﬁﬁ—aﬁ2+—+3
X ) a a 2
<p 4 QIPME A
a €
Case 2. Consider the region Dy ,,
BM K _ 62
F(xu,3.8) < ~MGu+ Ry = 1)+ P+ TR gl o -~ off + -+ B
a
BM K _ 62
<M+ Ry~ 1)+ e TRy - o+ T+ B
a
<-2+ CIO-'BMS <-1
a

Case 3. Consider the region D¢

&,3°

oM ou o 2

F(x,u,y,) < —M(u+o)(Ry— 1) + u-— > + —K|,8| +afBB - af’ + " +B

a 2
BMK K ~ 6?
< MR - 1)+ DTPYE K i+ LB
y a a 2
<py QIPMK T
a €
Case 4. Consider the region Dy ,,
oM dx 2

F(xu,y.f) € =M+ o) Ry = 1) + =——u +%(L3|+aﬁlg_aﬁz+e_+3

2

_K—x—u
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d BMK oK _ 6
P Mt o -1+ STPME TR agp—ap+ L v B
K—x—_u a a 2
§_2+M_é§_l.
a E

Case 5. Consider the region D .,

AM K _ 0
F(x,u,y,) < ~M(u+ )RS — 1) + agpM %,Bz + 2208 + o8B - %,82 +=+B
a
S _2 + M _ i S _1.
a 22

Thus, there exists a sufficiently small & satisfying that for any (x,u,y,8) € I' \ D, there is
F(x,u,y,5) < —1, and it can be demonstrated that there exists a positive constant number H satisfying
the following condition: for any (x,u,y,8) € D, has

F(x,u,y,) < H < oo,
integrate both sides of (3.1) and take the expectation to obtain

EVx(®), u(®),y0).5®) _ EV(x(0), u(0),(0).50)
t t

EV 0), u(0), y(0), 8(0
COHOIOPDD f E(F(x(s), u(s). Y(5), B(s))ds
+ MG E [ [ wvoiama-; f Bs) v 0)'ds| + LT [ f P vods- [ xﬂ(x)dx]
—00 0 0
combining () and the ergodic property of P(¢) , it follows that

lim E Um(x vV 0)3 7(x)dx — % f (B(s) v 0)%ds] =E Um x%n(x)dx] - foo Xr(x)dx = 0,

=00 —0 0 0 0
lim E [% f (P(s) vV 0)ds — f°° x??(x)dx] =F [foo x??(x)dx] - foo xm(x)dx = 0,
=0 0 0 0 0

it can be obtained by taking the lower limit:

0<

T fo E(LV(x(s), u(s), y(5), B(5)))ds

0 < lim inf 250 40).3O0.BOD f E(F(x(s), u(s), (5), B(s)))d's
0

t—00 t 1—00

= liminf — ! f E(F(x(s), u(s),y(s),B(s))ds
0

—o0

.
= thm inf ; f E(F(x(s), u(s), y(s)a:B(S)))1(x(s),(s),y(s),ﬁ(s))TEDSds
—00 0

1 !
+ lim inf — f E(F(x(s), u(s), y(s)aﬁ(s)))1(x(s),(s),y(s),ﬁ(s))TGI‘\ngS
0

t—00
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< Hlim inf% f P{(x(s), u(s), y(s),B(s)) € D.}ds — lim inf% f P{(x(s), u(s),y(s),ﬂ(s))T el'\ D.}ds
0 o0 0

t—oo

<-1+(H+1)lim inf% f P{(x(s), u(s), y(5), B(s))" € D.}ds,
=0 0

consequently
> 0,

lim infl I) P(s, x(s), u(s), y(s),8(s), Dy)ds > Hi— 1

t—o0 t

therefore, there is a stationary distribution for the system (1.2).
4. Probability density function

The study of stationary distributions has significant implications for disease. The calculation of
the density function in the vicinity of the quasi-equilibrium point in the presence of such distributions
can assist in the study of the distribution of disease at a given moment in time.

First we set the quasi-equilibrium point to (x*,u*,y*,5), let X; = x — x*, X, = u — u*, X3 =
y —y*, X, = 8 — 3, solving for the Jacobi matrix yields

—B'y-d 0 —Bx —Xy
+y — 1Y 0y + _ X+u
BTy —F = —(u+o) B x+nr(l —=7) oxy ’ @.1)
0 o —a 0
0 0 0 -
then the linearized system can be written as:
dX; = (—aiX) — a;3Xz — a;uXy)dt,
dXs = (—an X — a»nXs + anXz + arnX4)dt,
2 = (manX) — anXo + anXs + ayuXy) 42)

dX; = (a3X, — a3 X3)dt,
dX, = —asuX,dt + QdB(t),

where .
— — ry -
an =d+By*, aiz =Bx"°, an = X"y, ax = X By",
_ ry* N * : * _ * ok _ _ _
a)y = +u+ 0, ayy =Lox +nr(l — ), Ay = OX'Y', a3 =0, A3z = a, A4y = @,

K
rewriting the above system of equations into the form of a matrix equation

dX(t) = AX(t)dt + GdB(1),

where
—dal 0 —a;z —dig
X(1) = (X1, X0, X5, X), A= |~ 792 n 0% DG iag(0,0,0,6).

0 asy —as33 0
0 0 0 —ayq
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There exists a unique probability density function (X, X,, X3, X4) for the system in the vicinity
of the quasi-equilibrium point, the form of which can be obtained by the following Fokker-
Planck equation [31]:

00(X(),t) 0 6 POX(1),1)
T + ﬁ[AX(I)(D(X(I), n] - 36—)(2 =0, 4.3)

d(X4, X3, X3, X4) can be described by a quasi-Gaussian distribution
DX, X2, X3, X4) = ce™ 1K1K X5 XOP(X X X3 Xo)!

where, c is a constant satisfying the normalization condition fR4 DX, X5, X5, X4)dX1dX,dX3d X, = 1,
and the real symmetric matrix P satisfies PG’P + ATP+PA =0, defining that P~' = ¥, the above
equation can be rewritten as

G*+ AL +3AT = 0. 4.4)

Theorem 4.1 If R) > 1, and satisfies

k % *

A+ s pvro+ra)+a p v o) - olBr + i1 - 2 s 0,
X K K
a(d +By*)('7;(y + 4 o) — o(d + By + B Box + (1 = & ;;” ) > 0.

the normal probability density function ®(x, u,y, 8) of the solution of system (1.2) in the vicinity of the
quasi-equilibrium point can be expressed as

_ _1 1 * # * AN — * * % P
(D(x’u,y’ﬁ):(Zﬂ') 2|2| zexp[_i(x_x’u_u’y_y ’ﬂ_ﬁ)z ](x—x,u—u,y—y ’ﬁ_ﬁ)T]
where X is a positive definite matrix, and

S = pH01 ) LI = pHQL) QD) T,

p1 = —aisaiasl, pr = —ayaazl, J = J3JoJy, L= J4JoJy,

00 01 1 0 00 10 0 O 1 00O
1 000 0O 1 0O o1 0 O 0100
=loroo0| "o ol oo 1 of*Tlooo 1]
0010 0O 0 01 0 0 —Z—? 1 0010
—auaiag  as(ayas — aran) + ajaeas  as(az + ayas + arag) + az(asag + aeay) h
0, = 0 adg asde + dedy a%+a2a6
e 0 0 dg ay ’
0 0 0 1
kl k2 k3 k4
Qz _ 0 a,as  —dapdy — ArAass a%z + aasy
0 0 a —an ’
0 0 0 1
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the exact form of X,, X4 will be given in the proof.
Proof. First, we determine that the matrix A is a Hurwitz matrix, computing the characteristic
polynomials of A as follows:

A+ an; 0 ags aiy
oa() = AE - A]=| @ A+an —ap  —an
A 0 %)) A+ as; 0

0 0 0 A+ ayy

3 2
= (A + aw)[A + (an +axn +az3)A” + (ay1ax + ajaszs + anaszs — a;az)A

+ (anaxnasz — ajza azx — a;1a3az;)]
= (A + aw) P+ dy > + dod + d3),

combining the conditions gives

d1 >0,d2 >0,d3 >0,d1d2—d3 > 0.

00 01
C ) 1 00O .
Take the primitive matrix J; = 0100l calculate and obtain
0010
—d4q 0 0 0
A= TAT = —ayy —ai;r 0 —aps ,
azs —dz —dxp A3
0 0 dasy —dadsj

1 0 00
.. . . . 0O 1 0O
continuing with the elementary transformations, take the matrix J, = 0 2 1 0| calculate
aig
0O 0 01
and obtain
—ay4 0 0 0
_ —-a —-a 0 -a
AZ:J2A1J21: 14 11 13 ,
0 a —dxp a4
0 a;  axn —as
where
_Aaxpdyy  dj1dag _ ai3dag _ axazxp
a = - —dyy, Ay = Az3 — , Az = — >
a4 ajg aig ais

since a3 must not be zero, we discuss whether a; is zero in the following:
D a #0
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- o O

Take the primitive transformation matrixJ; = , calculate and obtain

S o o =
S o - O
- o O O

—day4 0 0 0

As = J3A2J3_1 _| ~%4 —adn d4 —ai ,
0 a as a
0 0 as ay
where o
asap a3(ax — 22
a, = — , s = —an,
aq aq
as(azs + as(as — “22)  gagy, as(az — “2°2)
as = az — + , a7 = —a33 — —————————————
ap ap a
Noting that J = J3J,J;, then Eq (4.4) can be rewritten as
JG*J" + (JATHIZIT) + (JZI"H(JATHT =0, 4.5)

rewriting Eq (4.5) yields
Gi + A%, + A% =0,

let Yy = X4, V3 = aeX3 + a7Xy, Yo = dY3, Y| = dY>, so the calculation yields the standard R, matrix
for Az as

2
—ausarae  as(aras — arain) + a1aea;  ae(ds + aids + axac) + a7(asas + deay) 1
2
3 0 aag asag + agdz a; + axae 46
Ql - > ( . )
0 0 ae ay
0 0 0 1

where
2
h = a7(a; + axae) + ag(aras + ara; — ayags),
therefore, the calculation can be obtained

014;07" =

o — o 4
[\ )
|
N e =
(98]
coco 4
&

1
0
0
according to the invariance of the matrix elementary transformation, the characteristic polynomial is
also invariant. Hence, we obtain

Ny =ap +ax +ays + ay = di + ag,

Ny = a11a33 + Axa33 + a110 — A23a3 + 411044 + A2004s + A33044 = dy + djAya,

N3 = ay1a0a33 — 41302103 — 411023037 + Q11022044 + 011033044 + A2A33044 — Q23032044 = d3 + draus,
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N4 = 41102033044 — 41302103044 — Q11023032044 = d3044,

we can know that
01G10] = diag((aiaaiash)*,0,0,0),

let
014;07" = D, pi = —anaiach, = = p> 012107, Go = diag(1,0,0,0),

rewrite the equation 0,G107 + (01A;0;)(Q:1Z201) + (01Z01)(014;0;1)" =0 to read
Gy + DX, + 5D =0,

calculation can be obtained

nan3 — Nniny ns

2_ 2 0 - 2_ 2 0
2(nynang — n5 — nyng) 2(nynons — n5 — ning)
ns ni
0 2_ 2 0 - 2_ 2
Y = 2(nynanz — n5 — ning) 2(nynanz — n5 — ning)
2 = ns - n 3
- 2 2 0 2 2 0
2(nynans — n5 — nyng) 2(nynans — n5 — nyng)
n niny —nj
0 - 2_ 2 0 2_ 2
2(ninonz — n5 — nyng) 2ny(ninong — n5 — nyng)

computing
2 2 2
nnon3 — ny — njng = ni(npnz — ning) — as

= (dy + an)(didy — ds)ay, + ds(didy — d3) + da(dvdy — d3)ag > 0,
thus, X, is a positive definite matrix, since
2 =010, %0, T = J2TT,

therefore
2 = (01 ) 'Sl )T

is also positive definite.

D) a; =0
1 0 0O
. . ) 0100 )
Take the primitive transformation matrixJ, = 00011 calculate and obtain
0010
—ay4 0 0 0
Ay = LAy = —ayy —an —aiz 0 ’
0 a;  —az  axp
0 0 ay i %%)
noting that L = J4J,J;, Eq (4.4) can be rewritten as
LG°L" + (LAL™"YLELT) + (L2LTY(LAL ™! = 0, 4.7)
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rewriting Eq (4.7) yields
G5 + AZ; + T3ALY =0,

let Y, = Xy, Y3 = a,X5 — anXy, Y, = dYs, Y| = dY,, so the calculation yields the standard R; matrix
for A4 as

ki ko ks ks
2
0, = 0 waz -aaxn —amaz ay, + aaz (4.8)
2 = .
0 0 a, —dan
0 0 0 1
where
ki = —aysaras, ky = —ax(azay + azasz) — arazan,
2 2
ks = ay(a3; — azaz + arazxn) + anlarax + a>asz), ks = —axn(ay, + araz) — ax(axnaz, + azassz).
. . . . dxdys  d11d4 .
Since, in this case, a; = 0, i.e., ay; = - , the calculation therefore reduces to
aig aig
—ny —np —N3 —N4
4O = 1 0 0 0
0 0 1 0

ni—ny is defined as above; calculate and obtain
QngQg = diag((a14a2a30)2, 0,0,0),

let
0,A405" = D, psy = —a14a:a30, %4 = p5>0,2:05, Gy = diag(1,0,0,0),

rewrite the equation 0G307 + (024405 NQ:200) + (:200)(0:440;) = 0 as
G + DXy +X,D" =0,
the calculation gives £, = Z,; similarly, in this case
23 = 030,240, T3 = LEL,

thus
2 = p3(Q:L) ' 20 L)'

is also positive definite.
Combining the above two cases, the expression for the probability density function near the quasi-
equilibrium point is

1 1 * * * po, — * * * o)
O(x, u,y,[) = (27r)‘2|2|‘2€xz7[—§(x—x u—u'y =y, BB (x—xu-u",y-y,8-B1
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5. Disease extinction

In addition to the aforementioned considerations, the study of the conditions that lead to the
extinction of infectious diseases will also play a significant role in the subsequent treatment and control
of these diseases. This section will present the conditions that result in the extinction of diseases.
Theorem 5.1 Let (x(1),u(t),y(t),B(t)) be a solution of model (1.2) with any initial value

(x(0), u(0), (0),8(0)) , if
o _ 0K6
Ri=——BK+nr+ —) <1,
0 T 0_( B n ,—ﬂ_a)
then we have limu(t) = limy(t) = 0, i.e., the infection of system (1.2) will become exponentially
— o0 — o0

extinct in the long run.
u+o
Proof. Constructor W(¢t) = u(t) +

¥(#) , next we apply the Ito formula to In W,

o
dy)

| |
LinW) = wdW = o= (du + K

= v[i/[qgﬂcy + nry(l — iKu) — U+ )+ (u+ o — (u + O')ay]
o

< %[6,8+x+ nr— @] < %[6Bx+ nr— @] +

T (K + pr - $FD4  TOKB B (5.1)
o o u+o

oxy

26 -

<

integrating Eq (5.1) from O to ¢ and dividing both sides by t yields

RO « L topr+nr- LD P8 (g -pan. 62
t u+o o

combining this with the powerful number theorem for martingale yields

I - 0
}L@OE(;[O IB(r) - BldT — \/ﬁ) =0, (5.3)

taking the upper limit of Eq (5.2) and combining it with Eq (5.3) yields

In W(r _ 5K0
limsup 2V _ T jspg g WEOA O

=a(R,-1) <0, 54
oo 1 p+o o (u + o) Vra “Ro=D 64

where
o ~ 0K0
RE=—(BK+nr+ —) < 1.
0 “_'_0_(,3 n \/ﬁ)

Therefore, we have lim W(¢) = 0, i.e., lim u(¢) = lim y(#) = 0, implying that both latently infected
—00 t—o00

t—00

as well as actively infected cells of the system (1.2) will be exponentially extinct in the long term . The
theorem is proved.
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6. Numerical simulation

In the numerical simulation, discretization of stochastic models is a very important and significant
step, and the choice of discretization method has a great impact on the accuracy, stability, and
computational efficiency of the numerical solution. The common numerical discretization methods
are the Euler-Markov method and the Milstein method.

The Euler-Markov method is the simplest and most widely used method for discretizing the
SDE. It is a first-order approximation that uses the discretized form of the SDE to update the solution
at each step, and includes both deterministic drift and random noise terms, but its accuracy is limited
to first-order convergence of the step sizes. Milstein’s method is a higher-order method (second-order
convergence) with a higher accuracy compared to Euler-Markov’s method, and in addition to the drift
and diffusion terms, Milstein’s method also includes an additional term. In addition to the drift and
diffusion terms, the Milstein method includes an additional term to account for the interaction between
the random noise and the diffusion coeflicients. This additional term improves the approximation of the
solution, especially for complex SDEs where the influence of the noise term is large. In this section, we
use the Milstein method [32,33], and the discretized equations are as follows:

K= x4 [/l —dx’ —ﬁ+j,0xjyj] At,
x +u
K

. . . , (6.1)
Y=yl 4 (O'I/t] - ay’) At,

2
B =g+ a|B- o] Ar+oVALE; + %(f? - DA,

where, (x/,u/,y/, /)" is the corresponding value for the jth iteration of Eq (6.1), A denotes the time
increment, and &; represents an independent Gaussian random variable.

Example 6.1 Seclect the parameter values in Table 2; in the absence of infection, the normal CD4*
helper T-cell count averages 1000 cells/mm? [8], and we consider a target cell carrying capacity of 800
cells/mm?>. Calculate the conditions for the existence of a stationary distribution.

N

1 (o]
B=(— f (0.002236x + 0.01) e~ dx)} ~ 0.009914,
Vit J_sam

SAof _ 0.25x10x0.03 x 0.009914

O au+o)d + k) T 0.2x0.04x0.07596

~ 1.22795 > 1,

calculations show that, under this set of parameters, there is a stationary distribution for system (1.2),
implying that uninfected cells, latently infected cells, and actively infected cells will persist near the
quasi-equilibrium point. It is clear from Figure 2 that there is a stationary distribution of the system
around the quasi-equilibrium point x* = 63.586, u* = 98.179, y* = 14.727.
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Figure 2. Stationary distribution of the system (1.2) with initial values x(0) = 200, u(0) =
10,y(0) = 1,B(0) = 0.01, Ileft panel represents the deterministic system as well as the
phenomenon of stochastic system variations, right panel represents the histogram of the
frequency distribution of the stochastic system in the vicinity of the quasi-equilibrium point.

Example 6.2 In this section, we use numerical simulation to study the effect of other parameters
on the system (1.2). First, we set K = 500, and the rest of the parameters are the same as in
Table 2. Based on this, we study the effect of three different 6 on the latent infected and active infected

cells, 6 = 0.04, 6 = 0.25 and ¢ = 0.35. Respectively, bringing them into R{ , we can obtain the
following results:

0.03 0.04 x 500 % 0.001

when & = 0.04 , RS = ——(0.04 x 0.01 x 500 + 0.135 + ——— > 2220y 027 < 1,
0.04 V02 x 7

. 2 001

when 6 = 0.25, RS = 230,25 x 0.01 x 500 + 0,135 4 222X 200X 0000y 157
0.04 V02 x 7
0.03 0.35 x 500 x 0.001

when & = 0.35, RE = ——(0.35 x 0.01 x 500 + 0.135 + ——2 222 X200y — 1579 > 1
0.04 V02 xn

By calculating that under the first set of parameter values, the disease will go to extinction, and
under the next two sets of parameter values, the disease will persist. Figure 3 illustrates this
point; at the same time, looking at Figure 3 , it is not difficult to see that, under the premise of the
disease’s persistence, with the ¢ getting bigger, u(f) and y(#) will be maintained around a larger
value. Biologically speaking, the more susceptible cells become latent through infection, the more
cells will be transformed into active infection, so our simulation results are reasonable.
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Figure 3. The state of the system (1.2) with initial values x(0) = 50,u(0) = 20,y(0) =
10,8(0) = 0.01 under different 6 for u(r) and y(¢) .

Example 6.3 It is of paramount importance to study the transition time of an infected cell from
its initial state x(0),u(0),y(0) to a sustained state x(s),u(s),y(s) and finally to an extinct state
(x(e), u(e), y(e)), which can be referred to as the first passage time (FPT) [34]. The first passage time
represents the time required for a random trajectory to reach another state for the first time; the average

value of the FPT becomes the MFPT [35, 36].

In this section, we choose N = 500 and perform 500 cycles to obtain the average time required
for the system (1.2) to reach a stationary distribution for the first time under different @ and
0, respectively, with the rest of the parameters remaining the same as those in Table 2, and the plotted
images are shown in Figure 4. The average time required to reach extinction for the first time in the
system (1.2) with different @ and 6 is shown in Figure 5 for the first set of parameters chosen from

Example 6.2.
Table 2. Table of parameter values.
Parameter Value Source Parameter Value Source
A 10 cells/mm?/day [8,37,38] S 0.01 cells/mm?/day [40]
d 0.01 day™! [8,37] 0 0.25 [8]
n 0.9 [8] r 0.15 day™! [8]
K 800 cells/mm’® Estimated u 0.01 day™! [8]
o 0.03 day™! [8] a 0.2 day™! [36]
a 0.2 day™! [39] 0 1073 mm?/cells/day®’* [29]
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Figure 4. The average first arrival time is calculated by transferring from the initial state (x,
u, y) = (200, 10, 1) to the stationary distributed state (63.586, 98.179, 14.727).
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Figure 5. The average first arrival time is calculated by transferring from the initial state (x,
u, y) = (200, 10, 1) to the extinction state.

Example 6.4 In this section, we investigate the impact of random factors on disease
extinction, maintaining all other parameters constant, and observing the change in Rj for different
values of [a,68]. As illustrated in Figure 6, R{ decreases as « increases or 6 decreases. This
implies that as the rate of regression to the mean increases or as the noise intensity decreases, the
disease is effectively controlled and tends to become extinct. This is a realistic and biologically
significant outcome.
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Values of Rg for different (c,0)

1.4
1.35
1.3
1.25

0 : T

Figure 6. The color phase diagrams illustrate the variation trends of R{ with respect to
different values of @ and 8, which are constrained to the interval [0.1,0.5] x [0.0001, 0.0041].

7. Conclusions

The objective of this paper is to investigate the dynamical impact of the Ornstein-Uhlenbeck
process on the HTLV-1 model. A number of different and suitable Lyapunov functions were constructed
to prove the conclusions drawn. The following paragraphs present the main results of this study:

(i) For the stochastic model, after considering the perturbations, we show that for any initial
value, there exists a unique solution to the system (1.2);

(i) By establishing a series of suitable Lyapunov functions, we prove the existence of a unique
stationary distribution for the system at Rj > 1 and perform numerical simulations to verify the
results, see Figure 2 ;

(i11) After proving the existence of a stationary distribution, we give a concrete expression for the
local normal density function corresponding to the stochastic system (1.2) in the neighborhood of the
quasi-equilibrium state, provided that the conditions are satisfied;

(iv) The threshold condition R for disease extinction is given, see Figure 3, and the effects of
mean reversion rate @ and noise intensity 6 on this condition are also investigated, see Figure 6;

(v) 500 simulations were performed to obtain the average elapsed time for the stochastic system
to reach the stationary distribution state for the first time as well as the extinction state for different
initial values as well as parameters, see Figures 4 and 5.

It is important to note that this study has certain limitations. First, we have focused on modeling
the parameter infectivity S to follow the Ornstein-Uhlenbeck process. However, the model could be
made more realistic by assuming that other parameters in the system (1.1) also satisfy the Ornstein-
Uhlenbeck process. Moreover, we have derived local probability density expressions for the stochastic

AIMS Mathematics Volume 9, Issue 12, 36444-36469.



36466

system near the quasi-equilibrium point, but a global probability density expression remains an open
question. Additionally, further investigation is needed to determine whether other types of stochastic
disturbances might be more appropriate for this problem.

In the paper, we use 8° = max{f(¢),0} to ensure non-negativity of the infection rate in the
system. However, the non-negativity of the infection rate can also be ensured by considering the
Ornstein-Uhlenbeck process that includes a logarithmic transformation, i.e., dIng(t) = a(lnf —
InB(#))dt + 68dB(t) , for which we will carry out related work to investigate this. In addition, discussion
work considering the effect of adding multiple Ornstein-Uhlenbeck processes on the model results is
also underway.
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