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Abstract: Stochastic partial differential equations (SPDEs) driven by Lévy noise are extensively
employed across various domains such as physics, finance, and engineering to simulate systems
experiencing random fluctuations. In this paper, we focus on a specific type of such SPDEs, namely
the nonlinear beam epitaxy equation driven by Lévy noise. The Feynman graph formalism emerges as
a potent tool for analyzing these SPDEs, particularly in computing their correlation functions, which
are essential for understanding the moments of the solution. In this context, the solution to the SPDE
and its truncated moments can be expressed as a sum over particular Feynman graphs. Each graph is
evaluated according to a set of established rules, providing a systematic method to derive the properties
of the solution. Moreover, the study delves into the behavior of the truncated moments for large times.
Truncated moments, which capture the statistical properties of the system up to a certain order, are
crucial for characterizing the long-term behavior and stability of the solution. The paper will conclude
with a discussion on potential applications, highlighting the broader implications of this approach in
various scientific and engineering contexts.
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1. Introduction and overview

Molecular Beam Epitaxy (MBE) is a well known technology used to approach the essential research
applied to the growth of semiconductor films and multilayer structures. Several works, see, e.g., [1,2],
are in one way or another connected with the nonlinear MBE universality class studied in [3,4].

MBE is an ideal process used to create a crystalline structure. The term epitaxy refers to the
deposition of an overlayer on a crystalline substrate. Whereas the term beam means that the evaporated
elements, such as atoms and molecules, never interact with each other or with vacuum gases until they
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impinge on the substrate.

MBE is more efficient and precise than other growth techniques primarily due to the reproducibility
of all parameters during the epitaxial process and the ability to control the kinetic evolution of the
epitaxial film layers. This advanced technology is widely used to produce lattice structures composed
of multiple thin layers with extremely small thicknesses. MBE was invented and developed in the
late 1960s at Bell Telephone Laboratories by J.R. Arthur and Alfred Cho, and has since become a
groundbreaking and heavily researched technology for depositing single crystals.

In this work we consider a more general model for MBE given by the nonlinear stochastic partial
differential equation (SPDE):

%(z, x) = —m VZu(t, x) — cV*u(t,x) + B V?|Vu(t, X))’ + &(t,X),
u(0,X) = ¢(X) ; (t,X) € E =10, +oo[xLs, m, ¢, B> 0,

(1.1)

where L; = {6z : 6 > 0, z € Z%} i the lattice on Z%, d > 0.

The stochastic force &(z,X) is a general space-time white noise of Lévy type that models height
fluctuation due to the random deposition of materials, and ¢ is a given initial function. The constant m
is associated with surface diffusion.

The term —mV?u(t, x) models the relaxation of surface height due to atomic diffusion along the
surface. It describes how atoms tend to move to minimize surface energy and smooth out surface
irregularities. However, the constant c is related to surface tension or surface stiffness.

The term —cV*u(t,x) models the effect of higher-order surface tension, which further smooths
out the surface by penalizing sharp curvature changes. It acts as a stabilizing factor against surface
roughness. Whereas the constant 8 controls the nonlinear effects during the growth process, the term
B V?|Vu(t,x)|P represents nonlinear interactions in the surface morphology, where the parameter p
defines the degree of nonlinearity. This term models how local changes in surface slopes affect the
growth dynamics, potentially amplifying certain surface patterns.

Together, these constants influence the growth dynamics, surface smoothness, and pattern formation
during the epitaxial process.

Stochastic differential equations (SDEs) driven by Gaussian noise have been intensively studied,
and their solutions are well-documented (see, e.g., [5-8]). However, stochastic partial differential
equations (SPDEs) of the form (1), which model a general MBE, are less explored, particularly with
restrictions on the terms on the right-hand side of the equation. Relevant studies with such restrictions
include [9-13]. Let us mention that to the best of our knowledge, this is the first study extending the
previous class to nonlinear SPDEs driven by Lévy-type noise. ( The extension should be understood
in the sense that random variables with a Lévy distribution extended Gaussian random variables).

In the general model for the MBE given by Eq (1.1), Vu is the discrete gradient defined by

Vu(x) = 5—1(u(x +0e) — u(X), . .., u(x + oey) — u(x)), (1.2)

while the p-discrete gradient V?u is defined as V? = V(V?~'u). If p is even, this is nothing else than
the discrete p—Laplacian, and the Laplacian is defined by

Au(x) = 67( - 2d u(x) + Z u(y)). (1.3)

ly—x|=6
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where (e, - - - , e,) is the canonical basis of R?.
The main idea in this paper is to solve the SDPE (1.1) perturbatively by expressing the solution u
as follows:

u(t,X) = > (=) ui(t, X). (1.4)
i=0

To address the complexity of finding an analytic solution for the SPDE (1.1) in the form of power
series, we introduce the Feynman graph formalism from quantum field theory, along with concepts
from graph theory. This method provides a graphical representation of both the solution and truncated
moments, offering a more intuitive and systematic approach for studying the SPDE and extracting
information about the moments of the solutions and the noise £. For more details, see, e.g., [10, 12].

Use graph theory concepts such as network graphs, adjacency matrices, or other graph
representations to visualize the relationships between the solution components and the moments. We
can also consider using tools like network analysis to identify important nodes or substructures within
the graph.

The Feynman graph formalism represents the solution u(z, x) of the SPDE (1) and its truncated
moments < #"(t,x) >7 as a sum over specific Feynman graphs, which are graphical representations of
the terms in the power series expansion of the solution; see, e.g., [11,12].

By obtaining graphical representations of both the solution and its truncated moments, we can
gain deeper insights into the behavior of the various terms in the generalized MBE, as described in
Eq (1.1). Additionally, we can explore several applications of the equation across different fields. For
example, if the equation describes a physical system, we can discuss how the graphical representations
help in understanding the system’s dynamics or predicting its behavior under different conditions. If
the equation represents a mathematical model in economics or social sciences, we can discuss how
the graphical representations aid in analyzing the model’s implications or making predictions. In the
context of the current problem, we might compute truncated moments of the solution to understand
its behavior in terms of central tendency, variability, skewness, etc. Graphically representing these
moments can involve plotting them as functions of some parameter or as distributions themselves.
Overall, by incorporating concepts from graph theory and graphical representations, we can gain
deeper insights into the solution of the equation and its implications across various domains. This
approach also allows for clearer visualization and communication of complex mathematical concepts.

Let us now outline the structure of this paper: In the next section, we introduce key results necessary
for this work and present a perturbative solution to the SPDE (1). Section 3 provides a graphical
representation of the solution. Section 4 focuses on the truncated moments of the solution and their
behaviour for large time ¢t — oo. Finally, in Section 5, we discuss some applications.

2. Perturbative solution of the SPDE

We begin by presenting essential results from Fourier transform theory, discrete Laplacians,
gradients, and Green’s functions.

LetE=RxLs=x=(1,x)|t€R,x € Ly and [1¢ = [0, Z]?. Let A be either Ls or Z. The Schwartz
space of all rapidly decreasing functions on A, endowed with the Schwartz topology, is denoted by
S (A). Its topological dual, the space of tempered distributions, is denoted by S’(A). The dual pairing
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between elements of S(A) and S’(A) is denoted by (-, -). The action of Fourier transform and discrete
Laplacian on a test function u will be given below; however, we refer to [10, 11] for more details.

For u € S&), [u(x)dx = Y, 6 [ u(t,x)dt, x = (1,%). Foru € S(Ly), [fx)dx =
Dixels u(x).Let ¥ : S(E) — Rx Hg be the Fourier transform on S (£), i.e.,

F(u)(s, q) = (s, q) = fe”“'eiq'xu(x)dx ,u € SE). (2.1)

The inverse Fourier transform of, ¥, is given by
fX)= — TNy dsd 22
M(,X)—W Rnge e (u)(s, q)dsdq, (2.2)
and let ¥ : S(L;) — Hg’ be the Fourier transform on S (Ls), i.e.,
F(u)(q) = f e ux)dx , u € S(Ls). 2.3)

The inverse Fourier transform of, ¥ is given by:

1 L.
u(x) = - ]1; ) e F(u)(q)dq. 2.4)

By definition the action, of the Lattice Laplacian A on a test function u € S (L;) is as follows:

Au(x) = 67 [-2du(x) + " u(y)l. (2.5)
[x-y|=6
Then .
FAL)P) =672 =2d+2 ) cos(6p))|F w)(q). (2.6)
j=1

Where q; = q-¢j,and e; = (0, ..., 1,0, ...) is the canonical basis of RA.
We introduce the convolution product “ * ” as

frg(n) = f f-g)dy, f.g € SE. @.7)
Fori=1,...,d, |[Vu(t,x)|* can be written as
d
Vu(t, ) = 672 )" (u(t, x + 6e;) — u(t, X)), (2.8)
i=1
and for p € N
d
IVu(t, )" = 677 Z (u(t, x + 6¢;) — u(t, X))" . (2.9)

i=1
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Therefore, from Eq (2.5), one thus obtain

d
AVuP = 67> Aux + e;) — u(x))”
lzl ,
. ; ;(—1)’< (Z)A(uk(ux) uHx £ 5e)) (2.10)
d p
5P Z Z(—l)" (‘Z)[ —2d ) H(x + 5 ) + Z uk(y) "y £ 5 ep).
i=1 k=0 x—yl
Therefore

d p
FAVuP (s, @ = 6772 3 (-1)f (2’)[ ~2dF W X))(Q) * F ("™ (x + Se) (@)

i=1 k=0

+ D T @)@ « F @™y £ 6e)(@)]

x=yl
d p
= 52 ; ;(—1)" Ca(iq)” (i)[?(u(x))(q) * F o) @),

forC, e R,and | x—y | =9, but

F ' x)(@ * F W™ (y)) = f u'(q - v)u’(r) dr. (2.11)
We define now the Green function G(, x) by:

KLY = —mV2G(t, x) - cV*G(t, X) + 5(x), 2.12)

Gt,x)=0, <0, '
where §(x) is the Dirac distribution defined by 6(x) = §()6(x) = 8(1)d 96y x and &(¢) is the Dirac
distribution on R and 6y = szzl O5-1x,6-1y, With 6; ; the Kronecker symbol.

Applying to the Fourier transform ¥, it is obvious that

G)s,q = —— , 2.13
T 9= oo (2.13)
where
d d
(@) =267 m(d—m ) cos(dpy) + 4c6~*(d = > cos(dp; + cos(op; + de;)). (2.14)
j=1 J=1
Here ¢; = (0, ..., 1,0, ...) is the canonical basis of R4 and pi=p.¢.
We introduce another Green function G, as follows:
G(t, x) = 6(G(x), (2.15)

where 6(t) = 1 if t > 0 and 6(¢) = 0O else.
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Lemma 2.1. V N € N, 1 By such that:

I+ | p Y

NI~

| G(s, p) I< Bw (s, p) €10, co[ X Ls. (2.16)

Proof. We have

1 ,
q. - am,c( )
G(s,p) e f[o 2i-r]deqpe ame@ g

= e%t — N iq.p —t@p,(q)
" @i+ P f[o,z;]d[“ Q)Y e eon g

—t
ez

_ eiq'p [(1 _ A)N e—ﬂl’m,c(q)] dq’ (2.17)
[0.3]’

@m*(1 + [pHY

thus the integrand is a product of a bounded function with norm 1 and a polynomial function P(¢,q) =
(1 = AN e7?an@ hence

| G(s, p) I< Bn m (s, p) €10, o[ X Ly, (2.18)

where By = sup | (1 =AY g7tome@ |,
>0
welo]’
Lemma 2.2. Let S be the set of all measurable functions f : A — R such that for any k € N,AN € N

and
f |f(x )I" T < oo
(1+ |x|2) '

Then, S is an algebra under multiplication. In addition, if h € S, then G « h € S.

_1
Qmy?

Proof. For the proof we refer to [10]. O

Fori=1,...,d, we denote by Z be the random variable given by the distribution
1
P(Z = +6e;) = 7 (2.19)

here ¢; = (0, ..., 1,0, ...) is the canonical basis of R¢.

Proposition 2.1. Ler u(t, x) = Z;’;O(—,B)j uj(t, p) be an expansion of u in the sense of formal power
series in the parameter 3 and assume that G *n € S a.s. The perturbative solution of the stochastic
partial differential equation (1.1) is given by

uo(t, X) = G * £(1, X) + G, x ¢(x),

K\(p - k)! . .
ui(t, X) = G * Z Ky —— 2 (p = , ) l_[ui;l”(t,x)uf;;’_k(t,x+ 7), j>1, (2.20)
;(lo 01502

lo'll m>0

withu; € S a.s, here Liio, it, ..) = lig, i1, . 2 0 | ig+ir+.. = pik=0,1,.,p5 Y miy = j-1}
m>0

and K, 5 € R.
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Proof. We have the integrated form of the SPDE (1):

u(t,x) = BG * V? | Vu(t,X) |” +G * &, X) + G, * ¢(X). (2.21)

By setting u(t,x) = Zﬁj u;(t,x) and for g = 0, we get for j = 0:
=0

uy(t,x) = G * £(t, X) + G, x $(x). (2.22)

On the other hand for j > 1 and from Eq (2.10), we have

DB us(t,x)
=0

BG xV* | Vu(t,x) |” +G = &(t, X) + G, * ¢(X)

5 (p+2)ZZ( 1) ( ) 2d(Z,8’uJ(t x))¥ (Zﬁjuj(t X+de))

i=1 k=0 Jj=0
- Z(Zﬁfu,(t ) (Zﬁfuj(r y=5€)"™ |+ G« £(t, %) + Gy x p(x)
x-yl j=0
k! k
= Gx ) KdﬁM | |8 w0 uin ™ e x £ e, (2.23)
o0 l()'l] ..... m>0
for some constant K, s. Hence by identification
k'(p k)' im im—k 7
wit, ) =G > Kyg—— P, l:(l)um(t,x) ur ke x+ 2), j>1, (2.24)
L (lo i1,...) mz
where Lj(io, i1, ..) = {ioy i1, . 2 0 | ig+i1+..=psk=0,1,.,p5 > miy =j—1). O
m>0

3. Graph expansion of the perturbative solution

The solution presented in Proposition 2.1 through Eq (2.20) is technically complex and does not
provide clear insights into the behavior of the solution or the truncated moments. Introducing concepts
from graph theory to represent the solution and truncated moments offers an effective way to visualize
and analyze complex systems, such as molecular beam epitaxy (MBE) problems modeled by Eq (1.1).
This approach allows for the evaluation of various aspects of MBE, including growth dynamics, surface
smoothness, and pattern formation during the epitaxial process. Graph theory provides a robust
framework for understanding the relationships and structures within the data. We will use graph
theory to represent the solution of the equation, where each node in the graph represents a variable
or component of the solution, and the edges depict the interactions or relationships between these
components. This graphical representation can facilitate the visualization of the solution’s structure
and the identification of key components.

Truncated moments of the solution capture statistical properties of a distribution, often used in
probability theory and statistics.

AIMS Mathematics Volume 9, Issue 12, 36012-36030.



36019

Let us remind you that a graph G consists of a nonempty set V(G) of vertices together with a finite
set E(G) of edges such that each edge joins two distinct vertices in V(G) and any two distinct vertices
in V(G) are joined by a finite number of edges. The order of the graph G consists of the number of
vertices in G.

The graph G is said to be connected if each two vertices in G can be joined by a path. For more
details about the graph theory concepts we refer to, for example [14, 15].

Definition 3.1. A tree T is a connected graph without cycles.

In the following we denote by 7 (i) the set of all rooted trees T with root x = (¢, x) and four types of
leaves, which has i inner vertices with p + 1 legs. For the reader’s convenience, the table and examples
below summarize the graphical representations of the inner vertices, edges, and leaves of the tree T as
well as examples of trees of type 0 and 1 corresponding to 7 € 7(0) and T € 7 (1), respectively:

G Leaf of leaf of type Leaf of leaf of type  Rootofa  Inner vertex
type 1 2 p(x) type 3 4¢x+7) tree T
£, x) £t,x+7)
- O %) O ® X °

The representations of a tree of order 0 and 1 are given below:

0

Tree of order 0 Tree of order 1
Definition 3.2. For T € 7 (i), i > 0, we define the analytic value V(T, x, ) as follows:
Vertices and leaves values assignments

o Assign x € E to the root of the tree T.

o Assign values xi, ..., x, € E to the inner vertices.

e Assign yi,...,y; € E to the leaves of type 1 and 4, ...,2y € Ls to the leaves of type 2, where
I,keN.

o Assignty,...,t, € E to the leaves of type 3 and ry,...,rm € L; to the leaves of type 4, where
q,m e N.

Edge value assignments

e For every edge e with two endpoints, e = {v,w}, assign a value G(e) = G(v —w) if e is connected
10 a leaf of type 1 or 3, or G (e) if it is connected to a leaf of type 2 or 4. Here, G and G, are the
Green functions defined in (2.12) and (2.15).

Multiplications rules

e [f a vertex vy is connected to two leaves, one of type 1 or 2 and the other of type 3 or 4, multiply
the result by (=2).

e For the j-th leaf, multiply its corresponding value by &£(y;), ¢(z;), £(t,uy + Z) or ¢(v; + Z) if this
leaf'is of type 1, 2, 3, or 4, respectively.
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o Multiply the result by a constant K 5.
Integration
o Integrate with respect to the Lebesgue measure dx; - - - dx,dy; - - - dy,dz; - - - dz.

Theorem 3.1. Let T € T (j), j > 0, be a rooted tree with j inner vertices. Then, the solution u; of the
stochastic partial differential equation (1) in the sense of formal power series is given by

uit,x)= > VT, x,8), j=0. (3.1)

TeT (i)

Proof. We prove the assertion by induction. For j = 0, we have uy(x, n) = G * &(x) + G, * ¢(x), which
is just the sum of the evaluation of the two trees in 7 (0) .
Suppose that (3.1) is true for all i < j. By proposition (2.20) we have

KPR T 0 .
0, X)=Gx »  Kgg——— P, [ w0 u ™ ex+ 2), j=1. (3.2)

Lp(’O i1,..) m20

Then using the induction hypothesis and definition (3.2) we obtain

| — | . .
I/tj(l, X) = G=* Z Kd,(5 M n M;Z(l, X) u;’;’_k(t,x + Z)

l()!l] ..

L{,(io,il,...) m>0
k'(p —k)! , .
- Z Kas -(p-—) (G * 1—[ i (t, X) uln =k (2, x + Z))
i ’ lo!ll l..
Ly (o, i1...) m=0
kl(p — k)!
= Z Kis W Z | n V(T;, x,¢&)
Lo, i1.-.) T1, T2, Th€T (D) i20
= > VT,x8). (3.3)
TeT ())

The following examples illustrates the applications of definition (3.2) and theorem (3.1). We then
present graphical representations of the solutions u, and u,, respectively:

up(t,X) = G * &(1,X) + G, * ¢(X)

O+ —0 (3.4)

and
i (6,%) = G * [ug(t, x)(u3(t. X + Z) + up(t,x + Z) + 2} (3.5)
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O, %,
O O
= + + 2
O ©
O O
©)
%,
+ + +2
%
©
+2 +2 +4 +2

4. Truncated moments of the solutions

In this section, we will compute the moments of the solutions discussed in the previous section.
Additionally, we will introduce new graphs and provide graphical representations of the correlation
function. These graphs comprise n rooted trees T € 7 (iy), ..., T, € 7 (i,) as subgraphs with 4 types of
leaves and m inner vertices such that any leave of type 1 or 3 is connected to a new vertex called “inner
empty vertex” and represented by O We denote such a graph by A and the set of all graphs of m—th
order and n roots by P(m, n). Towards the conclusion of this section, we will delve into the behavior
of the solutions as time ¢ approaches infinity, reaching equilibrium.

By definition, inner vertices are distinguishable and have non-distinguishable legs whereas empty
vertices are non-distinguishable and have non-distinguishable legs.

Proposition 4.1. For ji,....j, € N, let Ty € T(j1),....T, € T (j,) be n rooted trees with roots
X1, .y Xy € B, then the following result holds in the sense of formal power series

<l—[ M(-xia 77)> = Zﬁm Z <(V1(T19 X1, 77) st (Vn(Tn, Xn, 77)> (41)
i=1 m=0 J]+/n_20
TyeTUr T i)

Proof.
<ﬂ u(x;, n)> = <Zﬁfu,-<x1, - ) B, n)>
i=1 j=0 J=0
= > > (G, m w0, M)
m=0 J1sesjn20
J1+-tin=m
= YA (VT x ) VT, X)) (4.2)
m=0 A
T1€V(j1), -, TnEV(jn)
The last equality is an immediate consequence of Theorem 3.1. O
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Definition 4.1. Let xy, ..., x; € E, I a partition of the set {1, ...,n}, I € D{1, ..., n}),
E = {E,, ..., E;} the truncated moments functions (£(x;) - - - £(x,))! are recursively defined by:

<ﬁ§(x,-)>= > | e (4.3)
i=1

IeD({1,...n}) [=1
E={Eq,...E}}

where (E))T = (1—[ e

JEE

We will now define a new graph A(m, n) with 4 types of leaves and m inner vertices, the leaves
of types 1 and 3 will be connected by empty vertices O . In the following we provide a detailed
methodology to construct and assign values within the graph A(m, n) combining various mathematical
elements like Green functions, specific multiplication rules, and integrations. The final step involves
integrating with respect to the given Lebesgue measures to obtain the desired result.

The set of such graphs is denoted by P(m, n).

To summarize the construction and assignment of values in the new graph A(m, n), here is a step-
by-step breakdown:

Definition 4.2. Let T, € 7 (iy), ..., T,, € T (i,) be n rooted trees, we define a graph A(m, n) with m inner
vertices and 4 types of leaves, such that leaves of types 1 and 3 are connected by empty vertices, as
Jfollows:

Value assignments

e Assign values xi, ..., x, € E to the roots of the trees Ty, ..., T,.
o Assign values my,...,m, € Z to the inner vertices.

o Assign values yy,...,y; € E to the leaves of type I.

o Assign values z,, ...,z € Ls to the leaves of type 2.

o Assign values u, ...,u, € Z to the leaves of type 3.

o Assignvaluesr,...,r, € Ls to the leaves of type 4.

Special multiplication rule

o [f a vertex v is connected to two leaves, one of type 1 or 2 and the other of type 3 or 4, multiply
the result by (=2).

Edge value assignments

o Assign a value G(e) to each edge e if it is connected to a leaf of type 1 or 3.
o Assign a value G (e) if the edge e is connected to a leaf of type 2 or 4.
e Here, G and G, are the Green functions defined by Eqs (2.12) and (2.15).

Empty vertex multiplication

e For each empty vertex with i legs connected to the leaves 1 and 3 with arguments ry,...,r;
multiply with
()= &)
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Leaf multiplications

o For the leaves of type 2, multiply with ¢(y;).
o For the leaves of type 4, multiply with ¢(z; + Z.).
e Here, j=1,...,kands=1,...,r.

Constant multiplication
o Multiply the entire expression by the constant K s.
Integration
e [ntegrate the final expression with respect to the Lebesgue measure dy; - - - dy,;dz; - - - dz.

As an example of the above graph, we provide a representation of a graph A obtained as a
combination of two trees, Ty, T, € 7 (1), with 4 and 2 leaves, respectively; see Figure 1.

~

O

Figure 1. Graph A(2,2).
Its analytic value is

LG = fG(xl = 0)G(x2 — x1)G(x3 — x1)G (x4 — x1)G(x5 — x1)G(y — y))G(y2 — y)G(y3 — y1)

X (E(x3)E(xs + Z)EM))" ¢(y3) p(X3 + Z)P(Xg + Z) dx, - - - dxsdy; - - - dy,
X1, X5, Y1,°Y3 € B, ¥3,X3X4X5 € Lj. (4.4)

Theorem 4.1. Given that Ty, ...,T,, n rooted trees with roots xi,...,Xx, € &, respectively. Then, the
moment of the solution is given by a sum over all graphs A € P(m, n) of m-th order, i.e.,

n

(]_[u(xi,gf)):i(—ﬁ)m D L@, %), (4.5)
m=0

i=1 AeP(m,n)

Proof. The proof is immediate from Proposition 4.1 and Definition 4.2. m|
5. Correlation function and equilibrium: A case of Lévy noise

In this section, we begin with some standard results on stochastic processes, focusing specifically
on key topics related to Lévy processes that are essential for achieving our results. For further details,
we refer the reader to [16].

A Lévy process {u;,t > 0} defined on R? is a stochastic process with independent and stationary
increments such that uy = 0, a.s, and continuous in probability, i.e., for any € > 0 and ¢ > 0 it holds
that hlino Pty — 1] > €) = 0.
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Let & = &(1),t > 0, be a Lévy process on R¢; following [16], it can be represented by

g(r):mt+kB,+f §N(ds,d§)+f N(ds,d?), (5.1)
0 1Z1<1 0

£1=1

where N is a compensated jump measure, B, = B(¢), ¢ > 0 is a standard Brownian motion on R?, m and
k are constants.
Let ¥ be the Lévy characteristic associated to &;, following [16]; ¥ is given by

Y(a) = i{l,a) — (a,ba) + f (@ — 1) v(dx), a € R (5.2)

RI\{0)

Here [, b € RY and v is a positive Lévy measure satisfying:
f |x| v(dx) < oo, Ix|* v(dx) < oo,
<1 =1

then, the transition probability density of the solution u,, ¢t > 0, can be characterized by the Fourier
transform:

F(e ")) = @m™ f e 0dL.
R4

Theorem 5.1. Let & be a Lévy space-time noise and xy, . .., x, € A. Then the following result holds:
i T
(] [¢) =cu f S(x = x1) -+ 6(x — x1)dx, (5.3)
i=1
where Iy
n t
C, = (=)' @ On1a — 0,207 + f s"dr(s) (5.4)
dr" =0 R—(0)

and 6,,, is the Kronecker symbol.
Proof. For the proof we refer to [17]. O

Theorem 5.1 simplifies the empty vertex multiplication described in Definition 4.2, as it replaces the
expression with C, f O0(x—x1) -+ 0(x—x1)dx, where C, are the n—th moments given by Eqgs (5.2)—(5.4).
This leads to a simplified value £ for the graph G € G(m, n).

Theorem 5.2. Consider n rooted trees T,,...,T,, with corresponding roots x,...,x,, respectively.
Then the moments of the solution are given by

n

(]—[u(xi,n)>=i(—/l)’" D LG x). (5.5)
m=0

i=1 GeP(m,n)
Proof. The proof is a consequence of Definition (4.2), Theorems (4.1) and (5.1) . |

For clarity, the graphical representation in Figure 1 is simplified to the following graph in Figure 2,
based on the application of Theorem 5.1.
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Figure 2. Simplified graph (A(2,2).
The analytic value becomes then

LG = C; fG(Xl = X)G(x2 — x1)G (x4 — x1))G(Qy — y)G(y3 — y1)(y3) dp(x3 + Z)
XP(Xg +7Z) dxidx,dxydy,dys, xi,x2,%xs, y1,y3 €E, ¥3, X3,X4 € Ls,

here C5 = fR_{O} s3dr(s) are the coefficients given by Eq (5.4).
Definition 5.1.

Graph construction
We define new collections of graphs B.(m, n) in P(m, n) that do not possess leaves of type 2 or 4.

Analytic values
The analytic value of a given graph G € B.(m, n) is obtained as follows:

(1) Assign the values x,, ..., x, € E to the roots of the trees T\, ..., T,.

(2) Assign the values my, ..., m, € E to the inner vertices.

(3) Assign yy,...,y; € E to the leaves of type 1, where | € N.

(4) i)- Assignuy,...,u, € Z to the leaves of type 3, where g € N.
ii)- If a vertex v is connected to two leaves, one of type 1 and the other of type 3, multiply the
result by (=2).

Edge and constant multiplications

(1) For every edge e, assign a value G(e) to this edge if it is connected to a leaf of type 1 or 3. Here,
G is the Green function defined in (2.12) and (2.13).
(2) For each empty vertex with i legs connected to the leaves 1 and 3 with arguments ry,...,r;

multiply with (£(ry) - - E(ry))'.
(3) Multiply by the constant K ;5.

Integration
(1) Integrate with respect to the Lebesgue measure dy; - - - dy,dz; - - - dz.
Lemma 5.1. Let G € B.(m,n) and let F(Q) = [l.cr G(e), then there exists L = L(m, n) such that

L
(I+max, . @ lu—v (1 +max, g lw-r’

IT(G) <

(5.6)

Proof. Letu,v € LI(Q) and w,r € Lg(é); since Q is connected, then there exist paths P from u to v
and P, from w to r. Therefore

t@l = [] Geox [] G

e1€(P\UP,) e3€E(G)\(P1UPy)
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= || cw-wx T[] Gw-n, (5.7)
e1={uv}eLi(G) e3=(w,rlels(G)
now the result is immediate using lemma (2.1). O

Theorem 5.3. Let Q € P.(m, n), then the perturbation series for the truncated moments converges in
the sense of formal power series as t goes to infinity to

((xp) - - (xp)) = im Cu(x) - u(x,))' (5.8)

where

@) - a0 = Y B D LG, X). (5.9)

m=0 " GeP.(m,n)

Proof. We need to show that lim ﬁ(QA)((t, X1), .. (£, x,,)) = 0, for every Q e P.(m, n) without leaf of
—00
type 2 or 4, but this is valid since leaves of type 2 and 4 do not contribute in this case, and the analytic
value of the corresponding graphs is zero. therefore lim ﬁ(é)((t, x1), ..., (1, x,,)) = fc(é)(xl, s Xp).
—>00

Hence using lemma (5.1) the integral over F(Q) isOast — oo. |
6. A remark on some applications

Stochastic nonlinear beam epitaxy (SNBE) equations are used in the field of materials science and
nanotechnology, particularly in the growth of thin films and nanostructures. Here are some applications
of SNBE equations which are inspired by well-known models in surface science and thin-film growth,
such as the Kardar-Parisi-Zhang (KPZ) equation, see, e.g., [18]:

Thin film growth: SNBE equations are used to model the growth of thin films with atomic-scale
precision. In molecular beam epitaxy (MBE), the height / describing the local position of the moving
surface obeys a conservation law given by:

Oh(x, 1)
ot

where h(x, t) is the height function, n(x, f) represents noise or stochastic fluctuations, and J(Vh(x, t))
is the flux or current density associated with the flow of material.

Clearly-Eq (6.1) is a particular case of the SPDE (1) studied in this paper; the noise i given in
Eq (6.1) is in general of Gaussian type, whereas in our current study we considered a Lévey type
noise; hence our results can be useful by incorporating stochastic effects and nonlinearity. These
equations provide a more realistic description of the growth process, accounting for factors such as
surface diffusion, deposition rates, and surface roughness evolution.

Nanostructure fabrication: In addition to thin films, SNBE equations can be applied to the
fabrication of nanostructures such as quantum dots, nanowires, and nanorods. These equations help
researchers understand how stochastic fluctuations and nonlinear interactions affect the morphology,
size distribution, and arrangement of nanostructures during growth.

The stochastic nonlinear beam epitaxy (SNBE) equations used to model the fabrication of
nanostructures such as quantum dots, nanowires, and nanorods can vary depending on specific

= -V - J(Vh(x, 1)) + n(x, 1), (6.1)

AIMS Mathematics Volume 9, Issue 12, 36012-36030.



36027

assumptions and system characteristics. =~ However, a general set of equations might include
terms representing growth, diffusion, surface kinetics, and stochastic effects. Here’s a simplified
representation:

If h(x, t) represents the height of the surface at position x and time 7, the general form of SNBE
equations for nanostructure fabrication can be written as:

ah(;’ D Y. IVh(x0) + n(x0). 6.2)
Oh(x,t)

This equation describes the evolution of the surface height i(x, r) over time ¢. Here == represents
the rate of change of the surface height with time, —V - J(Vh(x, 1)) is the flux or current density
associated with the flow of material, which is influenced by the gradient of the surface height and
n(x, t) is the stochastic noise or fluctuations, representing the random nature of the growth process.

The specific form and complexity of the SNBE equations will depend on the level of detail and
accuracy required for the particular application or research study. These equations are often solved
numerically. However, by using our graph formalism approach as done in this paper, one can study
the growth and evolution of nanostructures under various conditions.

Surface roughness control: SNBE equations are valuable for studying the evolution of surface
roughness during thin film deposition. By considering stochastic fluctuations and nonlinear
interactions, researchers can develop strategies to control and minimize surface roughness, which is
crucial for applications such as optical coatings, semiconductor devices, and magnetic storage media.

The evolution of surface roughness during thin film deposition can be studied using stochastic
nonlinear beam epitaxy (SNBE) equations that incorporate terms describing surface diffusion,
deposition flux, and stochastic fluctuations.

If h(x, 1) represents the height of the surface at position x and time ¢, then the SNBE equations for

studying surface roughness evolution during thin film deposition can be written as:
ah;’; D Y. J(Vh(x.0) + Fx) + (e, o). 6.3)

Equation (6.3) is an extension of (6.2). The term F'(x, f) can be further expanded depending on the

deposition mechanism and growth conditions. In our case F(x,1), can be replaced by the nonlinear
term: A V?|Vu(t,x)|” and again by applying our graph formalism, a representation of the solution as
well as its moments can be provided.
Optoelectronic devices: SNBE equations play a role in the design and optimization of optoelectronic
devices such as light-emitting diodes (LEDs), photovoltaic cells, and semiconductor lasers. By
simulating the growth process with SNBE equations, researchers can optimize device performance
by controlling factors such as crystal quality, defect density, and interface roughness.

The design and optimization of optoelectronic devices such as light-emitting diodes (LEDs),
photovoltaic cells, and semiconductor lasers can be facilitated by stochastic nonlinear beam epitaxy
(SNBE) equations. These equations typically incorporate terms representing carrier transport,
recombination, optical properties, and stochastic effects.
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Let n(x,t) represent the carrier concentration at position x and time ¢, and E(x,t) represent the
electric field, then the Carrier transport equation is given by:

on(x,t Lt
"D g oV ) - "D 4 G, (6.4)
0 Trelax
The term '9"((9—;”) represents the rate of change of carrier concentration with time, V - (DVn(x, 1)) is the

carrier diffusion term, where D is the diffusion coefficient, —@ 18 the carrier relaxation term, where
Trelax 18 the carrier relaxation time and G(x, ¢) is the generation term representing carrier generation due
to external sources or optical excitation.

The electric field E(x, t) and the electrostatic potential ®(x, 7) are modeled by the Poisson equation:
V- (eVD(x, 1) = ——(n(x, ) - p(x,1)). (6.5)
€0

Here ¢ is the permittivity of the material, e is the elementary charge, g is the permittivity of free
space and p(x, t) is the hole concentration.

The rate of change of hole concentration p(x, t) over time ¢ is described by the equation:

op(x,t)

ot = _Rrad(xa t) - Rnon—rad(-xa t)~ (66)

Here R.,q(x, t) represents the radiative recombination rate, whereas Ryon.rada(X, f) 1S the non-radiative
recombination rate.

These equations, along with appropriate boundary conditions and material parameters, can be used
to simulate the growth and performance of optoelectronic devices such as LEDs, photovoltaic cells,
and semiconductor lasers. Numerical methods such as finite difference, finite element, or Monte Carlo
simulations are typically employed. However, by using our approach, a power series representation is
given as a solution of these equations governing optical gain, and it will provides a robust analytical tool
for understanding both the rate of change and the long-term behavior of optical devices. This approach
can significantly aid in the optimization of device design and performance, offering advantages in both
analytical insight and computational simplicity.

7. Conclusions

The applications of stochastic nonlinear beam epitaxy equations span various areas of materials
science and nanotechnology, offering valuable insights into growth processes and enabling the precise
engineering of advanced materials and nanostructures for a wide range of applications.

Utilizing graph formalism, as done in this paper, can enhance these applications by providing more
detailed information about the solutions, truncated moments, and the noise itself.

In materials science and nanotechnology, understanding the dynamics of surface growth processes
is crucial for developing advanced materials with tailored properties. Stochastic nonlinear beam
epitaxy equations are instrumental in modeling these complex phenomena, capturing the effects
of randomness and nonlinearity inherent in the growth processes. This modeling approach allows
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researchers to predict surface morphologies, optimize growth conditions, and design materials with
specific characteristics.

Applying graph formalism to these equations provides a powerful framework for analyzing the
solutions. Graphs can represent the interactions and dependencies between different components of
the system, offering a clearer visualization of the growth dynamics. This method enables a systematic
examination of the solution space, facilitating the identification of patterns and correlations that might
be difficult to discern otherwise.

Moreover, graph formalism allows for a more precise characterization of truncated moments, which
are essential for understanding the statistical properties of the system. By representing moments as
nodes and their relationships as edges in a graph, researchers can effectively track the evolution of
these quantities over time. This approach helps in capturing the impact of noise and fluctuations on the
growth process, leading to more accurate predictions and better control over the material properties.

Additionally, graph formalism enhances the understanding of noise effects in stochastic systems.
Noise plays a critical role in the growth dynamics, influencing the stability and morphology of the
resulting structures. By modeling noise using graphs, it becomes possible to dissect its contributions at
different stages of the growth process, providing deeper insights into how random perturbations affect
the system.

In summary, the integration of graph formalism, as done in this work, into the study of
stochastic nonlinear beam epitaxy equations significantly enriches the analysis by offering a detailed
representation of solutions, truncated moments, and noise. This advancement not only broadens the
understanding of surface growth processes but also enhances the ability to engineer advanced materials
and nanostructures with precision, paving the way for innovations across various fields in materials
science and nanotechnology.
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