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Abstract: Damages due to pitting corrosion of metals cost industry billions of dollars per year and
can put human lives at risk. The design and implementation of an adaptive moving mesh method is
provided for a moving boundary problem related to pitting corrosion. The adaptive mesh is generated
automatically by solving a mesh PDE coupled to the nonlinear potential problem. The moving mesh
approach is shown to enable initial mesh generation, provide automatic mesh adjustment (or recovery)
and is able to smoothly tackle changing pit geometry. Materials with varying crystallography are
considered. Changing mesh topology due to the merging of pits is also handled. The evolution of
the pit shape, the pit depth, and the pit width are computed and compared to existing results in the
literature. Mesh quality results are also included.
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1. Introduction

Corrosion is a deterioration or breakdown of a material due to chemical or electrochemical
reactions. In particular, pitting corrosion is one of the most disastrous and devastating localized forms
of corrosion; generating a small pit, cavity or hole in the metal. Pitting corrosion is difficult to identify,
and can have a big impact on the structural integrity of metal [1,2]. The pit geometry depends on many
factors such as the components of the metal, the surface orientation, and the physical and chemical
environment at the time of attack [3]. Corrosion pits can have different shapes [4] and with the ability
to grow over time, failure of engineering structures such as bridges, pipelines, and nuclear power plants
may result [4-6].

Computational modeling and simulations have been a tremendous asset in the study of pitting
corrosion over a wide range of conditions and materials. Determining the pitting behavior


https://www.aimspress.com/journal/Math
https://dx.doi.org/10.3934/math.20241682

35402

experimentally is time consuming, expensive, and physically difficult or impossible in many situations.
Numerical simulations allow us to study pitting under a wide range of conditions within a reasonable
time.

In last few decades, several papers have focused on partial differential equation (PDE) based models
for pitting corrosion based on finite element or finite volume methods [7-14]. A recent and extensive
overview of the mathematical models for pitting corrosion based on the anodic reaction at the corrosion
front, the transportation of ions in the pits of the electrolyte domain, and the pit growth over time is
provided in [15]. In many of these studies COMSOL® is used to solve the PDE in the electrolyte
domain and the corrosion front movement and meshing is computed by the arbitrary Lagrangian-
Eulerian (ALE) approach and the level set method [7, 16]. In other studies, a 2D PDE model is solved
with the finite element method [17, 18] and the finite volume method [9, 19]. Pit growth is determined
by finite element methods and a level set approach in [18], and using an extended finite element method
(XFEM) and level set method in [17]. In 2020, an ALE method was implemented to move the mesh at
the pit boundary and analyze the relationship between the corrosion behavior and the local corrosive
environment within a single pit [20].

The previously mentioned FEM approaches relied on a complete remeshing of the domain at
every time step. An alternative technique, presented here, uses an adaptive moving mesh method
where the mesh size, shape and orientation of the mesh elements are automatically and continuously
varied for each time step, while keeping the number of nodes and mesh topology fixed throughout the
computation.

Continuous mesh movement approaches are divided into two main categories: velocity-based
approaches and location-based approaches. Most velocity-based approaches are motivated by the
Lagrangian algorithm, where the mesh movement is tightly associated with the fluid or material particle
flow. The Eulerian approach has a fixed computational mesh and the continuum moves with respect to
the mesh nodes. The Eulerian and Lagrangian algorithms are commonly used in fluid dynamics and
structural material problems, respectively [21]. In general, Eulerian meshes avoid mesh tangling and
diffusive solutions, but the method can have difficulty adjusting to sharp material interfaces. One of
the advantages of the Lagrangian approach is that the advective terms do not appear in the governing
equations. Thus, the Lagrangian methods are less diffusive compared to the Eulerian approach, while
also maintaining sharp material interfaces [22]. The ALE methods are velocity-based methods, which
provide a combination of Lagrangian and Eulerian approaches [23-28].

The main goal of the location-based mesh movement approach is to directly control the location
of mesh points in particular regions of the computational domain. A typical location-based method is
the variational approach, which relocates the mesh points by movements that are based on minimizing
a functional formulated to measure the difficulty or the error in the numerical solution [22]. Other
location-based algorithms are based on elliptic PDE descriptions which can be used to generate
boundary-fitted meshes [29,30], sometimes known as Winslow’s approach [31]. Winslow’s idea can be
generalized using a functional [32], which provides a combination of the mesh adaptivity, smoothness,
and orthogonality conditions.

A number of articles consider mesh adaptation functionals including mechanical models [33-35],
vector fields [36], a weighted Jacobian matrix [27,37], a matrix-valued diffusion coefficient [38, 39],
and the equidistribution and isotropy (or alignment) conditions presented in [40]. The moving mesh
PDE (MMPDE) method that we use has been developed by several authors [38,41,42,42-44]. Therein,
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the mesh movement is determined by a gradient flow equation, and the functional plays the vital role.

To our knowledge, an adaptive moving mesh method, our method of choice, has not been
implemented for PDE-based modelling of pitting corrosion. In our moving mesh method, the FEM
provides the spatial discretization and our computational framework is an extensively expanded version
of MMPDEIlab developed by Huang [45]. MMPDElIab is a general adaptive moving mesh finite
element solver for time dependent PDEs based on integration of the MMPDE. The solver uses an
alternating mesh and physical solution approach. Here the solver is used to achieve an adaptive moving
mesh which provides sufficient mesh elements in and around the pit. Here a mesh is sufficient if it able
to resolve the changing features of the pit boundary. We focus on the development of an appropriate
mesh density function which implicitly and automatically determines an appropriate distribution of
nodes as the pit evolves.

Our paper provides: 1) a proof of concept implementation of the moving mesh approach for pitting
corrosion, 2) an adaptive solver for both single and multiple crystal directions, 3) the ability to handle
single and multiple pits, and 4) the ability to provide (provably) nonsingular quality evolving meshes
in an automatic way. The test material for demonstrating these techniques is 316 stainless steel using
the parameters provided in [7, 16].

This paper is organized as follows. We discuss the preliminaries of the pitting corrosion mechanism,
the crystal orientation, the PDE-model, and an overview of the moving mesh methodology in Section 2.
The finite element method approach for the physical PDE, the choice of mesh density function and
moving mesh parameters, initial mesh generation, the boundary movement strategy, and the overall
alternating solution approach are discussed in Section 3. Section 4 is devoted to our numerical results
and validation.

2. Model problem

In this section we detail our prototype model problem and adaptive solution strategy including the
description of the domain, model PDEs and boundary conditions, the necessary crystallography, and
an overview of the moving mesh strategy.

2.1. PDE model equation

The transport of species (atoms, molecules or ions) in a solution can be modelled by the
conservation of mass [46,47], which leads to the mathematical form

(70]-
—_— = _V'Nj + Rj s (2.1)
ot —— ——
Flux in - Flux out ~ Generation
Storage

where 7 is time, ¢; is the concentration of the jth species, N; is the flux of the jth species, and R; is the
rate of species generation due to chemical reactions. The measure of the rate at which ions pass through
a specific area (or the ionic flux) depends on the gradient of ion concentration, electro-migration, and
convection (or flow in a liquid medium). An electrolyte is a charged substance containing ions. For
each individual species i, the transport of a species in the electrolyte is described by the Nernst-Planck
equation as

N;=-D;Vc;—zjFujcijVy + cjv, (2.2)
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where D; is the diffusion coefficient of the jth species, u; is the mobility of the species, z; is the charge
of the species, ¢ is the electric potential, F is Faraday’s constant, and v is the solvent velocity [48].
The solvent is usually water. Equation (2.2) gives the flux of the species as a combination of three
contributing fluxes. The term —D;Vc; describes the diffusive flux, the term —z;Fu;c;Vy gives the
electro-migration flux and the term c;v is the convection flux. Generally, the diffusion coefficient
varies with the position of the species but we assume the diffusion coefficient is constant in our model.

We now substitute the assumed form of the transport as described by Nernst-Planck equation (2.2)
into (2.1) to obtain the complete coupled behavior observed in the electrolyte domain during pitting
corrosion. To obtain our model problem we make certain physically motivated assumptions: a) the
absence of gradients in the species concentration due to the rapid mixing of the electrolyte (D,;V*¢; =

0); b) the incompressibility of the solvent (% = 0); c) the zero net production of the reactants (R; = 0);
and d) the electro-neutrality of the electrolyte solution (V(c;v) = 0). These assumptions simplify (2.1)
to the well-known Laplace equation. In this case, the electrolyte potential can be found by solving (on
the electrolyte domain, (2, shown in Figure 1)

Iy
V¢ =0in {2, (2.3)
. Iy Electrolyte Domain (£2) I3
with the following boundary conditions
¢=0on/I}, Ty \{ Iy
p
V(,D'DZOOHFQ,F3,F4, (24)
V()O n— ] a(gp) on Fp’ Solid Domain

c

Figure 1. The 2D computational
domain.

where Vg - n = %, n is the (outward) unit normal vector with respect to (2, i,(¢) is the anodic current
density, o is the electrical conductivity of the electrolyte, I, is the pit boundary, and I, I3, I3, and
Iy are the top, left, right, and bottom of the domain (excluding the pit boundaries), respectively. The

boundary condition % = 0 enforced on I3, I3 and I, ensures there is no flow of ions across these
boundaries. We denote the horizontal and vertical co-ordinates of the electrolyte region in Figure 1 by
x and y, respectively.

The current density is modelled by the Butler-Volmer relation

() = FA, - L) 2.5)

where « is the transfer coefficient, z is the average charge number for the dissolving metal, Ag is the
material dissolution affinity, T is the temperature, and R is the universal gas constant [49].

The Butler-Volmer relation is used to describe the experimental data as a function of the applied
over-potential

Na = Vapp = Veorr — @,

where V,,,, and V,,,, are the applied and the corrosion potentials, respectively [9].

As the metal corrodes, the pit boundary moves as the pit becomes larger. In our model, the new
position of corrosion front at ¢ = t,,1, X1, is computed from the old position, X,,, by a simple time
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stepping procedure
X1 = X, + AtV,n, (2.6)

where V,, is the magnitude of normal velocity at ¢+ = #,. The magnitude of normal velocity at the
corrosion interface (or the movement of the corrosion front) is described using Faraday’s law

v, = Ia(p)

- , 2.7
ZFCsolid ( )

where cy,;s 1S the atomic mass concentration of the metal and z is the average charge number for the
metal. Table 1 gives a list of parameters.

Table 1. List of parameters used in the corrosion model.

Parameter : Description Value
Z Average charge number for the metal 2.19
F Faraday’s constant 96485 C/mol
R Universal gas constant 8.315 J/(mol K)
T Temperature 298.15 K
Veorr :  Mean corrosion potential (homogeneous) -0.24 V
Vapp : Applied potential -0.14V
Ay . Dissolution affinity 4 mol/cm?s
Csolid . Solid concentration 143 mol/1
At :  Time step size 1

2.2. Crystallography for corrosion
2.2.1. Crystal structure and unit cell

The crystal structure of the solid part of the computational domain refers to the arrangement of
atoms, ions, or molecules in a crystalline material. Crystals are solids with a regular and repeating
three-dimensional pattern known as a lattice as demonstrated in Figure 2. This lattice structure
is responsible for the characteristic geometric shapes and symmetries observed in crystals. The
importance of crystal structure to various scientific disciplines and industries is due to its significant
impact on material properties and behavior. For example, the arrangement of atoms in a crystal lattice
directly influences material properties such as mechanical strength, thermal conductivity, electrical
conductivity, and optical behavior, etc, [S0]. Understanding crystal structure is essential for designing
and tailoring materials with specific properties for various applications.

A unit cell, as shown in Figure 2, is the basic building block of a crystal lattice, representing the
smallest repeating unit of a crystal structure. It is a three-dimensional parallelepiped (a six-faced
figure with each face being a parallelogram) with edges defined by lattice parameters a, b, and ¢, and
interaxial angles «, B, and y. There are several types of unit cells, with the most common for metals
being primitive cubic, body-centered cubic, and face-centered cubic, which represent different crystal
structures based on the arrangement of atoms within the unit cell. The unit cell allows scientists and
researchers to predict and analyze the physical, mechanical, and thermal properties of crystals, as well
as predict their diffraction patterns using techniques like X-ray crystallography.
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Figure 2. Crystal lattice of a simple cubic material with some atomic layers and a unit cell
displayed.

2.2.2. Miller indices, directions and planes

Miller indices represent the three-dimensional coordinate system for crystals, based on their unit
cell. The indices are used in crystallography to describe the orientation of crystal planes and directions
within a crystal lattice. The indices are represented by three integers denoted by [/ k []. Note that the
values of Miller indices cannot be fractions, and there is no need for commas to separate the values of
Miller indices.

In crystallography, square brackets [ ] represent a particular direction and angle brackets <> denote
a family of directions. Parentheses () denote a specific plane, and curly brackets {} indicate a family of
symmetrically equivalent planes. Miller indices use a unique notation for negatives, represented by a
“bar” symbol (e.g., 1 for -1). For example, [010] is pronounced as “the zero, bar one, zero direction.”

z

o

[110]

T [100]

Figure 3. Miller indices of some directions within a cubic crystal.

In a cubic system, [100] and [010] are perpendicular directions and < 100 > includes the directions
[100], [100],[010], [010], [001], and [001]. The example of a direction for a face diagonal is [110], and
[111] represents a body diagonal for a cubic unit cell as displayed in Figure 3.

Miller indices are defined with respect to a coordinate system, so the first definition we need is
an origin. The origin is a point (0,0,0) and we can define it anywhere in the crystal since the crystal
is assumed to be infinite in all directions. For a given crystal direction, we can draw the direction

AIMS Mathematics Volume 9, Issue 12, 35401-35431.



35407

vector in the unit cell using Miller indices. It is important to note that Miller indices of directions
always translate the direction so that it starts at the origin. The drawing procedure is as follows: first,
determine the origin as the tail of the direction vector (if there is a negative number in the direction
vector, move the origin in the positive direction for the axis). Next, determine the vector endpoint
(remove a common factor if any of the indices are larger than 1). Finally, draw the vector.

Consider a unit cubic cell with atoms at each corner. Now, let us assume an imaginary plane passing
through the unit cell (or lattice points of the unit cell). Miller indices for the plane are calculated by

z z

(a) Lattice plane (010). (b) Lattice plane (111).

Figure 4. Lattice planes.

determining the intercepts made by the plane on the x, y, and z axes, respectively, and then take the
reciprocals of these intercepts. If the plane passes through the origin, we need to shift the origin to the
nearest lattice point on the parallel face. For example, planes (010) and (111) have been highlighted in
grey in Figure 4. A zone axis is a lattice vector, usually aligned along a highly symmetrical direction,
where two or more sets of lattice planes intersect.

2.2.3. Crystal orientation and corrosion potential

The corrosion potential is the mathematical link between the etching effects of the electrolyte and
the material undergoing pitting. This potential term is present in the Butler-Volmer equation (2.5)
and is an important parameter governing the velocity of the sides of the pit during corrosion. If
the electrolyte etches the material homogeneously in all directions, then the crystal structure is not
a variable in the modeling and only one number is required for V.. However, if the material is
crystalline, then the corrosion potential may vary dependent on the particular crystallographic surface
exposed to the electrolyte. Hence, a connection between the Cartesian (x,y,0) geometry used for
defining the computational domains as presented in Figure 1, and the directions in the crystal, is
needed. In general, these two geometries will not align since crystals can be rotated to lie along an
infinite number of directions and a transformation will be required to relate the two coordinate systems.
Letting n¢p represent the outward unit normal in the crystal coordinate system, and using the notation
given in [51,52], its relationship to n is

ncp = A'n. (2.8)

The matrix A™! is defined by

Al=]ilj|k|, (2.9)
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where i, j, and k are orthogonal unit column vectors in Cartesian space. K is chosen as the desired zone
axis of the crystal and i is chosen as the direction perpendicular to k, which will be oriented along the
x axis in the computational domain. Thus, the crystal can be rotated in any direction about the zone
axis offering maximum flexibility in the problems that can be studied. The third unit vector, j, is found
using the perpendicularity property of vector cross products

j=kxi.

In order to better see how to form the required rotation matrix, two examples will be presented.
First, select a crystal orientation where the zone axis is aligned along k = [001]. Next, choose the
i = [100] direction to be along the x computational domain direction. Performing the j = k X i cross
product, it is found that j = [010]. Hence, the transformation matrix is

1 00
Ay, =10 10
001

In this case, the transformation matrix is the identity matrix and the crystal coordinate system is
the same as the computational domain coordinate system, i.e., ncp = n. For the second example,
choose the zone axis to be along the [101] direction and the [101] crystal direction to be along
the x computational domain direction. This leads to j = [010]. After normalizing the vectors, the
transformation matrix in this case is

=L o L
V2 V2
Allb=] 0 1 0
%0 %
2 V2

The next step is to define a corrosion potential for each crystallographic direction. Unfortunately,
experimental data giving the corrosion potential as a function of crystallographic surface is usually not
available, hence we will adopt a similar form of semi-empirical potential for 316 stainless steel

Veorr = k—s [1 - (<001> ' nCD)max] ’ (210)

where k = —0.2297 and s = 0.054 gives a 10% difference between the maximum and minimum V,,,,
values, that is between the [001] and [111] crystal planes, as used by DeGiorgi et al. in [16]. We write
((001) - n¢p)max»> rather than [001] - nep as used in [16]. In our case, (001) represents any one of the
six cryptographically equivalent [001], [100], [010], [010], [001], [001] directions that maximizes the
dot product with the crystal direction normal vector. Maximizing this dot product minimizes the angle
between the normal vector and the particular (001) vector so that an equivalent result to the standard
stereographic triangle is obtained. Figure 5 is an example of this procedure where a single crystal has
been oriented along the [001] zone axis. The semicircle represents the pit boundary, the black lines
and arrows the outward pit normal vectors, and the heavy blue line is the value of V,,,, as a function of
position along the edge of the pit. Highlighted by the three colours are sections along the pit boundary
that have a different (001) vector for use in Eq (2.10). These vectors are presented in blue text and are
[001], [010] and [100] for the right, centre and left sections of the pit, respectively.
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Figure 5. A plot of V,,,, as a function of location around the pit boundary. The blue, green
and yellow sections of the pit edge require different <001 > vectors for use in Eq (2.10).

2.3. Overview of the moving mesh strategy

The basic idea of the moving mesh method is to automatically redistribute a fixed number of nodes
where additional accuracy is required. The mesh moves or evolves automatically as the solution or
domain evolves, and is obtained by solving a MMPDE. This MMPDE depends on a mesh density
or monitor function, which is large where the mesh density is needed to be large. The mesh density
function is often chosen to depend on variations or errors in the solution of the physical PDE or is
chosen by geometrical considerations (as in this paper).

In 1D, the equidistribution principle (EP) is used to derive the moving mesh system. The EP uses a
mesh density function p = p(x) > 0, which is to be distributed evenly among the mesh elements in the
domain. Given an integer N > 1, the continuous and bounded function p on [a, b] is evenly distributed
onthemesh7, =a=xy<x;<---<xy=>b,if

fﬂ p(x)dx = fn px)dx=---= IXN p(x)dx. (2.11)

A mesh 7, is called an equidistributing mesh if the mesh satisfies the equidistribution principle.

The physical problem is assumed to require a non-uniform x-coordinate, x € (2. This physical
coordinate, x, is a mapping of the computational £-coordinate where ¢ € (2. = [0, 1], and x(0) = a
and x(1) = b, if {2 = [a,b]. We attempt to generate a physical mesh 77, using a mesh transformation
x = x(¢) : {2, — (2 and a uniform mesh in the £-coordinate

==, 1=0,1,...,N.
¢ N
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The equidistribution principle (2.11) can then be written as

X . b
f p(R)dF = ﬁ f p(DdF

-lo, i=0.1.....N
N

where o = fa b p(X)dx. The function fa * p(X)dx is strictly monotonically increasing if p > 0, therefore
each x; is unique. Here o~ and 10 are estimates (or surrogates) for the total error and average error in
the approximating solution, respectively.

Using the mesh transformation, we have

2i(5))
f pXdx=¢&o, i=0,1,...,N,
and the continuous version is given by
x(£)
f p(X)dx = éo, V& € (2. (2.12)

The continuous mapping x = x(¢) is called a equidistributing coordinate transformation for p if it
satisfies relation (2.12). Differentiating (2.12) with respect to & gives

dx
— =0. 2.13
P~ Zaid (2.13)
Equation (2.13) indicates that Z—;‘ is small when p is large. Again, differentiating with respect to & gives
d dx
— —=)=0, 2.14
Pz) (2.14)
with the boundary conditions
x(0)=a, x(1)=5b. (2.15)

This is a nonlinear boundary value problem (BVP) for the required mesh transformation and physical
mesh. The mesh and physical solution on that mesh is determined by solving this BVP and the physical
PDE as a coupled system.

In higher dimensions, in order to describe the equidistribution and alignment conditions at the
discrete level, we consider a mesh 7, of N triangular elements with N, vertices in the physical domain
2 € R? (d > 1). Furthermore, we consider an invertible affine mapping Fx : K — K and its Jacobian
matrix, F, where K is the reference or master element for a physical element K in 77. In higher
dimensions we will assume that a metric (or a monitor function) M = M(x) is given on (2 which
determines the shape, size, and orientation of mesh elements of the domain (2. Generally, a mesh is
uniform if all of its elements have the same size and is similar to a reference element K. So, the main
idea of the MMPDE method is to view any adaptive mesh 77, as a uniform mesh in the metric M.

The requirements of the equidistribution and alignment in higher dimensions can be expressed
mathematically at the discrete level [22] as

K| /det(My) = %,VK eT.
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and
1 ’ ’ ’ ’
Ntr((FK)TMKFK) = det((F)"MgF)?, Yk € T,

where |K] is the volume of K and o, = Y ger, IK| Vdet(My).

A standard choice of the metric M is based on the approximate Hessian of the solution. This choice
of M is known to be optimal with respect to the L, norm of the linear interpolation error [53]. Here,
we focus on the evolution of the pit geometry and choose M through geometrical considerations (see
Section 3.2).

A discrete functional associated with the equidistribution and alignment conditions is given by

I[74] = I;h |K|y/det(M) 6 (tr(IM 1JT) +(1—29)d?(%)y], (2.16)

where J = (F /K)‘l. Minimizing this functional I[7},] approximately satisfies the equidistribution and
alignment conditions [40]. The value of the parameters, 6§ = % and y = %, are used for our numerical
experiments.
The MMPDE moving mesh equation can then be defined as the (modified) gradient system (or
gradient flow equation) for the energy functional, i.e.,
dX,' P i ol [Th]

__ b o i=1,2.. Ny 1€ (tytanls 2.17
dt T 00X : ( = ( )

where P; = det(M,-)ﬁ is a scalar function used to ensure the mesh equation has invariance properties
and 7 is a positive parameter used to adjust the response time of mesh movement to the change in M.
A smaller value of 7 provides a faster response.

3. The numerical implementation

This section describes the details of the adaptive MMPDE strategy used to solve the PDE pitting
corrosion model using a customized version of MMPDELab [45].

3.1. Discretization of the physical PDE

MMPDEIab requires the user to specify the physical PDE in weak form, where the strong form of
our model problem is given in Eqs (2.3) and (2.4). Let V be the trial space, chosen in this case as

V={ve H'(Q):v=0o0nI}} c H ),

where H'(£2(2)) is, roughly speaking, the function space whose members, and their first derivatives,
are square integrable (see, for example, [54] for details). At any time ¢ the weak form is constructed as
follows: find ¢ € V such that

f wwmrz:f VOus wwev, 3.1)
Q) Iy Oc

where [,(7) is the boundary of the pit at time z. Here V,, denotes a finite dimensional subspace of V
spanned by a collection of finitely many basis functions (often associated with a mesh). We discretize
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the weak form (3.1) to find a solution in the discrete trial space. The discrete FEM solution is then
found by finding ¢, € V), C V, such that

f Von - Vvud 2 = f e, ds, v eV, (3.2)
Q) I e

We can solve the discrete variational problem (3.2) in the following way. First, introduce {¢ j}?/:l

as a basis for Vj,. Let ¢, € V), be a linear combination of the basis functions ¢;, j = 1,2,..., N, with
coeflicients ¢, given by

N
o= D50 (.3
=1

Considering v = ¢, for k = 1,2,..., N, and using relation (3.3), gives

N | N
; # fQV¢j-V¢de T fp i(;¢f¢j>¢kds =0, k=1,2,...,N.

For each time, , this is a system of non-linear equations which is solved using Newton’s method.

3.2. The choice of the mesh density function

The appropriate specification of the mesh density is crucial — it controls how the mesh
automatically adapts to the changing solution features.

As mentioned previously, for problems with fixed domain boundaries, the Hessian based monitor
function is an often used, general purpose, driver of the adaptive mesh. Here, however, we wish
to ensure sufficient resolution of the pit geometry. To ensure a sufficient number of elements in the
evolving pit and near the pit boundary, we use a modified version of MacKenzie’s distance-based
monitor function

M
A2 + 1

d(x,y) = min||(x. y) = (5. 3l

Mg(x,y) =1+ I, (3.4)

where

and (x,,y,) denotes any point on the boundary of the pit, /', cf. [55]. Atany point (x,y) € {2, the value
of the monitor function involves the minimum distance, measured in the two-norm || - ||, from (x, y) to
any point on the pit boundary. The reciprocal of Mg indicates that Mg will be largest in (x, y) regions
where the distance to the pit boundary is the smallest, and hence the mesh spacing will be automatically
smaller in these regions. The parameter y; controls the minimum mesh spacing, whereas pu, (and 7)
will control the rate at which mesh clustering occurs during the integration of the MMPDE [56]. To
understand the effect of the y; and u, parameters, we consider a simple experiment, simulation of the
evolution of a single pit in a homogeneous material. A quality initial mesh, generated using the process
outlined in Section 3.3 is used for this experiment.

We begin by fixing u,, at u» = 1, and consider the effect of increasing u;. The plots on the left
of each row in Figure 6 show a representative mesh density function (computed at r = 2s), while
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Figure 6. Effect of u; on the mesh at = 120 s for the simulation of a pit in a homogeneous
material with the monitor function (3.4) and u, = 1.

the computed mesh after + = 120s is shown on the right. The results show that increasing u; leads
to a monitor function which is (relatively) larger near the pit boundary and hence maintains smaller
grid spacings near the pit boundary. Counting the number of elements in the pit shows an increase
of approximately 6% as u; is increased from 1 to 20. Further increasing y; to 100 only adds an
additional 1.5% to the number of elements in the pit. Increasing y; larger than 100, however, provides
no additional improvements. Choosing a sub-optimal value of y; causes the mesh to slightly lag behind
the movement of the pit boundary, an effect that compounds as we integrate further in time.
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Mackenzie [56] reports that increasing p, reduces the spatial extent of node clustering near the pit
boundary. To explore this effect, we fix u; = 100 and vary u,. Representative mesh density function
values, and the final mesh obtained for the propogation of a homogeneous pit, are shown in Figure 7.
The figure shows that the effect of increasing p, is more subtle. Increasing u, to 20 produces a mesh
with only a 1% increase in the number of elements in the pit.
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Figure 7. Effect of u, on the mesh at t = 120 s during the simulation of a pit in a
homogeneous material with the monitor function (3.4) and using wx; = 100.
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3.3. Initial mesh generation

The numerical simulations in this paper require an initial pit geometry and an initial spatial grid.
With a prescription of the spatial domain, many software platforms provide tools known as mesh
generators for this purpose, for example initmesh in Matlab or mesh node in COMSOL. These tools
require a description of the domain boundary and then generate a mesh subject to constraints on the
mesh size (or number of nodes) and aspect ratios of the mesh elements.

In most cases the solutions found on the initial meshes generated by these approaches will not be
optimal. For example, there is no guarantee that the error in the numerical solution will be minimized.
There are alternatives for initial mesh generation that involve the MMPDE approach considered in this
paper, and hence are consistent with the technique used for all subsequent time steps.

One technique for initial mesh tuning begins by using the simple mesh generators mentioned above
to find a (nearly) uniform mesh. The physical problem defined by Eqs (2.3) and (2.4) is then solved
on this mesh to give an initial potential. Using this initial potential and its associated mesh density
function Mg, the gradient flow equation (2.17) can be solved to a steady state by alternating its solution
with physical solves. The result is a mesh which minimizes the discrete functional (2.16), thereby
equidistributing the initial potential over the initial computational domain. Should a more sophisticated
non-uniform mesh generator be available, then an initial non—uniform mesh can be smoothed in the
same manner. In practice, Equation (2.17) may not be solved to a steady state. Instead, Equation (2.17)
can be integrated for a specified number of time steps, or can be integrated until a specified difference
between two meshes is found. We will call this mesh smoothing. The number of steps required to
reach a suitable approximation of the steady state is a function of the physical solution, the number
of mesh nodes, and the mesh density parameters. This idea of using the MMPDE to tune the initial
mesh has the added benefit of giving a mesh which has the same properties as all subsequent meshes,
while using the same code base as the rest of the simulation. We note that this process can also be
used to smooth abrupt changes in element sizes or shapes that appear during the solution of the moving
boundary problem. This is particularly useful should the pit boundary movement be large or if the pit
movement induces a discontinuous change in the geometry (during pit merging for example).

In Figure 8 we show the evolution of the pit geometry in a homogeneous material. The moving mesh
method is implemented with the monitor function (3.4) starting from the initial uniform mesh shown
in Figure 8a. The non-uniform mesh resulting from the solution of the gradient flow equation, shown
in Figure 8c, has successfully concentrated the mesh elements in the initial pit and near the initial pit
boundary. The convergence to a steady state solution of the gradient flow equation is shown in Figure
8b. This resulting non-uniform mesh is now an appropriate initial mesh to use to evolve the pitting
corrosion problem forward in time. It is important to stress that no hand-tuning of the initial mesh is
necessary, it is generated automatically during the smoothing process based on the characteristics of
the chosen mesh density function. The final mesh after + = 60 s is given in Figure 8d.

Presented in Figure 9a is the non-uniform initial mesh generated with the Matlab function initmesh,
where 45 nodes are located on the pit boundary. In order to optimize this mesh, smoothing steps
were performed, and the sum of the absolute differences in position of the nodes between subsequent
smoothing iterations is displayed in Figure 9b. The motion of the nodes decreases with iteration
number, and after 17 iterations the absolute difference is down to 1072, The optimized mesh is shown
in Figure 9c and significant differences in the locations of the nodes both inside and outside the pit are
observed. The smoothed mesh has a more uniform element size and shape near the pit boundary. This

AIMS Mathematics Volume 9, Issue 12, 35401-35431.



35416

impact of smoothing is more pronounced if the elements become more stretched at some point in the
calculation due to large changes in the pit boundary location. Note that this smoothing operation only
needs to be performed once since the results can be saved and used as the starting mesh in subsequent
experiments. The computational mesh after the pit has evolved for 60 s is presented in Figure 9d, and
it is observed that node spacing within the pit remains very good.

The results in Figures 8 and 9 show that the MMPDE approach is robust with respect to the initial
grid, continuously evolving the mesh according to changing domain and solution features. Even with
a uniform initial mesh, the MMPDE approach does quite well, automatically recovering the requested
increased mesh density near the pit boundary. We do notice, however, some additional stretching of
the nodes in this case as compared to the simulation which starts from an improved non-uniform initial
mesh. The stretching of the mesh can be reduced through the use of monitor functions designed to

control the shape of the elements.
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Figure 8. (a) Uniform initial mesh, (b) convergence of the mesh smoothing process, (c)
initial mesh after mesh smoothing, and (d) the mesh after 60 s using the monitor function

(3.4).

The relatively small scale mesh smoothing is particularly useful should the pit boundary movement
be large or if the pit boundary movement induces a discontinuous change in the geometry. We will see

this effect in Section 4.
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Figure 9. (a) A nonuniform initial mesh, (b) the effect of mesh smoothing on the positions
of the nodes, (c) the mesh after smoothing, and (d) the mesh a # = 60 s using the monitor
function (3.4).

3.4. Effect of T on the moving mesh

At the end of Section 2.3, we mentioned the MMPDE relaxation parameter 7, and here we
demonstrate the effect of 7 on the moving mesh. Instead of forcing exact equidistribution for each
time ¢, we relax the condition and require equidistribution at time ¢ + 7. Hence, the smaller the size of
7, the quicker the mesh will react to changing features in the solution. To demonstrate this effect, we
start from a uniform initial grid and show the resulting meshes after # = 60 s using three values of T,
as shown in Figure 10. We observe a greater concentration of nodes near the pit boundary for smaller
values of 7. Larger values of 7 lead to stretched elements; the mesh is not able to keep up with the
changing computational domain. This relaxation does come at a cost, however, as smaller values of 7
require more time steps for the integration of the MMPDE. In practice, one should select 7 in tandem
with mesh density parameters, choosing the largest value of 7 which allows a balance of computational
cost and mesh quality.
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(a) Using 7 = 1072 (b) Using 7 = 107, (¢) Using 7 = 107°,

Figure 10. Effect of 7 on the mesh after 120 s with the monitor function (3.4) using p; = 100
and p, = 1.

3.5. Alternating mesh and physical PDE iteration

There are two approaches that can be used to solve the coupled physical PDE and mesh equation:
a simultaneous or an alternating approach. In a simultaneous approach, the discrete physical PDE and
the discrete mesh equation provide a fully coupled system for both the mesh and solution unknowns,
as shown in Figure 11a. The disadvantage of this approach is the highly nonlinear coupling between
the physical solution and the mesh, resulting in a potentially difficult, large discrete system.

X' ¢ Adaptive Mesh Generator X !
ey e il —
PDE Solver

(a) The simultaneous solution approach.

+1 n+1

Adaptive Mesh x" v
? G ¢ > PDE Solver
enerator

L 4

time stepping

(b) The alternating solution approach.

Figure 11. The (a) simultaneous and (b) alternating approaches to solve the coupled
corrosion model and mesh PDE.

On the other hand, the alternating solution approach generates the mesh X,,; at time #,.; using
the physical solution ¢" and the mesh X, at time #,. Then the solution ¢"*! at the new time level is
computed, as shown in Figure 11b. In this approach, there may be a lag between the solution and the
mesh. Generally, this does not create any difficulties if the time step is reasonably small. The main
advantages of the alternating approach are: (i) the mesh generation code is not directly coupled to
the physical PDE solve, thereby increasing flexibility and reusability of code, (ii) the mesh PDE and
physical PDE solvers can be developed and optimized in a modular way, and hence, (iii) the individual
mesh and physical PDE solvers are more efficient. MMPDEIab uses this alternating approach.

The defaults in MMPDEIlab, which we maintain, use implicit time steppers for both the physical
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PDE and the MMPDE. The physical PDE is stepped forward in time using RADAU IIA, an implicit
Runge-Kiitta methods with great stability problems for stiff problems. The MMPDE is integrated using
ODEI135s, a variable order backward differentiation appproach.

Given a mesh a time ¢ = t,, X,,, and the solution on that mesh, the boundary of the pit is updated
using (2.6) to give X, using a chosen time step 4,. The time steppers for the physical and mesh PDEs
use local error control to update the physical solution and mesh over the interval [¢,, 7, + Af]. Hence
these solvers may use time steps smaller than Az to achieve the required error tolerances.

3.6. Solution of the moving boundary value problem

The flowchart in Figure 12 outlines the implementation of our computational pitting corrosion
model using the MMPDEIlab framework. The first two steps are the same as the alternating step
approach given in Figure 11b. The pit boundary is then moved based on the new positions of the
adaptive mesh, followed by the movement of the corners of the pit. These last steps are detailed in the
following section.

) Qon Xn+]

. 1
s Adaptive s

PDE Solver |.# Pit Boundary Corner Pit

Mesh Movement Movement

h
h 2
~

time stepping

Figure 12. Flow chart for the physical PDE solve, the mesh PDE solve, and the pit boundary
movement.

3.7. Details of the pit boundary movement

To get the new position of the pit, we have to specify a direction and magnitude of movement for
each node on the boundary of the pit, as well as the appropriate movement for each corner of the pit.
A pit corner is a vertex, which is part of the pit boundary, and has a y—coordinate of zero.

As shown in Figure 13, a face normal is the outward pointing vector perpendicular to an edge or
segment joining vertices. Taking the average of two face normals on adjacent edges gives us the vertex
normal for the vertex between those edges. The vertex normals give the direction of movement for the

pit boundary.
Face % /

/

- 4
C 4
norma “a -

-

S~ o--

Figure 13. Definitions of face and vertex normals.

As mentioned in Section 2.1, the magnitude of the normal velocity of each vertex on the boundary
of the pit is given by (2.7), which we may write as
1 2F(Veorr+a(Vapp—Veorr—¢)) )

— ( RT
Vn - : Adiss - e
Csolid

Once the vertices on the pit boundary are moved, the location of the corner nodes for the pit are
updated using the following procedure. A linear extrapolation of the edge joining the two vertices that

(3.5)
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are closest to the corner and lie on the pit boundary is computed. The new corner location is given by
the intersection of this line and y = 0, as necessary.

There are several situations for corner movement which may arise as shown in Figure 14. If the new
corner is close to the old corner (Figure 14a), then no further changes are required. If the new corner
is not close to the old corner (Figure 14b), then the old corner is moved into the pit by interpolating
this same extrapolation line. The old corner and the new corner are considered to be not close if the
distance between them is greater than 20% of the minimum altitude of all the elements in the mesh.
The idea here is to support large movements of the pit boundary by moving grid points along y = 0
into the pit boundary. Large movements of the pit boundary could lead to other scenarios. Depending
on material structure, the magnitude of this movement is controlled by the time step used in the update
of the pit boundary. For example, if the intersection point is to the left of the original right corner of
the pit, then we do not move the original corner. We note that, depending on material structure, the
magnitude of this movement can be controlled by the time step used in the update of the pit boundary.

new corner
new corner

% \

new position

. . / g
of interior nodes Y new position of

7 the old corner node

4

(a) New corner remains on y = 0. (b) Corner node movement onto the pit boundary.

Figure 14. Updating the corner position: (a) the corner is moved to its new location along
y = 0 or (b) the (old) corner is moved onto the boundary of the pit.

3.8. Merging pits

As multiple pits evolve, two pits may merge and form a single, larger pit. We visualize the pit
merging procedure in Figure 16. We choose a tolerance to detect if a pit merge is necessary; this
tolerance is calculated as 2 x max(V,,) At. We then compute the length, L, of the element edges situated
along y = 0 and in between the two pits. If L is smaller than this tolerance, as in Figure 16a, then we
go ahead and merge the pits. The left and right endpoints of that edge are tagged with red and black,
respectively. In Figure 16b, these two points merge to a single point. In order to avoid changing the
number of mesh nodes and mesh topology, either the black or the red node in Figure 16a has to move
into the pit boundary. For example, the black and red nodes can merge, creating a new red node (see
Figure 16b), and the black node will move half-way between the red and green nodes. Alternately, the
black and red node merge, creating a new black node and the red node moves half-way between the
red node and green node (not shown). To determine which vertex (red or black) moves into the pit
boundary we choose the vertex corresponding to the larger angle in the element whose bottom edge
is the single edge between the pits, see Figure 15. Once the merge has occurred, a mesh smoothing
procedure is used to obtain the mesh shown in Figure 16c. We can see that the mesh smoothing has
evened out the size and shape of the elements to the right of the red apex node.

For each time step after the merge, the location of the apex is obtained as the intersection point of
the linear extrapolations of the second last edges to the left and right of the apex.
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(a) (b) (c)
Figure 15. Three possible element orientations between the pits at the time of a merge.

4
3
2
4
0
1
2
3
4

-3 2 -1 0 1 2 3

(a) A pit merge is initiated. (b) A merge with no mesh topology  (c) Post merge mesh smoothing.
change.

Figure 16. The pit merging process.

4. Numerical results

Based on the simple experiments in Section 3, throughout this numerical results section a constant
value of 7 = 1073 is used in the MMPDE, and the constants u; = 100 and i, = 1 are used as default
values for the mesh density function (3.4). The initial number of mesh points inside the pit is set to 61.

4.1. Single pit simulations

We begin by using our computational framework to compare the evolution of a single pit in three
cases: a homogeneous solid material (without a crystal direction), a solid material with a specified
crystal direction, and a solid material with a discontinuity in the crystal direction. All simulations use
an initial mesh constructed by smoothing the non-uniform mesh generated using initmesh as discussed
in Section 3.3.

Figures 17(a—d) show the final pit geometry and final meshes for a homogeneous material, a material
with crystal direction [001], a material with crystal direction [101], and a material with a discontinuity
in crystal directions, [001] to the left of x = 0 and [101] to the right of x = 0.

It is observed in Figure 17a that the final shape of the homogeneous pit is the same as the initial
pit since the chosen V,,,, has the same value, —0.24V, in every direction within the pit. Hence, from
equation (3.5), the normal velocity at all locations within the pit will be equal. The situation is not the
same for pits with a crystalline structure since V,,,, will vary with crystal direction. For example, for
crystal directions of the forms (001), (011) and (111), V,,,, will have values of -0.2297 V, -0.2455 V,
and -0.2525 V, respectively. Again from equation (3.5), we see that the normal velocity is greater for
lower magnitude V., values; thatis, V,, (111) < V, (011) < V,,(001). The effect of this V,,,. dependent
velocity is displayed in Figure 17b, where we observe that the sides of the pit have become straight
and angled 90 degrees with one another (when axes are equally scaled). This behaviour is expected.
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As shown in Figure 5, for a crystal oriented with a zone axis along [001], (001) directions are located
along the horizontal and vertical axes and (011) directions midway in between. Thus, we expect that
the [100] and [010] directions will move faster than the [1TO] direction. As the faster locations on
the pit boundary move, their orientation will change and eventually become the same direction as the
slowest moving axis, in this case [110]. For all future times, the sides of the pit will move outward
perpendicular to these two lines while maintaining the same angular relationship. We observe the same
effect in Figure 17c where the crystal has been oriented along a zone axis of [101]. In this case, the
slowest moving directions are along (111), and the angle between the [lli] and [T 1 1] planes agrees
with the expected value of 70.5 degrees. Figure 17d displays the final pit shape where there is a
discontinuity in the crystal directions, and the left and right sides of the crystal are oriented along zone
axes of [001] and [101], respectively. The left and right sides of the pit are straight lines moving along
[HO] and [T 1 1] directions, respectively.

4.2. Multiple pit simulations

As mentioned previously, if multiple pits exist in a material and the pits grow large enough, there
is the potential that the pits will merge during the simulation. The imminent merge needs to be
detected, the boundaries of each of the previously isolated pits need to be updated in a way which
avoids boundary crossing, and the mesh around the merge location needs to be adjusted smoothly and
without topology changes. Once complete, the merged pit is then treated as one larger pit, and the
evolution continues. See Section 3.8 for details.

To demonstrate the robustness of our adaptive simulation framework for the evolution of multiple
pits, we start with two pits relatively close together in a homogeneous material, as shown in plot
Figure 18a. A quality initial mesh which concentrates nodes near the boundary of both pits is generated
as discussed in Section 3.3. As corrosion continues, the pits grow, and hence the pit boundaries grow
closer together. The pits then merge and continue to evolve as shown in Figure 18b. Figure 18c
provides the result of a similar simulation with a material oriented in the [101] crystal direction. The
crystal direction clearly affects the geometry of the merged pit. Figure 18d shows the resulting pit
geometry and associated mesh for merged pits in a material with two crystal directions, where the
discontinuity in crystal direction is located at x = 0.

We now more closely study the pit depth and width as a function of time for a single homogeneous
pit, a single crystal oriented with a zone axis along [001], and two crystals with an interface at x = 0,
where the left and right crystals are oriented along [001] and [101] zone axes, respectively. Recall,
the initial and final pit configurations for these three situations are displayed in Figures 17a, 17b, and
17d, respectively. Plotting pit depth and width as a function of time leads to nonlinear curves as shown
in Figures 19a and 19b. It has been common practice to fit corrosion loss curves using a power-law
equation, and for the initial stages of corrosion, it seems to work well, see [57]. Since the loss of
material due to corrosion is a function of the dimensions of the pit, it is expected that the same power-
law behaviour should hold for our pit depth and width data. The model we use is

depth(t) (or) width(t) = at’ + ¢,

where a, b and ¢ are fitting parameters and the initial pit is defined when r = 1. The curve fits were
excellent and the fitting parameters found are presented in Table 2. The initial pit width and depth
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(d) Mesh for a crystal with two directions [001] and [101].

Figure 17. Pit configurations and meshes at = 120 s for a) a homogeneous material, b) a
single crystal oriented with a zone axis along [001], ¢) a single crystal oriented with a zone
axis along [101], and d) a crystal with an interface at x = 0 where the crystal directions to
the left and right of x = 0 are [001] and [101], respectively.

Table 2. Power-law model fitting parameters for the 6 curves presented in Figure 19. The
numbers in brackets represent uncertainty in the last significant digit.

Width Depth
Case a b c a b c
Homogeneous | 0.142(2) 0.980(3) 9.83(2) | 0.076(1) 0.917(3) 4.95(1)
[001] 0.243(8) 0.907(6) 9.62(5) | 0.116(3) 0.886(4) 4.89(2)
[001]/[101] 0.181(5) 0.927(6) 9.74(4) | 0.121(3) 0.877(6) 4.89(2)
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Figure 18. Pit evolution and adaptive mesh generation for merging multiple pits for three
material configurations.

were 10 microns and 5 microns, respectively, and these values are close to the value of a + c¢; the initial
dimension of the pit predicted from the fitting procedure. It is reassuring to note that the modelled
pitting corrosion behaviour follows an expression used to fit experimental corrosion losses.

Figure 20 displays the pit depths and pit widths for various initial numbers of mesh points using
both the moving mesh approach and the re-meshing technique at each time step. For a lower number
of initial mesh points (i.e., INPPit = 31) on the pit, the results do not match the pit depth and width
obtained by using the remeshing technique at every time step as time increases. However, with more
than 50 initial mesh points on the pit, the pit depths and pit widths for both approaches converge to the
same solution. Thus, we can conclude that the adaptive moving mesh approach provides reasonable
solution accuracy by delivering precise pit depth and width measurements.

Figure 21 shows the numerical error in pit depths and widths when comparing the remeshing
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Figure 20. Pit-depths and widths for the homogeneous case for various numbers of initial
mesh point in the pit.

technique with the adaptive moving mesh approach for various initial numbers of mesh points on
the pit. The absolute error is calculated by comparing the remeshing solution with the moving mesh
solution at every step. For a lower number of initial mesh points (i.e., INPPit = 31) on the pit, the error
increases over time. However, with more than 50 initial mesh points on the pit, the error is controlled.

Assessing mesh quality is relatively complicated. We follow [22] and assess the equidistribution

quality measure
Npk|K
Ou (k) = YoxlKl . K e
Oh
Note, maxkey, Qeq(K) = 1 would indicate a grid providing perfect equidistribution of the mesh density
function. Of course, the ability to achieve perfect equidistribution is affected by the space and time
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Figure 21. The numerical error for pit depths and widths for various initial numbers of mesh
points on the pit.

discretization, and the relaxation of equidistribution and choice of parameters in the MMPDE. For the
simulations depicted in Figure 17, we obtain maxger, Ocq values of approximately 2.89,2.86,2.92 and
2.84 at the end of the simulations.

These numerical results suggest that the adaptive moving mesh is a suitable choice for solving the
moving boundary problem related to pitting corrosion.

5. Conclusions

We have presented a robust, fully automatic, moving mesh solution framework for pitting corrosion.
The moving mesh approach continuously and smoothly evolves a fixed mesh topology according to
changing pit geometry. Single and multiple pits are considered, as are materials with different crystal
direction(s). A procedure is presented which allows pits to merge without a change in mesh topology,
allowing computation to proceed without restarting the computation.

The simulation of large pit growth or the initiation of many pits, would likely benefit from an hr—
refinement strategy (which not only redistributes nodes as we have presented here, but also allows
periodic changes to the number of mesh nodes) coupled with a domain decomposition approach to
allow the problem to be spatially partitioned and the computation distributed to harness additional
processors. This will be the subject of future work. Current work includes extending the computational
framework to allow for more heterogenous materials, with corrosive resistant “pockets” or holes or
voids.

Data availability

The raw or processed data required to reproduce these figures and findings cannot be shared at this
time due to technical or time limitations, but are available from the authors upon request.
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