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1. Introduction

Let A =
(
ai j

)
∈ Cn×n be an n × n complex matrix. We denote N = {1, 2, ..., n} and define

J =

i

∣∣∣∣∣∣∣|aii| ≥

n∑
j,i

∣∣∣ai j

∣∣∣ , i ∈ N

 . (1.1)

If J = N, then the matrix A is defined to be (row) diagonally dominant. In addition, A is defined as
strictly diagonally dominant if

|aii| >

n∑
j,i

∣∣∣ai j

∣∣∣ , i ∈ N.

Clearly, for strictly diagonally dominant matrices, the principal submatrices are strictly diagonally
dominant.

http://www.aimspress.com/journal/Math
http://dx.doi.org/ 10.3934/math.20241616


33880

The comparison matrix of A is denoted by µ (A) =
(
µi j

)
, where

µi j =

{
|aii| , i = j,
−

∣∣∣ai j

∣∣∣ , i , j.

The characterization of nonsingular M-matrices is an important topic in matrix theory. If there
exists a nonnegative matrix P and a real number s > ρ (P) such that A = sI − P, where ρ (P) is the
spectral radius of P, then A is defined as a nonsingular M-matrix.

Furthermore, it is well-known that a matrix A is a nonsingular H-matrix equivalent to its comparison
matrix µ (A) is a nonsingular M-matrix, as stated in [1]. The connection between nonsingular M-
matrices and H-matrices provides a deeper understanding of their properties and relationships, leading
to the development of effective computational algorithms and methodologies for solving complex
problems in diverse fields of engineering and science.

A matrix A is considered to be generalized diagonally dominant if there exists a positive diagonal
matrix D such that the product AD is strictly diagonally dominant. Furthermore, it is well established
that a matrix A is classified as an H-matrix if and only if it is generalized diagonally dominant, as
indicated in [2]. H-matrices represent a special class of matrices that find wide-ranging applications
in engineering and scientific computation, as noted in [3]. The properties of H-matrices make them
particularly valuable in numerical analysis, optimization, finite element methods, and other areas of
applied mathematics. Consequently, the development of direct algorithms for identifying H-matrices,
as explored in [4–7], holds immense practical significance in various computational and engineering
contexts.

Suppose that A is a complex matrix of order n ≥ 2. Let N1,N2 be nonempty subsets of N with
N1

⋃
N2 = N and N1

⋂
N2 = ∅. The submatrix that lies in the rows of A indexed by N1 and the

columns of A indexed by N2 is denoted as A (N1,N2); in particular, A (N1,N1) is abbreviated to A (N1).
Let N1 ⊂ N and N2 = N\N1 be nonempty subsets. If A (N1) is invertible, then the Schur complement

of A with respect to the principal submatrix A (N1) is defined as

A/N1 = A (N2) − A (N2,N1) [A (N1)]−1A (N1,N2) .

Carlson and Markham established an important result in their work [8], which states that if the
original matrix is strictly diagonally dominant, then its Schur complements will also possess the
property of being diagonally dominant. This result has significant implications, because diagonally
dominant matrices often have desirable properties and are frequently encountered in various areas of
mathematics and engineering.

The Perron complement is indeed a smaller matrix which is derived naturally from a square matrix.
The concept of the Perron complement in a nonnegative (irreducible) matrix was first introduced in [9]
within the context of computing the Perron vectors of finite state Markov processes. The name Perron
complement is derived from its analogy to the Schur complement.

Definition 1.1. [9] Let A be an n × n nonnegative irreducible matrix with spectral radius ρ (A) and
nonempty subsets N1 ⊂ N,N2 = N\N1. The Perron complement of A (N1) in A is defined by the matrix

P (A/N1 ) = A (N2) + A (N2,N1)
[
ρ (A) I − A (N1)

]−1A (N1,N2) . (1.2)

Meyer [9] fully analyzed the properties of P (A/N1 ) in detail, providing some elegant results. For
example, P (A/N1 ) inherits the irreducibility and nonnegativity of the matrix A. Moreover, P (A/N1 )
and A have the same spectral radius.
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To improve the boundary of ρ (A), L. Z. Lu [10] substituted λ for ρ (A) in (1.2) and proposed the
following definition.

Definition 1.2. [10] Let A be an n × n nonnegative irreducible matrix and nonempty subsets N1 ⊂

N,N2 = N\N1. The generalized Perron complement of A (N1) in A is defined as

Pλ (A/N1 ) = A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2) , (1.3)

where λ > ρ (A (N1)). It is clear that Pλ (A/N1 ) is well-defined for λ > ρ (A (N1)).

The Perron complement is a valuable tool in many domains, including statistics, computational
mathematics, and control theory, such as addressing limited optimization problems [11], achieving
range-based threshold estimates for jump-diffusion models [12]. Research on the Perron complement
of matrices has been ongoing since the 1980s, and experts and scholars worldwide have made
significant contributions to this field. Over the years, continuous efforts have led to new findings and
advancements in the understanding and utilization of the Perron complement. Moreover, for a special
matrix family, the Perron complement can be applied to research properties by utilizing the relationship
between the matrix and its Perron complement. Further discussions on the Perron complements of a
special family of matrices are considered in [13–16].

Estimating the bounds of eigenvalues via Perron complement matrices is an important research
direction that has practical applications in various fields. The use of Perron complement matrices has
been extensively studied in the literature, as referenced in [17–20], and has yielded promising results.
For example, researchers have utilized Perron complement matrices to optimize the bounds of the
eigenvalues of Z-matrices [17]. Additionally, in the case of nonnegative irreducible matrices, G. X.
Huang [18], S. M. Yang [19], and Z. M. Yang [20] significantly improved the bounds on the spectral
radius by utilizing the Perron complement. This research direction holds significant potential for
improving the estimation of eigenvalue bounds and has practical implications for various applications
in mathematics, engineering, and other fields [21–23].

Inspired by the definition of the generalized Perron complement and the results in [8], we investigate
the diagonal dominance of the generalized Perron complement of nonnegative irreducible matrices.
The remainder of this paper is organized as follows.

In Section 2, we prove that the generalized Perron complements of nonnegative irreducible and
diagonally dominant matrices concerning a given subset of indices are nonnegative irreducible and
diagonally dominant matrices. On this basis, we acquire the closure property for the generalized
Perron complements of nonnegative irreducible H-matrices under certain conditions in Section 3. Two
numerical experiments are presented in Section 4 to support our findings. Finally, we summarize our
conclusions in Section 5.

2. Generalized Perron complements of nonnegative irreducible and diagonally dominant
matrices

Lemma 2.1. [2] If A is an n × n nonnegative matrix, then

min
i

n∑
k=1

aik ≤ ρ (A) ≤ max
i

n∑
k=1

aik.
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Lemma 2.2. [10] If A is an n × n nonnegative irreducible matrix and nonempty subsets N1 ⊂ N,N2 =

N\N1, then for any λ > ρ (A (N1)),

Pλ (A/N1 ) = A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2)

is also nonnegative irreducible.

Lemma 2.2 shows that nonnegative irreducible matrices are closed under generalized Perron
complementation. The following theorem shows that nonnegative irreducible and diagonally dominant
matrices are closed under generalized Perron complementation.

Theorem 2.1. If A is an n × n nonnegative irreducible and diagonally dominant matrix and nonempty

subsets N1 ⊂ N,N2 = N\N1, then for any λ > max
i∈N1

n∑
k=1
|aik|,

Pλ (A/N1 ) = A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2)

is a nonnegative irreducible and diagonally dominant matrix.

Proof. We suppose that N1 =
{
i1, i2, · · · , ip

}
,N2 =

{
j1, j2, · · · , jq

}
with p + q = n. According to

λ > max
i∈N1

n∑
k=1

|aik| = max
i∈N1

∑
k∈N1

|aik| +
∑
k∈N2

|aik|

 ≥ max
i∈N1

∑
k∈N1

|aik|,

we obtain
λ > max

i∈N1

∑
k∈N1

|aik|. (2.1)

Here, max
i∈N1

∑
k∈N1

|aik| is the maximum row sum of the matrix A (N1). Note that A is a nonnegative matrix,

so is A (N1). By Lemma 2.1, we have

max
i∈N1

∑
k∈N1

|aik| ≥ ρ (A (N1)) . (2.2)

It follows from (2.1) and (2.2) that λ > ρ (A (N1)). According to Lemma 2.2, the generalized Perron
complement Pλ (A/N1 ) is nonnegative and irreducible.

In the following section, we consider the diagonal dominance of Pλ (A/N1 ). Because the matrix A
is diagonally dominant, it holds that

|aii| ≥

n∑
k,i

|aik|, i ∈ N.

Specifically, for jk ∈ N2, we have

∣∣∣a jk jk

∣∣∣ ≥ q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ + p∑
t=1

∣∣∣a jkit

∣∣∣. (2.3)
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According to λ > max
i∈N1

n∑
k=1
|aik|, it holds that

λ > max
i∈N1

n∑
k=1

|aik| = max
i∈N1

∑
k∈N1

|aik| +
∑
k∈N2

|aik|

 = max
iv∈N1

p∑
t=1

aivit +max
iv∈N1

q∑
t=1

aiv jt . (2.4)

We discuss this issue in two cases.
Case 1. max

iv∈N1

q∑
t=1

aiv jt = 0. This implies that aiv jt = 0 for any iv ∈ N1, jt ∈ N2, that is, A (N1,N2) = O.

In this case, we derive:

Pλ (A/N1 ) = A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2) = A (N2) .

Therefore, as a principal submatrix of the diagonally dominant matrix A, the matrix Pλ (A/N1 ) is
clearly diagonally dominant.

Case 2. max
iv∈N1

q∑
t=1

aiv jt > 0. From (2.4), we obtain

0 < max
iv∈N1

q∑
t=1

aiv jt < λ −max
iv∈N1

p∑
t=1

aivit ≤ λ −

p∑
t=1

aivit . (2.5)

Thus, we further obtain

0 < max
iv∈N1

q∑
t=1

aiv jt

λ −
p∑

t=1
aivit

< 1. (2.6)

Denote the column vector

X =
(
x1, x2, · · · , xp

)T
= [λI − A (N1)]−1

 q∑
t=1

ai1 jt ,

q∑
t=1

ai2 jt , · · · ,

q∑
t=1

aip jt

T

, (2.7)

or equivalently written as

[λI − A (N1)] X =

 q∑
t=1

ai1 jt ,

q∑
t=1

ai2 jt , · · · ,

q∑
t=1

aip jt

T

. (2.8)

Let xv = max {xt}, where xt is the t-th coordinate of X. From (2.8), we obtain the following result:
q∑

t=1

aiv jt =
(
λ − aiviv

)
xv +

p∑
t=1,t,v

(
−aivit

)
xt

≥
(
λ − aiviv

)
xv +

p∑
t=1,t,v

(
−aivit

)
xv

= λxv −

aiviv +

p∑
t=1,t,v

aivit

 xv

=

λ − p∑
t=1

aivit

 xv.

AIMS Mathematics Volume 9, Issue 12, 33879–33890.



33884

Therefore, we obtain

xv ≤

q∑
t=1

aiv jt

λ −
p∑

t=1
aivit

≤ max
iv∈N1

q∑
t=1

aiv jt

λ −
p∑

t=1
aivit

. (2.9)

Considering inequalities (2.6) and (2.9), we obtain xv < 1. Thus, it holds that

X =
(
x1, x2, · · · , xp

)T
< (1, 1, · · · , 1)T.

Denote the element of Pλ (A/N1 ) located in the jk-th row and jt-th column as
(
a′ jk jt

)
. Thus, for any

jk ∈ N2, we have

∣∣∣a′ jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a′ jk jt

∣∣∣
=

∣∣∣∣a jk jk +
(
a jki1 , a jki2 , · · · , a jkip

)
[λI − A (N1)]−1

(
ai1 jk , ai2 jk , · · · , aip jk

)T∣∣∣∣
−

q∑
t=1,t,k

∣∣∣∣a jk jt +
(
a jki1 , a jki2 , · · · , a jkip

)
[λI − A (N1)]−1

(
ai1 jt , ai2 jt , · · · , aip jt

)T∣∣∣∣
≥

∣∣∣a jk jk

∣∣∣ − (∣∣∣a jki1

∣∣∣ , ∣∣∣a jki2

∣∣∣ , · · · , ∣∣∣a jkip

∣∣∣) [λI − A (N1)]−1
(
ai1 jk , ai2 jk , · · · , aip jk

)T

−

q∑
t=1,t,k

[∣∣∣a jk jt

∣∣∣ + (∣∣∣a jki1

∣∣∣ , ∣∣∣a jki2

∣∣∣ , · · · , ∣∣∣a jkip

∣∣∣) [λI − A (N1)]−1
(
ai1 jt , ai2 jt , · · · , aip jt

)T
]

=
∣∣∣a jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ − (∣∣∣a jki1

∣∣∣ , ∣∣∣a jki2

∣∣∣ , · · · , ∣∣∣a jkip

∣∣∣) [λI − A (N1)]−1

 q∑
t=1

ai1 jt ,

q∑
t=1

ai2 jt , · · · ,

q∑
t=1

aip jt

T

=
∣∣∣a jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ − (∣∣∣a jki1

∣∣∣ , ∣∣∣a jki2

∣∣∣ , · · · , ∣∣∣a jkip

∣∣∣) X (by Equation2.7)

≥
∣∣∣a jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ − (∣∣∣a jki1

∣∣∣ , ∣∣∣a jki2

∣∣∣ , · · · , ∣∣∣a jkip

∣∣∣) (1, 1, · · · , 1)T (by X < (1, 1, · · · , 1)T)

=
∣∣∣a jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ − p∑
t=1

∣∣∣a jkit

∣∣∣.
On the other hand, according to inequality (2.3), we have

∣∣∣a jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ − p∑
t=1

∣∣∣a jkit

∣∣∣ ≥ 0.

On the basis of the above derivations, we obtain

∣∣∣a′ jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a′ jk jt

∣∣∣ ≥ ∣∣∣a jk jk

∣∣∣ − q∑
t=1,t,k

∣∣∣a jk jt

∣∣∣ − p∑
t=1

∣∣∣a jkit

∣∣∣ ≥ 0, jk ∈ N2.
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This shows that ∣∣∣a′ jk jk

∣∣∣ ≥ q∑
t=1,t,k

∣∣∣a′ jk jt

∣∣∣, jk ∈ N2.

Therefore, we infer that Pλ (A/N1 ) is diagonally dominant.
From the analysis of the two cases, we conclude that Pλ (A/N1 ) is diagonally dominant. This

completes the proof. □

Corollary 2.1. If A is an n × n nonnegative irreducible and strictly diagonally dominant matrix and

nonempty subsets N1 ⊂ N,N2 = N\N1, then for any λ > max
i∈N1

n∑
k=1
|aik|,

Pλ (A/N1 ) = A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2)

is a nonnegative irreducible and strictly diagonally dominant matrix.

3. Generalized Perron complements of nonnegative irreducible H-matrices

Nonnegative irreducible H-matrices emerge in discretized partial differential equations derived from
inverse scattering problems [24]. In this section, we discuss the generalized Perron complements of
nonnegative irreducible H-matrices.

Theorem 3.1. If A is an n × n nonnegative irreducible H-matrix and nonempty subsets N1 ⊂ N,N2 =

N\N1, then for any λ > max
i∈N1

n∑
k=1
|aik| ≥ 2 |aii| , i ∈ N1,

Pλ (A/N1 ) = A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2)

is a nonnegative irreducible H-matrix.

Proof. We suppose that N1 =
{
i1, i2, · · · , ip

}
,N2 =

{
j1, j2, · · · , jq

}
with p + q = n. By Theorem 2.1, for

any λ > max
i∈N1

n∑
k=1
|aik|, i ∈ N1, Pλ (A/N1 ) is nonnegative irreducible. Because A is an H-matrix, there is

a positive diagonal matrix
D = diag (d1, d2, · · · , dn)

such that AD is strictly diagonally dominant, that is,

|aii| di >

n∑
k,i

|aik| dk, i ∈ N,

or equivalently written as

|aii| >

n∑
k,i

|aik|

di
dk, i ∈ N. (3.1)

Let B = D−1AD =
(ai jd j

di

)
=

(
bi j

)
. Clearly, B is nonnegative and irreducible. Meanwhile, inequality (3.1)

implies that B is strictly diagonally dominant. Since for any i ∈ N1, λ > max
i∈N1

n∑
k=1
|aik| ≥ 2 |aii| and

2 |aii| = |bii| + |aii| > |bii| +

n∑
k,i

|aik|

di
dk = |bii| +

n∑
k,i

|bik| =

n∑
k=1

|bik|, i ∈ N1,
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we have λ > max
i∈N1

n∑
k=1
|bik|.According to Corollary 2.1, Pλ (B/N1 ) is nonnegative irreducible and strictly

diagonally dominant. In addition, we have

Pλ (B/N1 ) = B (N2) + B (N2,N1) [λI − B (N1)]−1B (N1,N2)

=


b j1 j1 · · · b j1 jq

· · · · · · · · ·

b jq j1 · · · b jq jq

 +

b j1i1 · · · b j1ip

· · · · · · · · ·

b jqi1 · · · b jqip



λ − bi1i1 · · · −bi1ip

· · · · · · · · ·

−bipi1 · · · λ − bipip


−1 

bi1 j1 · · · bi1 jq

· · · · · · · · ·

bip j1 · · · bip jq


=


a j1 j1 · · · a j1 jq

d jq

d j1

· · · · · · · · ·

a jq j1
d j1
d jq
· · · a jq jq

 +

a j1i1

di1
d j1
· · · a j1ip

dip

d j1

· · · · · · · · ·

a jqi1
di1
d jq
· · · a jqip

dip

d jq


×


λ − ai1i1 · · · −ai1ip

dip

di1

· · · · · · · · ·

−aipi1
di1
dip
· · · λ − aipip


−1 

ai1 j1
d j1
di1
· · · ai1 jq

d jq

di1

· · · · · · · · ·

aip j1
d j1
dip
· · · aip jq

d jq

dip


= diag

(
1

d j1
, · · · ,

1
d jq

) 
a j1 j1 · · · a j1 jq

· · · · · · · · ·

a jq j1 · · · a jq jq

 diag
(
d j1 , · · · , d jq

)

+ diag
(

1
d j1
, · · · ,

1
d jq

) 
a j1i1 · · · a j1ip

· · · · · · · · ·

a jqi1 · · · a jqip

 diag
(
di1 , · · · , dip

)

× diag
(

1
di1
, · · · ,

1
dip

) 
λ − ai1i1 · · · −ai1ip

· · · · · · · · ·

−aipi1 · · · λ − aipip


−1

diag
(
di1 , · · · , dip

)

× diag
(

1
di1
, · · · ,

1
dip

) 
ai1 j1 · · · ai1 jq

· · · · · · · · ·

aip j1 · · · aip jq

 diag
(
d j1 , · · · , d jq

)
.

Denote D (N2) = diag
(
d j1 , · · · , d jq

)
. We acquire

Pλ (B/N1 ) = D−1 (N2)
{
A (N2) + A (N2,N1) [λI − A (N1)]−1A (N1,N2)

}
D (N2)

= D−1 (N2) Pλ (A/N1 ) D (N2) . (3.2)

Because Pλ (B/N1 ) is strictly diagonally dominant, from (3.2), we deduce that there exists a positive
diagonal matrix D (N2) such that Pλ (A/N1 ) D (N2) is strictly diagonally dominant. Therefore, we
obtain that Pλ (A/N1 ) is an H-matrix. This completes the proof. □

4. Numerical examples

Example 4.1. Let us consider a nonnegative irreducible matrix:
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A =


4 1 1 1
2 4 0 1
2 1 6 2
3 1 1 6

 .
Obviously, A is diagonally dominant.

For N1 = {1}, set λ = 8 > max
i∈N1

n∑
k=1
|aik| = 7. We have

P8 (A/N1 ) =


4 0 1
1 6 2
1 1 6

 +

2
2
3

 (8 − 4)−1
(
1 1 1

)

=


4.5 0.5 1.5
1.5 6.5 2.5
1.5 1.5 6.5

 .
Clearly, the generalized Perron complement P8 (A/N1 ) is a nonnegative irreducible and diagonally
dominant matrix.

For N1 = {1, 2}, set λ = 8 > max
i∈N1

n∑
k=1
|aik| = 7. The generalized Perron complement of A at λ is

P8 (A/N1 ) =
(
6 2
1 6

)
+

(
2 1
3 1

) [(
8 0
0 8

)
−

(
4 1
2 4

)]−1 (
1 1
0 1

)
=

(
12 10
11 17

)
.

It is obvious that P8 (A/N1 ) is a nonnegative irreducible and diagonally dominant matrix. These
results are consistent with Theorem 2.1.

Example 4.2. [25] Let us consider a nonnegative irreducible H-matrix:

A =


3 0 4 2

100 99 1 1
1 1 100 1
1 1 1 100

 .

According to Theorem 3.1, max
i∈N1

n∑
k=1
|aik| ≥ 2 |aii| , i ∈ N1, so we can choose N1 = {1}, N1 = {2} or

N1 = {1, 2} .

For N1 = {1}, set λ = 11 > max
i∈N1

n∑
k=1
|aik| = 9 ≥ 2 |aii| . We obtain

P11 (A/N1 ) =


99 1 1
1 100 1
1 1 100

 +

100
1
1

 (11 − 3)−1
(
0 4 2

)
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=


99 51 26
1 100.5 1.25
1 1.5 100.25

 ,
whose comparison matrix 

99 −51 −26
−1 100.5 −1.25
−1 −1.5 100.25


is an M-matrix. Therefore, P11 (A/N1 ) is an H-matrix and is clearly nonnegative irreducible.

For N1 = {2}, set λ = 299 > max
i∈N1

n∑
k=1
|aik| = 201 ≥ 2 |aii| . We obtain

P299 (A/N1 ) =


3 4 2
1 100 1
1 1 100

 +

0
1
1

 (299 − 99)−1
(
100 1 1

)

=


3 4 2

1.5 100.005 1.005
1.5 1.005 100.005

 ,
whose comparison matrix 

3 −4 −2
−1.5 100.005 −1.005
−1.5 −1.005 100.005


is an M-matrix. Therefore, P299 (A/N1 ) is an H-matrix and is clearly nonnegative irreducible.

For N1 = {1, 2}, set λ = 203 > max
i∈N1

n∑
k=1
|aik| = 201 ≥ 2 |aii| . The generalized Perron complement of

A at λ is

P203 (A/N1 ) =
(
100 1
1 100

)
+

(
1 1
1 1

) [(
203 0
0 203

)
−

(
3 0

100 99

)]−1 (
4 2
1 1

)
=

(
100.0488 1.0292
1.0488 100.0292

)
,

whose comparison matrix (
100.0488 −1.0292
−1.0488 100.0292

)
is an M-matrix. Therefore, P203 (A/N1 ) is an H-matrix and is clearly nonnegative irreducible. These
results are consistent with Theorem 3.1.

5. Conclusions

The generalized Perron complement is a smaller matrix derived from a square matrix. For a given
matrix, the generalized Perron complement can be utilized to investigate the properties by exploiting
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the relationship between the matrix and its generalized Perron complement. Consequently, given
a matrix family, further analysis of generalized Perron complements of the matrix families can be
conducted. In this study, we examined the diagonal dominance of generalized Perron complements of
the family of nonnegative irreducible matrices.

Initially, we demonstrate that the generalized Perron complements of nonnegative irreducible and
diagonally dominant matrices concerning a given subset of indices are nonnegative irreducible and
diagonally dominant matrices. Specifically, the set of nonnegative irreducible and strictly diagonally
dominant matrices is closed under the process of generalized Perron complementation. Building
upon this foundation, we established the closure property for the generalized Perron complements
of nonnegative irreducible H-matrices under specific conditions.
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