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Method (RPSM) and the Homotopy Analysis Method (HAM). Both methods are extended to
obtain approximations for q-fractional partial differential equations (q-FPDEs). These equations are
significant in q-calculus, which has gained attention due to its relevance in engineering applications,
particularly in quantum mechanics. In this study, we solve linear and nonlinear q-FPDEs and obtain
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1. Introduction

In recent decades, there has been a significant rise in research and developments within the
field of fractional calculus. Numerous studies have explored the historical evolution of fractional
calculus and its applications in various engineering aspects [1, 2], physics [3], financial [4], and
even in implementing natural phenomenon [5]. All of these applications are modeled by fractional
differential equations that have been solved using analytical and numerical techniques [6–9]. Recently,
considerable focus has been directed towards q-calculus and q-fractional differential equations (q-
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FDEs) by mathematicians and engineers, because it bridges physics and mathematics. The inception
of q-calculus, alternatively referred to as quantum calculus, traces back to 1908 with Jackson’s
contributions [10]. Building upon q-calculus, q-differential equations were formulated to depict
specific physical phenomena observed in the dynamics of quantum systems, discrete dynamic systems,
and related areas. As the q-calculus theory has advanced, several associated ideas have been presented
and scrutinized. These include the q-Laplace transform, the q-Mittag Leffler function, the q-Gamma,
and q-Beta functions [11], q-integral transforms, the q-Taylor series [12–14], and similar subjects,
see [15]. As of now, investigations into q-fractional calculus is in its initial phases and has been
compared with traditional fractional calculus. q-differential equations have found applications in
modeling both linear and nonlinear problems, thus playing a crucial role across various domains
in engineering and science. While many studies have provided research outcomes concerning the
uniqueness of the solutions and also the existence of various types of q-FDEs, there is a limited number
of studies that have focused on the analytical solution of these problems [16, 17]. Some studies have
addressed solving q-differential equations without merging fractional calculus into them, thereby using
semi-analytical methods, such as the q-differential transform method [18–20], the homotopy analysis
method [21], the variation iteration method [22, 23], and the q-separation of variable method [24].
Until now, the study and investigation of fractional q-calculus is still in its nascent phase, specially
when solving q-FDEs using analytical and semi-analytical techniques. Currently the only methods
that have been are the fractional q-Laplace transform [13, 14], the fractional q-Laplace transform in
time scale [25], and the fractional q-reduced differential transform [26, 27]. Since there are some
semi-analytical methods that provide a high accuracy in the results and are used to solve fractional
order differential equations, our aim is to apply these methods to the q-differential equations due to
the importance of q-calculus in quantum theory, which connects physics with its applications and
mathematics. Recently, B. Madhavi and others published a paper that focused on solving q-FDEs using
the Homotopy Analysis Method (HAM); however, they applied the method for two simple ordinary
differential equations [28].

In this study, we aim to investigate and solve linear and nonlinear q-FPDEs using the HAM and
the Residual Power Series Method (RPSM). Both the RPSM and the HAM provide solutions in the
form of a series that approximates the exact solution of a problem. One of the key advantages of
the HAM is its flexibility, as it introduces an auxiliary parameter (often referred to as ~) that allows
the user to control and adjust the convergence region of the series solution, see [29]. This capability
enables the HAM to offer a better control over the accuracy and convergence of the solution, especially
in problems where traditional methods struggle with a slow convergence. Additionally, the HAM is
highly versatile and can be applied to a wide range of linear and nonlinear problems, thus making it
suitable for more complex systems. However, the method may suffer from a slow convergence when
dealing with strongly nonlinear equations, thus potentially requiring a higher computational effort to
achieve accurate results. On the other hand, the RPSM transforms the differential equation into a series
of algebraic equations, which can significantly simplify the solution process, particularly for nonlinear
problems. It is relatively straightforward to implement compared to other semi-analytical methods; and
can handle a wide range of nonlinearities without the need for linearization or perturbation. Moreover,
the RPSM tends to work well even in the presence of strong nonlinearity, thereby providing accurate
approximations. Another advantage of the RPSM is that it provides closed-form solutions for each
term in the series, allowing for a clear interpretation of the solution’s behavior. Nevertheless, the
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accuracy of the solution depends on the number of terms retained in the series, meaning that a higher
accuracy often demands a larger number of terms, which can increase the computational effort. It is
worth mentioning that this is the first time these methods have been used to solve q-FDEs.

This study is structured as follows: In Section 2, we introduce the fundamental definitions and
notations of fractional q-calculus; Section 3 is concerned with the implementation of the RPSM; and
the HAM and how to use these methods to solve q-FPDEs; in Section 4, numerical examples are given
to illustrate the effectiveness of the suggested methods; representations of the obtained solutions in 2D
and 3D are showcased in Section 5; and Section 6 presents the conclusion of this study.

2. Basic notations of q-calculus

Within this part, we introduce the condensed basics of the fundamental definitions and
characteristics of q-calculus, along with fractional q-derivatives and integrals. For a more
comprehensive understanding, additional specifics can be found in [30, 31].

Definition 2.1. [14]. Consider a real-valued function, denoted by Ω(t), defined on a set Tq = {qϑ :
ϑ ∈ Z} ∪ {0}, where 0 < q < 1, which is a geometric set, and Z is the set of integer numbers. Then,
the q − derivative of Ω(t) is defined as follows:

DqΩ(t) =
dqΩ(t)

dqt
=
Ω(t) − Ω(qt)

(1 − q)t
, t ∈ Tq \ {0},

DqΩ(t) =
dqΩ(t)

dqt
|t=0= lim

n→0

Ω(tqn) − Ω(0)
tqn , t , 0.

(2.1)

From the Definition 2.1, it is evident that the q-derivative differs from the traditional derivative,
which can be regarded as a discrete analogue of the traditional derivative.

It is worth mentioning that limq→1 DqΩ(t) =
dΩ(t)

dt . For a higher order q-derivative,

Dϑ
qΩ(t) = Dq(Dϑ−1

q f (t)), ϑ ≥ 2.

For any functions U(t) and V(t), which are considered functions with real values, the following
properties are valid:

Dq(c1U(t) ± c2V(t)) = c1DqU(t) ± c2DqV(t), c1, c2 ∈ R,

Dq

(
U(t).V(t)

)
= V(t)DqU(t) +U(qt)DqV(t),

Dq

(
U(t)
V(t)

)
=
V(t)DqU(t) −U(t)DqV(t)

V(t)V(qt)
, V(t) , 0, V(qt) , 0.

Definition 2.2. [26]. For a higher order q-derivative, and any two functionsU(X) andV(X),

Dϑ
q {U(t).V(t)} =

ϑ∑
r=0

[
ϑ

r

]
Dv−r

q U(Xqr)Dr
qV(X),

where

[ϑ]q =
qϑ − 1
q − 1

= qϑ−1 + ... + q + 1, ϑ ∈ N+,
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and [
ϑ

r

]
=

[ϑ]q!
[r]q! [ϑ − r]q!

,

[ϑ]q! =


1, f or ϑ = 0,

[ϑ]q[ϑ − 1]q...[1]q f or ϑ ∈ N+.

Definition 2.3. [26]. The q-analogue of (X − a)ϑq is a polynomial:

(X − a)ϑq =


1, f or ϑ = 0,

∏ϑ−1
i=0 (X − aqi) f or ϑ ∈ N .

Now, let’s focus and shed light on the definitions specific to fractional q-calculus.

Definition 2.4. [14]. For ß , −1,−2, ..., where ß is the fractional order q-derivative, the Riemann-
Liouville (RL) fractional q-integral is characterized by the following definition:

Iß
q =

1
Γq(ß)

∫ t

0
(t − qs)(ß−1)

q Ω(s) dqs, t > 0, (2.2)

where Γq(ß) is the q-analogue Gamma function, which is defined as follows:

Γq(ß) = (1 − q)(ß−1)
q (1 − q)1−ß, 0 < q < 1,

where

(a − b)(ß) = aß
∞∏
i=0

(a − bqi)
(a − bqß+i)

, ß ∈ R.

From the definition of Γq(ß), one can easily verify that:

Γq(1) = 1, Γq(ϑ + 1) = [ϑ]q!, Γq(ß + 1) = [ß]qΓq(ß).

Definition 2.5. [14]. Suppose Ω(t) is a positive real-valued function, for ϑ = [ß]. In that case, the
fractional q-derivative in sense of Caputo of order ß is given by the following:

cDß
qΩ(t) =


I
−ß
q Ω(t), ß ≤ 0,

I
ϑ−ß
q Dϑ

qΩ(t) ß > 0,

(2.3)

where [ß] denotes the smallest integer greater than or equal to ß. At ß > 0,

cDß
qΩ(t) =

1
Γq(ϑ − ß)

∫ t

0
(t − qs)(ϑ−ß−1) Dϑ

qΩ(s) dqs. (2.4)
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Definition 2.6. [26, 32]. Assume that Ω(t) is a real-valued function ∈ R+; for ϑ = [ß], ß ∈ R; then,
the RL fractional q-derivative of order ß is as follows:

Dß
qΩ(t) =


I
−ß
q Ω(t), ß ≤ 0,

Dϑ
q I

ϑ−ß
q Ω(t) ß > 0.

(2.5)

At ß > 0,

Dß
qΩ(t) =

1
Γq(ϑ − ß)

Dϑ
q

∫ t

0
(t − qs)(ϑ−ß−1) Ω(s) dqs. (2.6)

For a real valued function f (t), where α, ß are the fractional parameters, the following properties
are established, and their proofs are presented in [13, 14, 33]:

cDα
q f (t) = Dα

q

(
f (t) −

ϑ−1∑
k=0

Dk
q f (0)

Γq(k + 1)
t
k
)
, t, α > 0, ϑ = [α]. (2.7)

IαqI
ß
q f (t) = Iß

qI
α
q f (t) = Iα+ß

q f (t). (2.8)

Iαq
cDα

q f (t) = f (t), cDα
qI

α
q f (t) = f (t). (2.9)

cDα
q

cDß
q f (t) = cDα+ß

q f (t). (2.10)

Iαq t
P =

Γq(P + 1)
Γq(P + 1 + α)

t
P+α. (2.11)

cDα
q t
P =

Γq(P + 1)
Γq(P + 1 − α)

t
P−α. (2.12)

3. Implementation of HAM and RPSM

In this part, we will explore how the semi-analytical approaches (HAM and RPSM) are adapted to
be applicable to the q-FPDEs in the following form:

∂αq

∂qt
α
Ξ(X, t) = Ξ(X, t) + Ξ2(X, t) + ... +

∂q

∂qX
Ξ(X, t) +

∂2
q

∂qX
2Ξ(X, t) + ..., (3.1)

where 0 < q < 1 and the fractional order derivative 0 < α ≤ 1, thereby utilizing the
initial approximation:

Ξ(X, 0) = Ξq(X).

3.1. Preliminaries of q-fractional HAM

The HAM was initially introduced and implemented by Liao [34,35]; moreover, it has been adapted
to address extremely nonlinear and complex FDEs and a system of FDEs, see [36, 37]. In this work,
the HAM will be adapted to be applicable to the q-FPDEs.

Equation (3.1) can be reformulated as follows:

N {Dα
t Ξ(X, t)} = 0, 0 < α ≤ 1, (3.2)
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and is conditioned by the following:
Ξ(X, 0) = Ξ0(X, t),

where N is called the nonlinear operator. We can formulate the zero − order q-deformation equation
as follows:

(1 − p)
∂αq

∂qt
α
{Q(X, t, p) − Ξ0(X, t)} = phH(X, t)N {Q(X, t, p)}. (3.3)

In Eq (3.3), we consider the unknown function Q(X, t, p), which involves an embedding parameter
p within the range [0, 1], a non-zero auxiliary parameter h, and an auxiliary function H(X, t).
Clearly, if p = 0, then Q(X, t, 0) = Ξ0(X, t), and for p = 1, Q(X, t, 1) = Ξ(X, t). As p ascends
between 0 and 1, the solution undergoes variation between the beginning condition Ξ0(X, t) and the
estimated solution Ξ(X, t).
Q can be expressed as a Taylor series expansion in relation to the parameter p,

Q(X, t, p) = Ξ0(X, t) +

∞∑
m=1

Ξm(X, t)pm, (3.4)

in which

Ξm(X, t) =
1

[m]q!

∂m
q Q(X, t, p)

∂qp
m |p=0. (3.5)

The solution in the series form may be expressed in the following format:

Ξ(X, t) = Ξ0(X, t) +

∞∑
m=1

Ξm(X, t). (3.6)

To prove the previous steps, consider the subsequent theorem:

Theorem 3.1. For the series (3.4) that presents the homotopy series, it can be formulated as follows:

Q(X, t, p) =

∞∑
j=0

Ξj(X, t)pj, (3.7)

where, the following relations are true:
i. 1

[m]q!
∂m

q Q

∂qpm |p=0 = Ξm(X, t), ii. 1
[m]q!

∂m
q (pQ)
∂qpm |p=0 = Ξm−1(X, t),

iii. 1
[m]q!

∂m
q (p2Q)
∂qpm |p=0 = Ξm−2(X, t),... and so on.

Proof. By using the q-Taylor series presented in [12, 33], the first relation (i) is directly proven.
For (ii), from Eq (3.8),

∂m
q (pQ)

∂qp
m |p=0 = [m]q!

∂m
q

∂qp
m p

∞∑
j=0

Ξj(X, t)pj

= [m]q!
∞∑
j=0

Ξj(X, t)
∂m

q

∂qp
mp

j+1,
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∂m
q

∂qp
mp

j+1 =


1 j + 1 −m = 0,

0 j + 1 −m , 0.

Hence,
∂m

q (pQ)
∂qpm exists when j = m − 1, and 1

[m]q!
∂m

q (pQ)
∂qpm |p=0 = Ξm−1(X, t).

In the same manner, we can prove iii. �

To find the higher terms Ξm(X, t), we will use the following vector:

Ξ→j (X, t) = {Ξ0, Ξ1, Ξ2, ..., Ξj}. (3.8)

To find the q-deformation equation of the m-th order, we differentiate Eq (3.3) m times with respect to
p; after that, we put p = 0, divide by [m]q!, and obtain the following:

Ξm(X, t) = χmΞm−1(X, t) + hIαq {Rm(Ξ→m−1(X, t))}, (3.9)

in which

Rm(Ξ→m−1) =
1

[m − 1]q!

∂m−1
q N {Q(X, t, p)}

∂qp
m−1 |p=0, (3.10)

and

χm =


0, m ≤ 1,

1, m > 1.

(3.11)

3.2. Preliminaries of q-fractional RPSM

In this part, we modify the RPSM that has been implemented for fractional patial differential
equations [38, 39] to be applicable to the q-FPDEs. Follow the following steps to solve the q-FPDEs
in the form of Eq (3.1).
Step 1. The solution can be expressed as a series of the q- fractional power series centered around
t = 0, thereby adopting the following structure:

Ξ(X, t) =

∞∑
i=0

gi(X)
tiα

Γq(iα + 1)
. (3.12)

Step 2. Define the nth truncated series,

Ξ(X, t) = g(X) +

n∑
i=1

gi(X)
tiα

Γq(iα + 1)
, (3.13)

where g(X) is the initial condition Ξ0(X, t).
Step 3. Define the nth residual function,

ResΞq,n(X, t) =
∂αq

∂qt
α
Ξn − Ξn − Ξ

2
n − ... −

∂q

∂qX
Ξn −

∂2
q

∂qX
2Ξn − .... (3.14)
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Step 4. Substitute the nth series (3.13) into the nth function (3.14).
Step 5. Incorporate the ith series of Ξi(X, t) into Eq (3.14). Utilize the q-derivative in the fractional
form D(n−1)α

t,q at t = 0 to ascertain the required coefficients gi(X) for i = 1, 2, 3, ..., n.
Step 6. By solving the set of q algebraic equations,

D(n−1)α
t,q Resq,n(X, 0) = 0, (3.15)

we obtain the coefficients gi(X) for the assumed power series (3.12).

3.3. Convergence analysis

Since the two proposed solution methods yield the approximate solution in a series form, this
section focuses on studying the convergence of the solution. Consider the truncated power series
that represents the solution of the following form:

g(X, t) =

κ∑
=0

ε(X)
tα

Γq(α + 1)
, (3.16)

with exact solution Ξ(X, t). Assume the general form of the equation under study in the following form:

∂αq

∂qt
α
Ξ(X, t) = Ξ(X, t) + Ξ2(X, t) + ... +

∂q

∂qX
Ξ(X, t) +

∂2
q

∂qX
2Ξ(X, t) + .... (3.17)

Theorem 3.2. Let F represent an operator mapping from H to H (where H denotes the Hilbert space),
and suppose Ξ denotes the exact solution of Eq (3.17). Then, the approximate solution (3.16) converges
to Ξ if there exists a constant ε, with 0 < ε ≤ 1, such that ‖ gκ+1(X, t) ‖≤ ε ‖ gκ(X, t) ‖ holds for all
κ ∈ N ∪ {0}.

Proof. We want to prove that g|
∞
=0 is a convergent Cauchy sequence,

‖ g+1 − g ‖=‖ g+1 ‖≤ ε ‖ g ‖≤ ε
2 ‖ g−1 ‖≤ ... ≤ ε

 ‖ g1 ‖≤ ε
+1 ‖ g0 ‖ .

For , ı ∈ N,  > ı,

‖ g − gı ‖ = ‖ (g − g−1) + (g−1 − g−2) + ... + (gı+1 − gı) ‖
≤ ‖ (g − g−1) ‖ + ‖ (g−1 − g−2) ‖ +...+ ‖ (gı+1 − gı) ‖
≤ ε ‖ g0(X) ‖ +ε−1 ‖ g0(X) ‖ +... + εı+1 ‖ g0(X) ‖
≤ (ε + ε−1 + ... + εı+1) ‖ g0(X) ‖

≤ εı+1 1 − ε−ı

1 − ε
‖ g0(X) ‖ → 0 as , ı→ ∞.

Hence, g|
∞
=0 is a convergent Cauchy sequence in H. �

4. Applications

In this part, we will present the solution of two equations. Additionally, one linear (q-fractional
diffusion equation); and the other nonlinear (nonlinear q-fractional PDE), we will solve each of them
using both methods: The q-fractional HAM and the q-fractional RPSM.
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4.1. q-fractional diffusion equation

Assume the equation in the following form:

∂αq

∂qt
α

u(X, t) =
∂2

q

∂qX
2 u(X, t), 0 < q < 1, 0 < α ≤ 1, (4.1)

which is subject to the following:
u(X, 0) = eXq .

Note that [18],
∂q

∂qX
eXq = eXq . (4.2)

Using the q-fractional HAM: Following the steps introduced in Section (3.1), the solution is expressed
in the following form:

um(X, t) = χmum−1(X, t) + hIαq {Rm(u→m−1(X, t))}, (4.3)

where

Rm(u→m−1(X, t)) =
∂αq

∂qt
α

um−1(X, t) −
∂2

q

∂qX
2 um−1(X, t). (4.4)

By setting m = 1 and implying the properties presented in Eqs (2.9)–(2.12),

u1(X, t) = hIαq
(
R1(u→0 (X, t))

)
= hIαq

( ∂αq
∂qt

α
eXq −

∂2
q

∂qX
2 eXq

)
= hIαq

(
− eXq

)
= h(−eXq )

tα

Γq(α + 1)
.

(4.5)

Setting m = 2,

u2 = u1 + hIαq
( ∂αq
∂qt

α
u1 −

∂2
q

∂qX
2 u1

)
= −h eXq

tα

Γq(α + 1)
− h2 eXq

tα

Γq(α + 1)
+ h2 eXq

t2α

Γq(2α + 1)

= −h(1 + h) eXq
tα

Γq(α + 1)
+ h2 eXq

t2α

Γq(2α + 1)
.

(4.6)

We can continue in the same sequence, hence,

u(X, t) = u0 + u1 + u2 + ...

= eXq − h eXq
tα

Γq(α + 1)
− h(1 + h) eXq

tα

Γq(α + 1)
+ h2 eXq

t2α

Γq(2α + 1)
+ ....

(4.7)
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When putting α = 1, it is worth noting that, the solution in approximation form is as follows:

u(X, t) = eXq − h eXq
t

Γq(2)
− h(1 + h) eXq

t

Γq(2)
+ h2 eXq

t2

Γq(3)
+ .... (4.8)

From Definition 2.4,

Γq(1) = 1,
Γq(2) = [1]qΓq(1) = 1,
Γq(3) = [2]qΓq(2).

From Definition 2.2, [ϑ]q = qϑ−1 + ... + q + 1, hence,

[2]q = 1 + q,

[3]q = 1 + q + q2,

: .

Therefore, (4.8) is simplified as follows:

u(X, t) = eXq − eXq t h + eXq
(
− t h(1 + h) +

t2h2

1 + q

)
+ ..., (4.9)

which is the same solution derived in [21]. Additionally, when putting h = −1, in Eq (4.9), the solution
becomes the exact solution as presented in [18, 21]:

u(X, t) = eXq
(
1 + t +

t2

1 + q
+

t3

(1 + q)(1 + q + q2)
+ ...

)
= eXq

∞∑
k=0

tk

[k]q!
. (4.10)

The exact solution is u(X, t) = eXq etq.
Table 1 represents the absolute error between the exact solutions and the approximate solutions

(Five terms) for α = 1 and t = 0.1 for different values of h and q. From the results, we note that, the
approximate solution becomes the exact solution at h = −1 and q→ 1.

Table 1. The absolute error between exact and approximate solution at α = 1 and t = 0.1 for different
values of q and h and various X values.

q = 0.4 q = 0.8 q→ 1
κ h = −0.8 h = −1 h = −0.8 h = −1 h = −0.8 h = −1
0 4.0421 E-4 2.1719 E-5 4.1449 E-4 5.6165 E-6 4.1808 E-4 0
1 1.0987 E-3 5.9040 E-5 1.1267 E-3 1.6790 E-5 1.1364 E-3 0
2 2.9867 E-3 1.6048 E-4 3.0627 E-3 4.1501 E-5 3.0892 E-3 0
3 8.1189 E-3 4.3625 E-4 8.3253 E-3 1.1281 E-4 8.3973 E-3 0
4 2.2069 E-2 1.1858 E-3 2.2630 E-2 3.0665 E-4 2.2826 E-2 0
5 5.9991 E-2 3.2235 E-3 6.1516 E-2 8.3357 E-4 6.2048 E-2 0

Now, we will solve the same Eq (4.1) using the q-fractional RPSM.
Using the q-fractional RPSM: Following the steps introduced in Section (3.2), let the solution be
formatted as follows:

u(X, t) = g0(X) + g1(X)
tα

Γq(α + 1)
+ g2(X)

t2α

Γq(2α + 1)
+ ..., (4.11)
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where g0(X) represents the starting condition u(X, 0) = eXq . Our aim is to evaluate g1(X), g2(X), ...
The nth residual function is as follows:

Resuq,n(X, t) =
∂αq

∂qt
α

un(X, t) −
∂2

q

∂qX
2 un(X, t). (4.12)

For the first residual,

Resuq,1(X, t) =
∂αq

∂qt
α

u1 −
∂2

q

∂qX
2 u1, (4.13)

where

u1(X, t) = eXq + g1(X)
tα

Γq(α + 1)
. (4.14)

By substituting Eq (4.14) into Eq (4.13),

Resuq,1(X, t) =
∂αq

∂qt
α

(
eXq + g1(X)

tα

Γq(α + 1)

)
−

∂2
q

∂qX
2

(
eXq + g1(X)

tα

Γq(α + 1)

)
= g1(X) −

(
eXq + g′′1 (X)

tα

Γq(α + 1)

)
.

(4.15)

By applying the condition Resuq,1(X, t) = 0 at t = 0, we acquire the value of g1(X) as follows:

g1(X) = eXq . (4.16)

The second residual is as follows:

Resuq,2(X, t) =
∂αq

∂qt
α

u2 −
∂2

q

∂qX
2 u2, (4.17)

where

u2(X, t) = eXq + eXq
tα

Γq(α + 1)
+ g2(X)

t2α

Γq(2α + 1)
. (4.18)

By substituting (4.18) into Eq (4.17),

Resuq,2(X, t) = eXq + g2(X)
tα

Γq(α + 1)
− eXq

tα

Γq(α + 1)
− g′′2 (X)

t2α

Γq(2α + 1)
. (4.19)

By applying the condition Dα
t,qResuq,2(X, t) = 0 at t = 0, we acquire the following value of g2(X):

g2(X) = eXq . (4.20)

We can continue to find higher terms in the series solution including g3(X), g4(X), .... The approximate
series solution will be obtained when substituting the values of g0(X), g1(X), g2(X), ... in Eq (4.11)
as follows:

u(X, t) = eXq + eXq
tα

Γq(α + 1)
+ eXq

t2α

Γq(2α + 1)
+ .... (4.21)

AIMS Mathematics Volume 9, Issue 12, 33442–33466.



33453

From Eq (4.21), it is evident that the solution obtained through the q-fractional RPSM matches with
the solution obtained through the q-fractional HAM, which confirms the validity of this method to
the q-FPDEs.

At α = 1, the approximate solution becomes the following:

u(X, t) = eXq
(
1 + t +

t2

1 + q
+

t3

(1 + q)(1 + q + q2)
+ ...

)
= eXq

∞∑
k=0

tk

[k]q!
,

(4.22)

which is also the solution obtained in [18, 21].

4.2. Nonlinear q-fractional PDE

Consider the nonlinear q-FPDE in the following form:

∂αq

∂qt
α

u(X, t) = u2(X, t) +
∂q

∂qX
u(X, t), 0 < q < 1, 0 < α ≤ 1, (4.23)

under the initial guess
u(X, 0) = 1 + 3X.

Using the q-fractional HAM: The approximate truncated series is expressed as follows:

um(X, t) = χmum−1(X, t) + hIαq {Rm(u→m−1(X, t))}, (4.24)

where; the m-th order q-deformation equation is as follows:

Rm(u→m−1(X, t)) =
∂αq

∂qt
α

um−1(X, t) − u2
m−1(X, t) −

∂q

∂qX
um−1(X, t). (4.25)

For m = 1, we obtain the first iteration:

u1(X, t) = hIαq
( ∂αq
∂qt

α
u0 − u2

0 −
∂q

∂qX
u0

)
= −h(4 + 6X + 9X2)

tα

Γq(α + 1)
.

(4.26)

For m = 2,

u2(X, t) = u1 + hIαq
(
R2(u→1 (X, t))

)
= u1 + hIαq

( ∂αq
∂qt

α
u1 − u2

1 −
∂q

∂qX
u1

)
= −h(1 + h)(4 + 6X + 9X2)

tα

Γq(α + 1)
− h2 (6 + 9(1 + q)X)

t2α

Γq(2α + 1)

− h3 (4 + 6X + 9X2)2 t3α

Γq(3α + 1)
Γq(2α + 1)

(Γq(α + 1))2 .

(4.27)
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By setting m = 3, we find u3(X, t),and so forth; consequently, the result solution will be as follows:

u(X, t) = u0 + u1 + u2 + ...

= 1 + 3X − h (4 + 6X + 9X2)
tα

Γq(α + 1)
− h(1 + h) (4 + 6X + 9X2)

tα

Γq(α + 1)

+ h2 (6 + 9(1 + q)X)
t2α

Γq(2α + 1)
+ ....

(4.28)

Table 2 represents the residual error of the nonlinear q-FPDE (4.23) using the q-fractional HAM
when only expanding 3 terms. The results are obtained at α = 1 and h = −1 for different values of q
and different steps of time.

Table 3 provides the residual error of the nonlinear q-FPDE (4.23) using theq-fractional HAM
at h = −1 for q → 1 at different values of α and different steps of time. The results reflect the
accuracy of the obtained solutions, although the results we obtained are derived by expanding only
three approximate terms.

Table 2. The residual error for the approximate solution (4.28) at α = 1 and h = −1 for different
values of q and t and various X values.
t = 0.01 t = 0.1

κ q = 0.8 q = 0.9 q→ 1 q = 0.8 q = 0.9 q→ 1
0 2.4816 E-7 2.5416 E-7 2.6016 E-7 2.5033 E-6 2.5639 E-6 2.6248 E-6
1 1.5433 E-6 1.5326 E-6 1.5210 E-6 1.5554 E-5 1.5445 E-5 1.5329 E-5
2 7.1596 E-6 7.1323 E-6 7.1031 E-6 7.2067 E-5 7.1776 E-5 7.1470 E-5
3 2.0337 E-5 2.0293 E-5 2.0246 E-5 2.0495 E-4 2.0441 E-4 2.0386 E-4
4 4.4318 E-5 4.4257 E-5 4.4193 E-5 4.4779 E-4 4.4682 E-4 4.4587 E-4
5 8.2343 E-5 8.2265 E-5 8.2183 E-5 8.3523 E-4 8.3343 E-4 8.3172 E-4

Table 3. The residual error for the approximate solution (4.28) at h = −1 and q→ 1 for different
values of α and t and various X values.
t = 0.01 t = 0.1

κ α = 0.5 α = 0.7 α = 0.9 α = 0.5 α = 0.7 α = 0.9
0 3.1977 E-6 7.1508 E-7 1.6668 E-7 1.3530 E-5 3.9523 E-6 1.3658 E-6
1 5.7974 E-5 1.3412 E-5 3.1585 E-6 2.5745 E-4 7.1708 E-5 2.5455 E-5
2 2.8336 E-4 6.4122 E-5 1.5119 E-5 1.7302 E-3 3.5298 E-4 1.2179 E-4
3 8.4473 E-4 1.8159 E-4 4.2773 E-5 8.2563 E-3 1.0662 E-3 3.4611 E-4
4 1.9863 E-3 3.9513 E-4 9.2853 E-5 3.2653 E-3 2.5558 E-3 7.5738 E-4
5 4.0920 E-3 7.3491 E-4 1.7209 E-4 1.1133 E-3 5.3960 E-3 1.4197 E-3

Using the q-fractional RPSM: The solution can be represented as follows:

u(X, t) = g0(X) + g1(X)
tα

Γq(α + 1)
+ g2(X)

t2α

Γq(2α + 1)
+ ..., (4.29)

where g0(X) is the starting condition u(X, 0) = 1 + 3X. The nth residual function is as follows:

Resuq,n(X, t) =
∂αq

∂qt
α

un − u2
n −

∂q

∂qX
un. (4.30)

AIMS Mathematics Volume 9, Issue 12, 33442–33466.



33455

At n = 1, we obtain the first residual:

Resuq,1(X, t) =
∂αq

∂qt
α

u1 − u2
1 −

∂q

∂qX
u1, (4.31)

where
u1(X, t) = g0(X) + g1(X)

tα

Γq(α + 1)
. (4.32)

By substituting (4.32) into Eq (4.31), we obtain the following,

Resuq,1(X, t) =
∂αq

∂qt
α

(
g0(X) + g1(X)

tα

Γq(α + 1)

)
−

(
g0(X) + g1(X)

tα

Γq(α + 1)

)2

−
∂q

∂qX

(
g0(X) + g1(X)

tα

Γq(α + 1)

)
= g1(X) −

(
1 + 3X + g1

tα

Γq(α + 1)

)2

−

(
3 + g′1(X)

tα

Γq(α + 1)

)
.

(4.33)

By applying the condition Resuq,1(X, t) = 0 at t = 0, we acquire the following value of g1(X):

0 = g1(X) − (1 + 3X)2 − 3,

g1(X) = 4 + 6X + 9X2. (4.34)

For the second residual,

Resuq,2(X, t) =
∂αq

∂qt
α

u2 − u2
2 −

∂q

∂qX
u2, (4.35)

where

u2(X, t) = 1 + 3X + (4 + 6X + 9X2)
tα

Γq(α + 1)
+ g2(X)

t2α

Γq(2α + 1)
. (4.36)

By substituting from Eq (4.36) into Eq (4.35), we obtain the following:

Resuq,2(X, t) = g1(X) + g2(X)
tα

Γq(α + 1)
−

(
1 + 3X + g1(X)

tα

Γq(α + 1)
+ g2(X)

t2α

Γq(2α + 1)

)2

−

(
3 +

tα

Γq(α + 1)
(6 + 9[2]qX) + g′2(X)

t2α

Γq(2α + 1)

)
.

(4.37)

This is due to the following:

∂q

∂qX
A = 0, A is a constant,

∂q

∂qX
Xn = [n]qX

n−1, n is a constant.

By applying the condition Dα
t,qResuq,2(X, t) = 0 at t = 0 in Eq (4.37), we acquire g2(X):

g2(X) = (8 + 36X + 54X2 + 54X3) + (6 + 9(1 + q)X). (4.38)
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If we continue on the same sequence, then we can find higher terms g3(X), g4(X), ..., then substitute it
into Eq (4.29). The approximate series solution will be as follows:

u(X, t) = g0(X) + g1(X)
tα

Γq(α + 1)
+ g2(X)

t2α

Γq(2α + 1)
+ ...

= 1 + 3X + (4 + 6X + 9X2)
tα

Γq(α + 1)
+ (14 + 9(5 + q)X + 54X2 + 54X3)

t2α

Γq(2α + 1)
+ ....

(4.39)
It is worth mentioning that, if we substitute by α = 1 into the series solution (4.39), then we obtain
the following:

u(X, t) = 1 + 3X + (4 + 6X + 9X2)t + (14 + 9(5 + q)X + 54X2 + 54X3)
t2

1 + q
+ ..., (4.40)

which is the same solution obtained when solving this problem using the reduced q-differential
transform method presented in [20]. All the results we obtained were obtained with the aid of the
Mathematica 13.2 software.

Table 4 represents the residual error for solving the nonlinear q-FPDE (4.23) using the q-fractional
RPSM at t = 0.1 for different values of α when q −→ 1 and different values of q at α = 1.

Table 4. The residual error for the approximate solution (4.39) at t = 0.1 for different values
of α and q.

q −→ 1 α = 1
κ α = 0.5 α = 0.7 α = 0.9 q = 0.1 q = 0.2 q = 0.3
0 1.5913 E-5 1.1931 E-5 1.0680 E-5 8.4216 E-8 7.9280 E-8 7.5103 E-8
0.5 4.1562 E-5 2.9834 E-5 2.6616 E-5 4.3780 E-7 4.1483 E-7 3.9561 E-7
1 7.9039 E-5 5.0570 E-5 4.3394 E-5 1.7926 E-6 1.6905 E-6 1.6050 E-6
1.5 1.3239 E-4 7.4655 E-5 6.1076 E-5 5.4629 E-6 5.1327 E-6 4.8553 E-6
2 2.0567 E-4 1.0260 E-4 7.9722 E-5 1.3425 E-5 1.2584 E-5 1.1876 E-5

5. Visual representations

Visual representations provide a graphical environment that enriches the understanding of the data
and outcomes. They provide an immediate and intuitive understanding of the relationships and patterns
present in the data, thus facilitating a more accessible comprehension for both researchers and readers
to appreciate the importance of the results.

In this study, we present two- and three-dimensional representations for the obtained solutions
from solving linear and nonlinear problems using two methods: The q-fractional HAM and the
q-fractional RPSM. Figure 1 depicts the solution to the diffusion Eq (4.1). Figure 1(a) and (b)
clarify the two-dimensional solution when α = 1 at various time instances t = 1 and q, respectively.
Figure 1(c) represents the 3D representation of the obtained solution at α = 1 and q→ 1. Figure 1(d)
represents the exact solution at α = 1 and q→ 1. From the 3D representation, we notice a significant
match between the solution obtained from using the two proposed methods and the exact solution, thus
indicating the efficiency of the methods in solving the problem. Figure 2 offers the 2D visualization of
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the solution of the diffusion equation for various fractional order derivative values α at q→ 1 across
different time intervals.
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Figure 1. The solution of the q-fractional diffusion equation. (a) At various time intervals at
α = 1 and q→ 1. (b) At various q values for α = 1 and t = 1. (c) The 3D representation at
α = 1 and q→ 1. (d) The exact solution at α = 1 and q→ 1.
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Figure 2. The obtained solution of the q-fractional diffusion equation at different values of
α. (a) For t = 1 and q→ 1. (b) For t = 0.5 and q→ 1.

Additionally, we present a nonlinear problem (4.23) and clarify the solution using the two proposed
methods: The q-fractional HAM and the q-fractional RPSM. When solving the problem using the q-
fractional HAM, the solution depends on an optimal parameter h. Figure 3 clarifies the h-curves in
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which the convergence region is defined as the area parallel to the x-axis. Figure 3(a) illustrates the
curves for h at various α values. Figure 3(b) illustrates the curves for h at different q values; from
the figure, we note that the region is approximately within [−0.6, 0.5]. Figure 4 represents the 2D
visualization of the nonlinear problem (4.23) when solved by the q-fractional HAM at time t = 1 and
h = 0.4. In Figure 4(a), we offer the solution at various q values when α = 1. In Figure 4(b), the
solution is presented for q→ 1 with different α values. Figure 5(a) and (b) show the 3D visualizations
of the q-fractional HAM at t = 1, h = 0.4, and q→ 1 for α = 1 and α = 0.5, respectively. Figures 6(a)
and 5(b) show the 3D profiles of the q-fractional HAM at t = 1, h = 0.4, and α = 1 for q = 0.1 and
q = 0.7, respectively. Figure 7 depicts the 2D profile of the solution for the nonlinear q-fractional PDE
using the q-fractional RPSM at fixed time t = 1. Figure 7(a) shows the approximated solution at α = 1
for several values of q. Figure 7(b) offers the solution at q→ 1 for different sets of α. Figures 8(a) and
(b) clarify the solutions of the q-fractional PDE at fixed q→ 1 at several stages of time for α = 0.5
and α = 1, respectively. Figure 9(a) and (b) clarify the 3D profiles at a fixed time and q for α = 1 and
α = 0.5. Figure 10(a) and (b) represent the 3D profile at fixed time and α for q = 0.1 and q = 0.7,
respectively. Because the nonlinear problem presented in Eq (4.23) has no known exact solution,
Figure 11 clarifies a contrast between the solutions approximated using the q-fractional HAM and the
q-fractional RPSM at q = 0.7. Figure 11(a) at h = 0.4 and t = 1, and Figure 11(b) at h = 0.5 and
t = 0.9. The curves are very close together, which indicates the efficiency of the two methods. To
demonstrate the efficiency of the methods and the accuracy of the solutions we obtained, especially
for the nonlinear q-fractional PDE represented in Eq (4.23), we plotted residual error curves since the
exact solution of the equation is unknown. Figure 12 represents the residual error using the q-fractional
HAM at α = 1. Figure 12(a) represents the error at h = −0.01, and Figure 12(b) represents the error
at h = −1. It is noted that the accuracy of the solution is better at the value of h = −0.01, which is
consistent with the h-curves. Figure 13 represents the residual error using the q-fractional HAM at
different values of α and q −→ 1. Figure 13(a) represents the error at h = −0.01, and Figure 13(b)
represents the error at h = −1. Figure 14 clarifies the residual error using the q-fractional RPSM.
Figure 14(a) represents the error at α = 1 and distinct q values, and Figure 14(b) represents the error at
several values of α for q −→ 1.
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Figure 3. The h-curve of the q-fractional HAM for the nonlinear q-fractional PDE presented
in (4.28) at X = t = 0.5. (a) For q→ 1 at various values of α. (b) For α = 1 at distinct values
of q.
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Figure 4. The solution in an approximate form of the q-fractional HAM for the nonlinear
q-fractional PDE presented in (4.28) at time t = 1 and h = 0.4. (a) For α = 1 and several
values of q. (b) For q→ 1 and various values of α.

(a) (b)

Figure 5. The 3D visualization of the estimated solution of the q-fractional HAM for the
nonlinear q-fractional PDE presented in (4.28) at time t = 1, h = 0.4, and q→ 1. (a) For
α = 1. (b) For α = 0.5.

(a) (b)

Figure 6. The 3D visualization of the estimated solution of the q-fractional HAM for the
nonlinear q-fractional PDE presented in (4.28) at time t = 1, h = 0.4, and α = 1. (a) For
q = 0.1. (b) For q = 0.7.
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Figure 7. The approximate solution of the q-fractional RPSM for the nonlinear q-fractional
PDE presented in (4.39) at time t = 1. (a) For α = 1 and several values of q. (b) For q→ 1
and various values of α.
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Figure 8. The solution in an approximate form of the q-fractional RPSM for the nonlinear
q-fractional PDE presented in (4.39) at time q→ 1, for various steps of time. (a) For α = 0.5.
(b) For α = 1.
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Figure 9. The 3D visualization of the estimated solution of the q-fractional RPSM for the
nonlinear q-fractional PDE presented in (4.39) at time t = 1, and q→ 1. (a) For α = 1. (b)
For α = 0.5.
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(a) (b)

Figure 10. The 3D visualization of the estimated solution of the q-fractional RPSM for the
nonlinear q-fractional PDE presented in (4.39) at time t = 1, and α = 1. (a) For q = 0.1. (b)
For q = 0.7.
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Figure 11. A Comparison between the approximate solutions obtained from solving the
nonlinear q-fractional PDE using the q-fractional HAM and the q-fractional RPSM presented
in (4.39) at q = 0.7. (a) For h = 0.4 and t = 1. (b) For h = 0.5 and t = 0.9.
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Figure 12. Residual error of the nonlinear q-fractional PDE (4.23) using the q-fractional
HAM for different values of q at α = 1. (a) At h = −0.01. (b)At h = −1.
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Figure 13. Residual error of the nonlinear q-fractional PDE (4.23) using the q-fractional
HAM for different values of α at q −→ 1. (a) At h = −0.01. (b)At h = −1.
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Figure 14. Residual error of the nonlinear q-fractional PDE (4.23) using the q-fractional
RPSM. (a) For different values of q at α = 1. (b) For different values of α and q −→ 1.

6. Conclusions

This paper introduced a novel methodology to tackle q-fractional partial differential equations by
integrating the RPSM and the HAM. The utilization of these semi-analytical methods was extended
to derive approximate solutions for both linear and nonlinear q-FPDEs. The outcomes of this study
affirm the accuracy of the obtained solutions. The significance of q-FPDEs in q-calculus, particularly
their relevance in engineering applications and quantum mechanics, has motivated the exploration of
innovative approaches for their resolution. We presented the obtained solutions in 2D and 3D graphs
to show the significance of the parameters on each other and on the solutions. To demonstrate the
precision and effectiveness of the proposed methods, we compared the solutions we obtained with
other published papers at the same parameters.

For future directions, we will enhance and generalize the proposed methods to handle the q-
fractional PDEs which have applications in quantum calculus in higher dimensions, such as, the q-
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fractional Navier-Stokes equations in 3-dim, the q-fractional Korteweg-de’Vries (KdV) equation, the
q-fractional Schrödinger equation, and others. The primary challenge lies in handling the increased
complexity that arises from multiple spatial dimensions, which increases the number of coupled
differential equations. However, both the RPSM and the HAM can be systematically extended to
tackle such problems. Additionally, we will try to explore specific applications that arise in quantum
mechanics. Moreover, we can also can use the time-scale approach with q-FPDEs to solve relevant
challenges in the domains of physics and engineering.
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