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Abstract: The Jiles-Atherton model has been widely used in describing the hysteretic property of a 

magnetic material or device. However, the calculation errors are not so easily discovered. With a 

complex expression, the frequency-dependent Jiles-Atherton model should be solved numerically with 

appropriate settings. This paper proposes an effective solving method for this model and describes 

some necessary analysis built on the numerical results. In the numerical method proposed in this 

manuscript, the anhysteretic magnetization was calculated by the secant method, and the trapezoidal 

rule was utilized to form the implicit function, which can be calculated by the fixed-point iteration. 

Compared to the other common methods, the proposed one has a friendly expression and fast 

computation speed. The Terfenol-D material was taken as an example for the numerical analysis. The 

feasible region was determined and the commonly used approximation that neglects the term of the 

magnetic field when calculating the magnetic induction intensity was tested. At last, the required 

number of sampling points per period was reached to guarantee high precision from analyzing its 

influence on the computation precision. The proposed numerical method is helpful for high-precision 

solutions of the frequency-dependent Jiles-Atherton model. The results from the numerical analysis 

can also help users avoid some incorrect calculations when employing this hysteresis model. 

Keywords: frequency-dependent Jiles-Atherton model; numerical analysis; feasible region; 

approximation; number of sampling points 

Mathematics Subject Classification: 34A34, 34C55, 65L03, 65L05, 74N30 

 

  



31533 

AIMS Mathematics  Volume 9, Issue 11, 31532–31552. 

1. Introduction 

Hysteresis behavior widely exists in magnetic materials [1,2], devices [3,4], and systems [5,6]. 

Plenty of models for this complex nonlinear property and their solutions or controlling methods have 

been discussed comprehensively. Generally, the hysteresis model [7] can be divided into two types: 

the physics-based model type [8,9] and the phenomenological one [10,11]. The former explains the 

hysteresis behavior by use of the micro-magnetism theory to form a nonlinear equation in differential 

or integral form. Moreover, most parameters in this type of model have predetermined physical 

means [12]. 

The Jiles-Atherton model [13–15] is a kind of physics-based model and has been used in 

describing the hysteresis occurring in ferromagnetic material [16,17], amorphous material [18], giant 

magnetostrictive material [19,20], magnetic composite [21], electrical steel [22–24], 

transformers [25,26] , and some other conditions [27]. The model expression has also been widely 

discussed from various perspectives, such as the vector form extension [9,28], energy conservation 

correction [24,29,30], and dynamic extension [31–33]. Though with various expressions, the basic 

mathematical construction is followed by several nonlinear and differential equations. There are 

several intermediate variables, parameters, and signum functions where the Jiles-Atherton model is 

not so easily solved. Szewczyk [34] and Michał Nowicki et al. [35,36] proposed that the Jiles-Atherton 

model has no analytical solutions and that some numerical methods should be employed. Among these 

numerical methods, the accumulated errors should be processed carefully when the numerical 

integrations are employed. Yining Li et al. [37] and Guangming Xue et al. [38,39] proposed some 

fitting functions built on the calculated magnetizations calculated from the Jiles-Atherton model. 

Mathematical fitting can improve the computation speed greatly while the applicability should be 

further discussed, as the fitted result was just suitable to the specified material or device. According to 

the expression of the Jiles-Atherton model, Guangming Xue et al. [40] also took the fixed-point 

iteration or secant method to solve anhysteretic magnetization. With the help of the Aitken or 

Steffensen method, the convergence can be accelerated while using the limit on the iterative numbers 

in order to guarantee high-precision results. Derived from Maxwell’s equations, S. Azzaoui et al. [41] 

proposed a generalization method for nonlinear magnetic field calculation applied on two-dimensional 

finite volume geometry embedded with the Jiles-Atherton model. L. Perkkiö et al. [42] proposed a 

quasi-Newton method, namely a variant of sparse Broyden’s method, to accelerate the solution of the 

nonlinear equation arising from the finite element method coupled with the Jiles-Atherton model. The 

two types of solutions can be treated as the application of finite element analysis in solving the model 

embedded with a hysteresis [43,44]. The neural network modeling process can also be employed to 

form solutions for the hysteresis model [45–47]. With effective training, the artificial neural network 

can track the hysteresis loop with quite high precision while the trade-off between the fast-solving 

speed and high computation precision should be noticed. Besides these methods, some other 

mathematical approximations or novel methods [7,48,49] can also provide effective references for 

easily solving the model, such as employing modified differential evolution [50], approximating the 

anhysteretic or irreversible magnetization [51], treating the global variable as the response of a linear 

time-invariant system [52,53], extending the use of the arctangent model [54], and using current 

software [55]. 

The mathematically strict discussion on the dynamic Jiles-Atherton model is absent as most 

model users just employed the hysteresis results for the future computations as long as they look like 
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some standard loops. The dynamic Jiles-Atherton model [56–58] is extended from the quasi-static one 

to be suitable to the frequency-dependent condition. With strongly nonlinear terms including the 

nonlinear equation and nonlinear differential equation, the frequency-dependent Jiles-Atherton 

hysteresis model should be solved numerically, and the numerical method is necessary and quite 

important for accurate modeling or controlling in the future. The computation error is influenced by 

the employed methods and the parameter settings, especially the increment of the magnetic field. If 

the calculating method or parameter value were designed unreasonably, the error would be quite high. 

This kind of error is not so easily discovered as the calculated result can also form a hysteresis loop 

very similar to the exact solution, which will lead to different parameter values for the same material. 

For Terfenol-D, various parameters are provided in different references [59–61]. In addition, the model 

has an infeasible region (influencing the searching interval length in parameter identification [62]) 

while rarely cared about as the parameter value is generally specified to a small range. The 

mathematical discussions on the convergences or extensions of other models [10,63] are also helpful. 

This manuscript executes numerical analysis of the frequency-dependent Jiles-Atherton model. 

The anhysteretic magnetization is calculated by the secant method and its derivative is solved from the 

analytical expression. Then the trapezoidal rule is utilized to form the implicit function related to the 

magnetization differential to be solved. In conjunction with the fixed-point iteration, the 

magnetization-magnetic field loop can be reached. Taking the Terfenol-D material as an example, the 

feasible region and the commonly used approximation of the model are discussed, and the required 

number of sampling points per period is analyzed to guarantee high precision. The proposed numerical 

solving method can solve the complex model fast and accurately, and applicable conditions for the 

model and solving method are also provided from the numerical analysis. 

2. Numerical method to solve the Jiles-Atherton model 

2.1. Expression of the frequency-dependent Jiles-Atherton model 

From a mathematical viewpoint, the Jiles-Atherton model utilizes several strongly nonlinear 

equations to describe the relationships between the applied magnetic field H and magnetization M (or 

magnetic induction intensity B). In this model, there are some intermediate variables, and they are as 

follows: 
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where Mirr and Mrev are the irreversible and reversible magnetization, respectively, Man is the 

anhysteretic magnetization, He is the effective magnetic field, c is the reversibility coefficient, and α 

is the quantified domain interaction parameter. 

An implicit Langevin function is employed to described Man and is written as 
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where Ms is the saturation magnetization, α is the quantified domain interaction, and a is the shape 

parameter for Man. 

The energy conservation equation to predict the energy losses per unit volume in the magnetizing 

process is generally written as 

3
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where k is the pinning parameter to quantify the average energy required to break the pinning site, dm 

and Sm are the thickness and cross-sectional area of the stack, respectively, Dm is the coefficient 

influenced by the structural style of the magnetic core, ρ is the material resistivity, G = 0.1356, V0 is 

another constant from statistics, and μ0 is the permeability of the vacuum. 

Equation (3) has no analytical solution and should be solved using some numerical methods. To 

avoid the numerical integrations, the differential form of the energy conservation equation is reached 

by taking the derivatives of both sides of Eq (3) with respect to t and is written as 
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Considering the relationship that B = μ0(H+M) and substituting Eq (1) into Eq (4), one gets 
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Combining Eqs (2) and (5), the frequency-dependent Jiles-Atherton model can predict the time-

dependent magnetizations at various frequencies. 

2.2. Numerical method to solve the Jiles-Atherton model 

2.2.1. Solving the anhysteretic magnetization and its derivative 

Man can be directly solved from Eq (2) by any iteration method. Here, we employ the secant 

method to do this work. Define fan(x) as 

s( ) cothan

H x a
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Then the iteration equation built on the secant method is 
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where the superscript j represents the iterative number, j ≥ 1, and Man
(0) and Man

(1) are two unequal 

initial values of Man. The termination condition of the iteration is set as |Man
(j) – Man

(j–1)| < Man
(j) ×10-6 

and the relative error between Man
(j) and Man

(j–1) is not higher than 1×10–6. It should be noted that 

Eq (7) should be executed at all time points that the time t has been previously, equally segmented 

from 0 to the end time. 

After solving Man, its derivative with respect to H can be calculated by 
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where Hf = (H + α Man) / a and it is easily concluded that Hf (H = 0) = 0. 

Considering that the following computations built on Man are time dependent, the derivative of 

Man with respect to t is calculated built on 

( )
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2.2.2. Solving the magnetization 

Regarding the strongly nonlinear differential expression given by Eq (5), it is not easily solved 

just from the classic numerical methods as it is an implicit equation with respect to dM/dt. So, besides 

https://mathworld.wolfram.com/ImplicitEquation.html
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the numerical method for differential equations to solve M from dM/dt, an effective iteration method 

to solve dM/dt from the nonlinear expression is also indispensable. 

Built on Eq (5), transpose one dM/dt out to the right-hand side and define a new function fM as 
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where Kedd = μ0dm
2/(2ρDm), Kexc = (GSmV0μ0/ρ)1/2, and both of the parameters are determined by the 

structural style, dimension, resistivity, and preassumed statistical characteristics. When solving the 

values of dM/dt and M at each point, the four variables have been predetermined according to the 

above calculations. 

Equation (10) provides a natural fixed-point iteration format for solving dM/dt while the value of 

M at the same time is unknown such that the iteration cannot be executed in its current form. 

Considering that the iteration process is unavoidable, the implicit trapezoidal rule can be utilized here 

to solve the differential equation: 
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where M|i is the value of M at the ith point with the time t equally spaced from zero to the end. 

From Eq (11), M|i+1 can be calculated from dM/dt|i+1, where dM/dt|i and M|i are previously known. 

Then the iteration at the (i+1)th point can be done through substituting Eq (11) into Eq (10), and the 

nonlinear equation is 
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(12) 

Equation (12) is the nonlinear equation dependent on dM/dt|i+1. Utilizing the fixed-point method, 
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the value of dM/dt at the (i+1)th point can be calculated from 

( 1) ( )
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where j is the iterative number and dM/dt|i+1
(0) = 0. The termination condition of the iteration is set as 

|dM/dt|i+1
(j+1) – dM/dt|i+1

(j)| < dM/dt|i+1
(j) × 10–6. Then the value of M|i+1 can be solved from Eq (11). The 

fixed-point method is fast convergent with choosing dM/dt|i or dMan/dt|i+1 as the initial value so that 

the differential equation can be solved in quite a short time. 

The solving process from M|0 to M|n is displayed in Figure 1(a). When calculating the value of M 

at ti+1 as M|i+1, the values of M|i and dM/dt|i are required in addition to the values of Man|i+1, dMan/dt|i+1, 

etc., which have been collected from previous computations. An overall computing process is 

demonstrated in Figure 1(b). It should be noted that the values of Man, dM/dt, and M should be 

calculated subsequently from t1 to tn. 
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(a)                                           (b) 

Figure 1. The solving process of the proposed numerical method. (a) Required variables 

to solve for dM/dt and M; (b) an overall process of the proposed numerical solving method. 

2.3. Computation performance of the numerical method using the example of Terfenol-D 

The frequency-dependent Jiles-Atherton model is related on both the frequency f and amplitude 

of the applied magnetic field Hamp. Here, we take the Terfenol-D material [18] as the calculated 

example to demonstrate the computational performance of the above numerical methods. The 

parameter values are reached by use of a crude search [58] from the test data as α = 0.018, c = 0.3, MS 

= 700 kA/m, a = 12.2 kA/m, k = 1.85 kA/m, Kedd = 1.50 ×10–6 s, and Kexc = 0.60 ×10–3 (A·s/m)1/2. To 

guarantee high computational precisions, the number of sampling points in one time period is 1000 

(the sampling frequency is 1000 times as high as the frequency of the applied magnetic field). Figure 2 

shows the loop curves under different frequencies with the field amplitude of 5 kA/m and Figure 3 

shows the curves under various amplitudes with the frequency of 200 Hz. 
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(a)                        (b) 

Figure 2. Calculated magnetization-magnetic field loops under different conditions: (a) 

frequencies from 5 Hz to 1 kHz; (b) field amplitudes from 1.0 kA/m to 10 kA/m. 

  

(a)                        (b) 

Figure 3. The changes of the maximum value of the magnetization and loop area with 

respect to the frequency under different field amplitudes: (a) maximum value; (b) loop area. 

According to the proposed numerical method, the variations of the magnetization-magnetic field 

loops (M-H loops) with the frequency or field amplitude changing are clearly displayed. By use of the 

counting functions of “tic” and “toc” in MATLAB to monitor the computation time, it is verified that 

the numerical method has fast computing speed, as the computing time from the initial magnetizing 

curve to the stable hysteresis loop is always lower than 0.53 s. Under most commonly used conditions 

far from the boundary of the feasible region which will be shown in Section 3.4, the computation time 

is less than 0.03 s. 
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Figure 3 summarizes the changes of the maximum magnetization and loop area with the change 

of the frequency under different field amplitudes. In Figure 3, the ratio values are calculated taking the 

low-frequency result as the baseline value, and the points in the arbitrary specified curve have the same 

field amplitude. From the numerical results, the maximum magnetization is increasing while the loop 

area is decreasing with the frequency increasing under a specified field amplitude. The variation rules 

are simple, in that the influences of the frequency on the maximum value and loop area may be 

predicted by some polynomial functions within the second order. These numerical results can provide 

useful information for the simplification of the frequency-dependent Jiles-Atherton model in 

engineering applications. 

The iteration method to solve Man costs most of the computation time. Though Eq (13) introduces 

a new iteration process, the initial values can be set easily (using the value of the previous point) and 

it can be executed in quite a short time. As the differential data are not predetermined, Newton's method 

is not friendly to use, and the secant method is employed here to save computation time. 

Compared to the fixed-point method [36,49,50] with or without acceleration, the selected secant 

method improves the computation speed effectively. The computation time is collected by use of the 

“tic” and “toc” functions in MATLAB. As Man is solved separately from the other expressions, the data 

of Man can be first stored and then called to remove the following computation time. Calculating 

on 500 points per period, Table 1 shows the required numbers of iterations and computation times of 

the three solution methods. Compared to the other two methods, the proposed numerical method has 

the fastest computation speed, as the required time is approximately 64.7% of the time spent by the 

fixed-point method with Aitken acceleration. When Man must be resolved in every cycle under some 

conditions, the saved time is more obvious. Taking the time-series data at 90 Hz as an example, the 

proposed method can calculate all the points in 41.420 s, which is the lowest among the three methods. 

Table 1. Computation speed of the three solution methods. 

Solution method to solve 

Man 

Number of 

iterations 

(storage) 

Computation time 

[s] (storage) 

Number of 

iterations 

(recomputing) 

Computation time [s] 

(recomputing) 

Fixed-point without 

acceleration 
8 206 1.038 740 052 94.532 

Fixed-point with Aitken 

acceleration 
5 498 0.695 489 762 63.968 

Proposed numerical 

method 
3 520 0.450 318 623 41.420 

Regarding the process of solving the magnetization, the implicit one-step trapezoidal rule shown 

in Eqs (11)–(13) is also carefully presented. Besides the trapezoidal rule, the Euler method or the 

Runge-Kutta 4th order (or higher) method has also been widely used to solve the initial value problem. 

As the (implicit) backward Euler method must be inconvenient and have a lower precision than the 

trapezoidal rule shown in Eq (11), it is not necessary to list here. The (explicit) forward Euler method 

is the simplest method and the iterative process shown in Eq (13) can be removed. The computational 

process built on this method is written as 
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(14) 

Compared to Eqs (11) and (13), the forward Euler method severely reduces the solving difficulty. 

However, the forward Euler method requires more sampling points per period to reach the same 

computational accuracy as some other methods. Regarding the Runge-Kutta 4th order (or higher) 

method, the value of M or dM/dt at the middle point (between the ith and i+1th one) is not given such 

that four unknown quantities, dM/dt|i+1, M|i+1, dM/dt|i+1/2, and M|i+1/2, should be solved at the same time, 

where *|i+1/2 means the value of the point at the middle of ti and ti+1. Therefore, the standard Runge-

Kutta 4th order method is not friendly to use. In addition, the multistep method will further increase 

the number of unknown quantities. To avoid the implicit system of equations, the approximation shown 

in Eq (15) can also be employed in the one-step Runge-Kutta method and then the value at the middle 

point can be obtained from the cubic spline interpolation. 

The comparisons of the computation performance between the three models are tabulated in 

Table 2, where the magnetic field is with the amplitude 60 kA/m and frequency 100 Hz. The step size 

should be set low enough to reach high-precision solutions. For the forward Euler method, at 

least 1430 points per period should be calculated such that the computation time is really long. The 

simplified Runge-Kutta 4th order method with interpolation requires the least number of points as the 

accumulated error is the smallest. However, the computation time is not the shortest because Man at 

the middle points should also be solved from the iterations. Overall, the implicit one-step trapezoidal 

rule employed in this manuscript is a simple expression and has fast computation speed. 

Table 2. Computation performances of the forward Euler method, simplified RK4 method, 

and the proposed model. 

Solution method Required number of sampling points Computation time [s] 

Forward Euler method 1430 0.761 

Runge-Kutta 4th order with interpolation 263 0.316 

Proposed numerical method 441 0.228 

3. Numerical analysis of the frequency-dependent Jiles-Atherton model 

3.1. Feasible region 

It is clearly shown in Figure 3 that some points are unavailable under some conditions; mainly 

both the field amplitude Hamp and the frequency f are high. This is caused by the expression of the 

Jiles-Atherton model, while not the case with the numerical method. From the expressions shown in 
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Eqs (4) and (10), the last two terms, representing the eddy-current and excess loss, respectively, are 

higher-order functions of dH/dt than that of the other terms. A too-high value of Hamp or f will lead to 

nonconvergence of the solution of the differential equation. To put it another way, the values of Kedd 

and Kexc cannot be increased unlimitedly when the values of Hamp and f are high. 

The infeasible region where the convergence solutions are unavailable is shown as the white space 

in Figure 4. With specified parameters of Kedd and Kexc, the frequency-dependent Jiles-Atherton model 

is suitable for the conditions falling into the region below the provided boundary. The boundary of the 

feasible and infeasible regions can be approximated by a function as Hamp·f = Const, where the value 

of Const is determined by the material property and shape while independent on the magnetic field. 

Taking the Terfenol-D material as the example shown in Figure 4, the boundary function is 

Hamp·f = 6300 Hz·kA/m. According to this approximation function, when the value of Hamp·f is higher 

than this specified value, the frequency-dependent Jiles-Atherton model is nonconvergent. 

From the physical point of view, the infeasible region means that the frequency-dependent energy 

loss is higher than the total energy. That is, the values of Kedd and Kexc are too high under this condition. 

The calculation results provide a revision idea for the Jiles-Atherton model such that the values of Kedd 

and Kexc are considered as the decreasing functions of Hamp and f while not just related to the material 

or structural style, etc. On the other hand, the conclusion provides an effective searching range for the 

parameter values when we do the parameter identification. 

 

Figure 4. Infeasible region of the frequency-dependent Jiles-Atherton model. 

3.2. Applicability of the commonly used approximation 

In Eq (5), dH/dt + dM/dt in the last two terms is generally approximated by dM/dt when the 

material has high magnetic permeability, which is built on the assumption of B = μ0(H+M) ≈ μ0M. 

While for the magnetic material with relative permeability around 10, similar to Terfenol-D or smaller, 

the applicability of this commonly used simplification should be discussed carefully. 

Built on this assumption, the energy conservation equation in differential form is written as [56,64] 
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Through solving Eq (15) similar to solving Eq (10), the computational deviations between the 

results of the frequency-dependent Jiles-Atherton model before and after the approximation are shown 

in Figure 5. In Figure 5, the subfigures (a)–(c) are calculated at f = 10 Hz with a field amplitude, 

respectively, of 10, 40, and 80 kA/m, and (d)–(f) are reached from f = 500 Hz with the field amplitude, 

respectively, of 2.0, 4.0, and 8.0 kA/m. The relative errors under various conditions are calculated built 

on treating the results before the approximation as the “exact” results. 

 

(a)                      (b)                   (c) 

 

(d)                       (e)                   (f) 

Figure 5. Deviations between the calculated results before and after the approximation: (a) 

Hamp = 10 kA/m under 10 Hz; (b) Hamp = 40 kA/m under 10 Hz; (c) Hamp = 80 kA/m 

under 10 Hz; (d) Hamp = 2.0 kA/m under 500 Hz; (e) Hamp = 4.0 kA/m under 500 Hz; (f) 

Hamp = 8.0 kA/m under 500 Hz. 

From the relative errors, with the frequency or field amplitude increasing, the computational 

deviation between the Jiles-Atherton models before and after the approximation will be increased 

roughly. In addition, the length of the interval with high deviations at higher frequency is higher than 

the low-frequency one, as the high-deviation interval is about [–Hamp/4, Hamp/4] at f = 10 Hz while 

changing to [–Hamp/2, Hamp/2] at f = 500 Hz. The deviations mainly occur around M ≈ 0 and the 

approximation has little influence on the shape of the M-H loop or the magnetization points on the 

interval of [Hamp/2, Hamp]. Roughly speaking, it is easily concluded that the approximation B ≈ μ0M is 
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acceptable for Terfenol-D material or similar from the viewpoints of amplitude and curve shape under 

most conditions. Only one condition should be considered: when the output of the material should be 

controlled continuously, as in employing the material to actuate a servo motor or valve. The maximum 

relative error of the calculated magnetization is higher than 10% on some interval such that the 

description precision of the approximated Jiles-Atherton model will be quite low. 

On the other hand, this approximation provides little improvement on the computations as the 

above iterations or subsequent solving process cannot be removed. The computation time has hardly 

changed compared to the time spent on solving the equation before approximation, which may be 

caused by the term dH/dt not being totally removed from the initial equation. 

3.3. Required numbers of sampling points per period 

The step size of the magnetic field has great influence on the computation precision [36]. A 

smaller step size provides higher precision but longer computing time, compared to the higher one. 

Generally, the sampling length of the magnetic field data is unequal as the time is spaced equally while 

the variation of the magnetic field is nonlinear with respect to time. The computation precision of the 

numerical method in solving the static Jiles-Atherton model is influenced by the value of dM/dH while 

not influenced by the value of dH/dt. In contrast, the precision in solving the frequency-dependent 

model is influenced by both dM/dH and dH/dt, which can be easily reached from the expression shown 

in Eq (5). That is to say, the increment of H and dH/dt should be set small enough to guarantee a high-

precision solution. 

It is quite difficult and unnecessary to analyze the sizes of the two increments from the perspective 

of error transmission and then determine the sampling frequency. The numerical results under various 

numbers of sampling points per period, and also the times of the sampling frequency compared to the 

signal frequency, are calculated and compared directly to determine the size of the sampling frequency. 

Supposing Np is the number of sampling points per period, Figure 6 shows the computation 

performance under different values of Np when the field amplitude takes 5.0 kA/m, 20 kA/m, and 60 

kA/m, respectively, at 50 Hz. From the computations, when Np = 500, 500, and 1000, respectively, the 

M-H loops change little with Np increasing such that these three curves can be treated as the exact 

solutions. Then the computational precision under other values of Np can be evaluated through 

comparing the calculated results with these exact solutions to determine the required minimum value 

of Np. The increments of the magnetic fields under various values of Np are also provided to take a 

look at the contrast. 

From the calculation results, a small Np means a high sampling step size of the magnetic field and 

the magnetic field curve is not so similar to a sinusoid wave. As shown in Figure 6, when Np takes the 

minimum value, the high deviations between the loop curve calculated from these conditions and the 

exact solutions are quite big such that the computation error is unacceptable. The low precision cannot 

be solved by use of the cubic spline interpolation to replace the linear interpolation shown in Figure 6, 

as the deviations are global. The calculated M-H curves completely deviate from a standard loop under 

some conditions, for example, Np = 28 and Hamp = 20 kA/m as shown in Figure 6(c). Even worse, the 

numerical method is unavailable when Np takes smaller values than the values shown in Figure 6. 
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(a)                             (b) 

 

(c)                             (d) 

 

(e)                             (f) 

Figure 6. Computational performances of the proposed numerical method with different 

values of Np at 50 Hz: (a) M-H loop under Hamp = 5.0 kA/m; (b) increment of H under Hamp 

= 5.0 kA/m; (c) M-H loop under Hamp = 20 kA/m; (d) increment of H under Hamp = 20 

kA/m; (e) M-H loop under Hamp = 60 kA/m; (f) increment of H under Hamp = 60 kA/m. 

Under Hamp not lower than 20 kA/m, the value of Np is better to be not lower than 40, as at least 40 

points are better to be collected in a period in order to predict the magnetization with high precision. 

With higher field amplitude, the proposed numerical method requires a higher value of Np. When the 

field amplitude is 60 kA/m, the required Np value is increased to 160, or the hysteresis width cannot 



31546 

AIMS Mathematics  Volume 9, Issue 11, 31532–31552. 

be effectively predicted. 

From the increment curves shown in Figure 6(b), (d), and (f), the biggest increment of the 

magnetic field always occurs around H = 0, which can be easily concluded from the derivative property 

of the magnetic field function. That is, the computation errors caused from the increments of the 

magnetic field around H = 0 are higher than the ones at other positions. When H is close to its amplitude, 

the relative errors are quite small such that the amplitude of the magnetization can be predicted 

effectively. In fact, the maximum magnetization can be calculated with high precision under most 

conditions as long as Np meets the requirement of normal execution of the numerical methods. 

Therefore, if the maximum magnetization is the only considered characteristic, taking a quite small 

value of Np is also acceptable as long as the numerical method can be executed. 

Besides Hamp, the value of f has some influence on the value of Np, just as is shown in Figure 7. 

Generally, under the same Hamp, a higher f value requires higher Np for equal computation precision. 

The influence of the frequency is slight as the required value of Np is increased from 20 to 40 with f 

changing from 20 Hz to 600 Hz, compared with the influence of the field amplitude. Therefore, the 

minimum value of Np can be determined first referring to Hamp and then supplemented with further 

increasement according to f. 

 

(a)                         (b) 

 

(c)                         (d) 

Figure 7. Influence of the frequency on the required number of sampling points per period 

Np: (a) f = 20 Hz; (b) f = 200 Hz; (c) f = 400 Hz; (d) f = 600 Hz. 

Recommended values of Np under various Hamp are shown in Figure 8. The linear function reached 

from a simple data fitting is Np = 7Hamp [kA/m] + 40, where the function value is always higher than 

the required value of Np. The fitting function is also suitable to a high-frequency condition as long as 
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the Jiles-Atherton model is convergent, that is, satisfying Section 3.3. 

 

Figure 8. Recommended values of Np suitable to a high-frequency condition. 

4. Conclusions 

This paper proposes an effective numerical solving method for the frequency-dependent Jiles-

Atherton hysteresis model. In the numerical method, the anhysteretic magnetization is calculated by 

the secant method and its derivative is solved from the analytical expression. Then the trapezoidal rule 

is utilized to remove the M|i+1 and form the implicit function just dependent on dM/dt and M|i. 

Furthermore, the fixed-point iteration is used to solve dM/dt and then M is calculated from the previous 

trapezoidal rule. Compared to the other numerical methods, the proposed one is friendly to use and 

fast convergent. 

To guarantee the solutions available, the feasible region of the Jiles-Atherton model is 

Hamp·f < 6300 Hz·kA/m. This conclusion is quite helpful for determining the searching range of the 

parameter values. In addition, the commonly used approximation that B ≈ μ0M is acceptable under 

most conditions, while it provides little improvement on the numerical solving process as the iterations 

or subsequent solving process cannot be removed. The computation precision of the numerical method 

is greatly influenced by the number of sampling points per period Np. A recommended value for 

calculating Terfenol-D material is Np = 7Hamp [kA/m] + 40, which is suitable to various frequencies as 

long as the model is convergent. 

To show the numerical results, this manuscript takes Terfenol-D material as the example, while 

the numerical method is suitable to various types of hysteresis through adjusting the parameter values 

in the Jiles-Atherton model. In addition, the conclusions from the numerical analysis are also valid, as 

the feasible region meets Hamp·f < Const approximately, B ≈ μ0M is acceptable under most conditions, 

and a certain number of sampling points is required to form a small enough step size. 
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