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1. Introduction

The investigation of the convergence of sequences and the generation of a new sequence space
occupy a significant position within the fields of mathematical analysis, Fourier analysis, and
approximation theory. A variety of novel single sequence spaces have been developed through the
utilisation of intriguing matrix summation techniques, including Riesz [1, 2], Cesaro [3-5], Euler
totient [6, 7], Norlund [8], and factorable methods [9] in the literature. Nevertheless, research on
the generation of novel double sequences or series spaces remains limited, despite the existence of
significant studies on double sequences. Additionally, there has been a considerable amount of interest
recently in the generalizations of single sequence spaces to double sequence spaces. The initial works
on double sequences were done by Bromwich [10]. In her doctoral dissertation, Zeltser studied both
the theory of topological double sequence spaces and the summability of double sequences [11]. The
notion of convergence for double sequences has been the subject of work by Pringsheim in [12].
Hardy also introduced the notion of regular convergence for double sequences in the sense that a
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double sequence has a limit in Pringsheim’s sense and has one-sided limits [13]. Later, the theory of
double sequences was studied by Moéricz [14], Basarir and Sonalcan [15], Demiriz and Duyar [16],
Demiriz and Erdem [17, 18] and many others. Moreover, the theory of double sequences has numerous
applications in engineering and applied sciences. For example, Nayak and Baliarsingh [19] have
defined the notion of difference double sequence spaces based on fractional order, which have been
used to study the fractional derivatives of certain functions and their geometrical interpretations.

A double sequence x = (x,y) is a double infinite array of elements x,, for all , s € N. The set of all
complex valued double sequences is denoted as

Q= {x= (Xmn) * Xon GC,VI’I’Z,I’ZEN},

which is a vector space with coordinatewise addition and scalar multiplication of double sequences,
where C is the complex field and N = {0, 1, 2, ...} . Any vector subspace of € is called a double sequence
space. We denote the space of all bounded double sequences by M,, that is,

hh={w4m069ﬂmu=smﬂmd<w}

m,neN

which is a Banach space with the norm ||.||, . A double sequence x = (x,,,) € Q is called convergent
to the limit point L € C in Pringsheim’s sense if for every given € > 0 there exists np = ng(e) € N
such that |x,, — L| < € for all m,n > ny. Then, it is denoted by p — lim,, ;,—,co Xy = L, Where L is
called the Pringsheim limit of x. Further, C, shows the space of all convergent double sequences in
Pringsheim’s sense [12]. It is well known that every convergent single sequence is bounded, but this
may not be the case for double sequences in general. To put it clearly, there are such double sequences
that are convergent in Pringsheim’s sense but not bounded. Namely, the set C, — M, is not empty. In
fact, following Boos [20], consider the sequence x = (x,,,) by

m;, n=0,meN,
Xpn =2 nmym=0,neN,

0; m,n € N\ {0},

for all m,n € N. Then, it is clearly seen that x € C, — M,, since p — lim,, ;o0 X, = 0 but ||x]|,, = oo.
Therefore, the set C;, of double sequences denotes both convergent in Pringsheim’s sense and bounded,
ie., Cp = C, N M,. Hardy [13] showed that a sequence in the space C), is said to be regularly
convergent if it is a single convergent sequence with respect to each index, and C, denotes the set of all
such double sequences.

Here and afterwards, we assume that v denotes any of the symbols p, bp, or r, and also k£’ denotes
the conjugate of &, that is, % + kl =1forl < k< oo, and kl =0fork=1.

Let us consider a double sequence x = (x,,,) and define the sequence s = (s,,,) via x by

m n
Smn = § § Xij
i=0 j=0

for all m,n € N. Then, the pair of (x, s) and the sequence s = (s,,,) are named as a double series and
the sequence of partial sums of the double series, respectively. For the sake of brevity, here and in what
follows we use the abbreviation }; ; x;; in place of the summation .72 % x;j-
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Let A be a space of the double sequences converging with respect to some linear convergence rule
v—lim : 4 — C. If the double sequence (s,,,) is convergent in the v-sense with respect to this rule,
then the double series }; ; x;; is said to be convergent in the v-sense and it is denoted that v — 3, ; x;; =
v = limy, ;00 Spn-

Quite recently, Basar and Sever have introduced the Banach space £ of double sequences as

-Lk = {X = (xmn) €Q: Z |xmn|k < OO}’

which corresponds to the well-known space ¢, of absolutely k-summable single sequences, and
examined some properties of the space £ in [21]. Also, for the special case k = 1, the space L
is reduced to the space £, which was defined by Zeltser in [11].

The a-dual, B (v)-dual, and y-dual of the double sequence space A C Q are denoted by A%, A, 1Y
in regard to the v-convergence for v € {p, bp, r} and are defined respectively by

A% = {/,l = (/Jkl) €Q: Z I,uklxk,| < oo, forall (xk,) S /l} ,

k1l

PO = {,u =(uy) €Q:v-— Z,Uklxkl exists, for all (xy) € /l} ,

k1l

and
m,n
Z Mki Xkl

m,neN k1=0

AV = {,u = (uy) € Q: sup < oo, forall (xy) € /l}.

Now, we shall deal with the four-dimensional transformations. Let X and Y be two double sequence
spaces that are converging with regard to the linear convergence rules v; — lim and v, — lim,
respectively, and A = (amm» j) be any four-dimensional complex infinite matrix. Then, A defines a

matrix transformation from X into Y, if for every double sequence x = (xi j) € X, Ax = {(AX)}pynere »
the A-transform of x, is in Y, where

(AX)yy = v — Z i jXij (1.1)
i,j

provided that the double series exists for each m,n € N. By (X, Y), we show the set of such all four-
dimensional matrix transformations from the space X into the space Y. Thus, A = (amm- j) € (X,Y)if and
only if the double series on the right side of (1.1) is convergent with regard to the linear convergence
rule v — lim for each m,n € N and Ax € Y for all x € X.

The v-summability domain /lgv) of A = (amni j) in a space A of double sequences is defined by

/lff) =J{x= (x[-j) eQ:Ax = (u - Z a,,m,-.,-xl-.,-) existsandisin Ay . (1.2)
i.J m,neN
We write throughout for simplicity in notation for all m, n, k,l € N that
AlO-xmn = Xmn — Xm+1,ns
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AOl-xmn = Xmn — xm7n+la

Aiixpn = Aot (A1oXmn) = Avo (Do1 Xmn)
and

kl

A1()amnkl = Amnkl — Amnk+1,15
kl

A01amnkl = Amnkl — amnk,l+1’

A]]d] Apnkl = Al(;l1 (Allci)amnkl) = Allcf) (A](()[] amnkl) .
2. The double factorable series spaces

In this section, we introduce the new |FZ:2 . doubly summable sequence spaces using the four-
dimensional factorable matrix F and, absolute summability method for £ > 1. Also, we investigate
some algebraic and topological properties of |F ;‘:g ,» and show that it is norm isomorphic to the well-
known double sequence space L for 1 < k < oco. Furthermore, we determine the a-, 8 (bp)-, and y-
duals of the spaces |F Z:Z| ' in regard to the bp-convergence for k > 1.

Prior to introducing the factorable matrix, it is necessary to provide definitions of the well-known
four-dimensional matrices associated with the factorable matrix.

One of the fundamental four-dimensional matrices is the four-dimensional Cesaro matrix C =
(Cmni j) of order one, which is defined by

1 . .
Comij =3 ™ l<ism, 1'£]Sn,
0, otherwise,

for all m,n,i, j € N [22]. In a recent study, some topological properties of double series space |C 1,1| L
were investigated using this four dimensional matrix in [23].

Let p = (pr) and g = (gx) be two sequences of non-negative numbers that are not all zero, and
P, =Y} oPrPo>0and Q, = X/_qr qo > 0. The four-dimensional Riesz matrix R’ = (rf:l ‘,’“.j) is
defined by

rq
Fomij = Pm@n

,0<i<m,0<j<n,
0, otherwise,

for all m,n, i, j € N [24]. Note that in the case p; = g; = 1 for all kK € N, the Riesz matrix R” is reduced
to the four-dimensional Cesaro matrix of order one.

Let s = (s,.,) be partial sums of the double series 3, ; x;;. Then, the double series }’; ; x;; is called
absolutely double weighted summable |N s Pns G, » k>11[25],1if

S k—1
Z Z (I;mgn) |A”R51q—1,n—1 (s)|k < oo,

m=0 n=0
where
1 m n
RyL (s) = PO, - Zpinsij’ (m,n € N),

i=0 j=0
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and
AnLR™ _ = RYY,
A“(an’ql 1):R”q R o (m=1),
All(quln 1) RGy = Ropops (n2 1),
All(RI,:lqln 1) =R, - Riqln Riqn 1 +R2q—1,n—1’ (m,n > 1).

have been investigated and

Furthermore, some topological properties of double series space |N ,,,q| .

also dual spaces of |Np are determined in [26].

ale

This study aims to define a more general double series space |F ;‘z L with the help of the four-
dimensional factorable matrix, which is more comprehensive and more widely used in mathematical
analysis. To do this, we first state the factorable matrix or, by another name, the generalized weighted
mean matrix F (a, b,a, l;) = ( Sonij (a, b,a, l;)) which gives these two fundamental matrices in special
cases and is used in many places in mathematical analysis and applied mathematics.

Let C denote the set of all sequences a = (a;) such that @; # O foralli e N, and a = (a;), b = (b j),

a=(a,), b= (Bn) € C. Then, the four-dimensional factorable matrix F (a,b,&, 3) = ( Sonij (a, b,&,ls))
is defined by

- aibj&ml;n,OSiﬁmandOSan’
fmm]( b-. b) { 0, otherwise,

for all i, jm,n € N.
The four-dimensional factorable matrix F (a, b,a, l3) = ( Sonij (a, b,a, 13)) is invertible, and its inverse

F~'(a,b,a,b) = (£, (. b, a,b)) is defined for all i, j,m,n € N by
(_ 1 )m+n—(i+j)

_ .2 ——— m—-1<i<mandn-1<j<n,
fm}':l_[( b a, b) ambn&ibj

0, otherwise.

Now, we introduce a new doubly summable sequence space |F | using the four-dimensional
factorable matrix F' and, absolute summability method for & > 1. Hence we extend double weighted
series space |N p,ql , With the factorable matrix F' to double generalized weighted series space, or namely
double factorable series space, |F Z:Z L as follows: Consider 6 = (6,) , u = (u,,) positive sequences. Then,
we can define a new double factorable series space by

k

3

n

FZ:Z =X = (X)) €EQ: Z Z (,,0,) " @b, Z abjx;;| ¢ < oo.
m=0 n=0 i=0 j=0
If we define ¥ (x) = (W¥,,, (x)) transformation of the sequence x = (x,,,) by
Y = B () = Wn0)'™ 8nby ) Y aibjxii mon =0, 2.1)
i=0 j=0
then |F Zz . double series space can be rewritten by
F ZZ P (Liy
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in view of relation (1.2). Throughout the paper, we will suppose that the terms of the double sequences
X = (x,,,) and y = (y,,») are connected with the relation (2.1).

Let us proceed with the following essential theorem, which gives us some algebraic and topological
properties of |F Zﬂ .
Theorem 2.1. The set |F ZZ
multiplication for double sequences, and |F Z:z| . is a Banach space with the norm

= 3 (u,0,)"% a,b, S a;bjx;;
-[%3; )

m=0 n=0 i=0 j=0
and it is norm isomorphic to the well-known double sequence space L for 1 < k < co.
Proof. As the initial assertion is routine verification, it can be omitted.
To confirm the fact that |F Z:g , Is norm isomorphic to the space Ly, we need to show the existence of
a linear and norm-preserving bijection transformation between the spaces |F Z:Z|  and Ly for 1 <k < co.
In order to achieve this, into account the transformation ¥ defined by

L becomes a linear space with the coordinatewise addition and scalar

1/k

k
] < o0, (2.2)

1l

u,6
Fn,b

¥

u,0
Fa,b

= L. (2.3)

x—=y=%¥(),

where ¥ (x) = (W, (X)) = (V) 1s the same as in (2.1) for m,n > 0. The linearity of ¥ is clear. Also,
x = 6 whenever ¥ (x) = 8, where 6 denotes the zero vector. This gives us that ¥ is injective.
Let us consider y = (y,,,) € L; and define the sequence x = (x,,,) via y by

1 m—1in—
S AM[A Yt 1/k')’ (2.4)
amby am_lbn_1 (um—len—l)
1 - m
oo = Am( o ) 2.5)
ambO (l/tmgo)/ &mbO
1 - n
‘o, = Am[ )iok, _ ) (2.6)
aobn (”0911)/ aobﬂ
form,n > 1, and
Yoo = ( 1/501) _ ), 2.7
(uoeo) aoboaobo

where Ay and Ay, refer to the back difference notations, that is, Ay (Xum) = Xmn = X1 Dot (Xpn) =
Xmn — Xmu—1 for all m,n € N. In that case, it is seen that

1l

1/k
k
= ¥ (Ollg, = ;‘ [ ()] ] = [Iyll g, < oo,

u,6
Fn,b

where the double sequences x = (x,,,) and y = (y,,,) are connected with the relation (2.1) for I < k < co.
This implies that ¥ is surjective and norm preserving. Consequently, ¥ is a linear and norm-preserving
bijection, which gives us that |FZ’Z , and L are norm-isomorphic for 1 < k < oo, as desired.
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In the proof of the last part of the theorem, we show that FZ:Z , 1s a Banach space with the norm
defined by (2.2). To prove this, we can use the statement “Let (X, p) and (¥, o) be semi-normed spaces
and @ : (X,p) — (¥,0) be an isometric isomorphism. Then, (X, p) is complete if and only if (¥, o) is
complete. In particular, (X, p) is a Banach space if and only if (¥, 0) is a Banach space”, which can
be found section (b) of Corollary 6.3.41 in [20]. Since the transformation ¥ defined from |F Z:Z L into
L by (2.3) is an isometric isomorphism and the double sequence space L is a Banach space from
Theorem 2.1 in [21], we obtain that the space |F Z:g| L is a Banach space. This completes the proof.

Now we state the following significant lemmas giving some characterizations for any four-
dimensional infinite matrices, which will be used in order to calculate the a-, 8(bp)-, and y-duals
of the spaces |FZ:Z|k fork > 1.

Lemma 2.2. [27] Let A = (amm j) be any four-dimensional infinite matrix. In that case, the following
statements hold:
(@) Let 0 < k < 1. Then, A = (@) € (L. M,) iff

My = sup || < oo (2.8)

m,n,i, jeEN

(b) Let 1 < k < co. Then, A = (am,,,-j) € (L, M) ift
M2 = sup Z Iamnij ¢ < 0. (29)

i.J

mneN
B

(© LetO<k<1land 1<k < oo Then, A = (aym;) € (Li, Ly,) iff

sup Z |amnij

i,jeEN o

ki
< 00,

(d) Let O < k < 1. Then, A = (ayui;) € (Li Csp) iff the condition (2.8) holds and there exists a (4;;) € Q
such that
bp — lim Amnij = /lij- (210)

m,n

(€) Let 1 < k < 00. Then, A = (a;j) € (L1 Cyp) iff (2.9) and (2.10) are satisfied.

Lemma 2.3. [28] Let 1 < k < c0oand A = (amnij) be a four-dimensional infinite matrix of complex
numbers. Define W, (A) and wy (A) by

oo oo k
Wi (4) = Z(Z |amnrs|] :

r,5=0 \m,n=0

E amnrs

(m,n)e MXN

k

(9]

wi (A) = su
¢ Mxlpif Z

2

r,s=0
where the supremum is taken through all finite subsets M and N of the natural numbers. Then, the
following statements are equivalent:

l) Wk’ (A) < 0o, ll) A € (£k9 -Lu) s
iii) A' € (Lo, L) < 00, iv) wy (A) < oo,
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Now, we prove the following theorems, which give the @- and g (bp)-, and y-duals of the spaces
F Z,’i L for k > 1. To shorten the theorems and their proofs, let us denote the sets A, with k € {1,2,3,4,5}

as follows:
} (2.11)

Ay = {,u (Hmn) € €2 2 sup Z ‘gfiiu

i jEN

Ao =1 = () € Q- }S }]k%@] < oo, (2.12)
As = {,u = () €@ bp— Tim_d%, exists forall i, j € N}, (2.13)
Ay = {,u = () €Q: sup |d\) | < oo}, (2.14)
moni, jEN
As = {u () €25 sup Z a®. g oo}, (2.15)

where the 4-dimensional matrices D% = (d,(q];),ij) and G® = (g(k) . ) are defined by

mni j

I o [ i
A(”)(M]),m:n:i=j:0,

= 7811
aobo (uobp)"'* aib,
(ij) [ Hmj _ L
A~ 7 l/k/ 01 b_ 9 _m"]_n_0$
amamb() (quO) J
ij) [ Min . .
— At e ,i=m=0, j=n,
bnaobn (Mogn) di
Gj [ Hij

A~ ’ alslsm_l, ]:I’l:O,
aibo (u;00)'* ' \aib;

AO’J')('u"f ,i=m=0,1<j<n-1,

(k) _ ~ lk/ 11 .p -
5= b ()" ab; (2.16)
1 i) [ Hij
l/k,A(ll{)(ﬂbJ)’ ISlSm_l’ lﬁjﬁl’l—la
fl,-l;j(u,-éj) 4%
1 i) [ Mij
AT lk’A(llé)/l_,] ,lﬁiﬁm_l»j:n
butiib, (u,)" @
1

@ (Hii S 1 i
oA l/k'AOI(b‘),1< sn-li=m,

AmQpb (quj) /

,umn

1=
~ A 1 k/ b
ambnambn (umgn) /
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and
Hoo m=n=0
_ (MOQO);J/(]: aobodoby
1y n _ <<
(-1) TP g.”"/;;fm 0,n-1<j<n,
g(k)._ _ Uo aop nao( ,,) i 2.17)
mni j (_1)m i o Himo /k, —, n=0 m-1<i<m,
(90) amboal (” )
(_1)m+n—(t+J) l/llljmn , l<i< m. n— 1< ] <n,
(l/tigj) ambn&i[;j

respectively.

Theorem 2.4. Let the sets A, A, and the 4-dimensional matrix G® = (g(k)..) be defined as in

mnij
(2.11),(2.12), and (2.17), respectively. Then, (|F,|,)" = Ay and (|[F*)] )" = Ay for 1 < k < o0
Proof. Since the case of 1 < k < oo can be proved similarly using Lemma 2.3, we will prove the
theorem for k = 1. Let x = (x,,,) € |Fup P M= (Wmn) € Q . Taking account of the relations (2.4)—(2.7)
for m,n > 0, we can compute the following equalities:

Form =n =0,

Yoo
H00X00 = Moo T = (GY)y »
(uobo) ™ aoboaoby
form=0,n>1
Lo i 1 ( Yon Yo,n-1 )
O0nA0n On 7 ~ 7 ~
aobn \ (uo8,)""* aob,  (ug8u-)""* Goby-
1 n—
= Hon————7 Z (=D ]T (GY)on »
aob,ao (up) =n—1 Qj bj
forn=0,m>1,
Um0 X = u l ( Ymo ym—l,O )
m0Am0  — m0 7 ~ 7 ~
anbo \ (1,,60)"* &by (n-100)"" a-1bo
1 N m—i i
= Hmo——————7 -1) % =(GY),0 5
amboby (60) " 0 ()" a;
and forn,m > 1,
1 Ymn ymn 1

HmnXmn = Mmn ( 7 ~ ~
amb" (umen)l/k &mbn (umen 1)1/k ambn—l

_ Ym—1.n + Ym—1,n-1
Kk ~ 7 Kk » 7
(um 10 )/ am lb (um 1911 1)/ Ay lbn 1

= fn—~ Z Z( yreied 20

1K o
" i=m-1 j=n—1 u;6; a;b;

=(GY) >
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where the four-dimensional matrix G® = (g(k)l ) is defined by (2.17). In this situation, we see that
px = (U Xmn) € L, Whenever x € |F,,|, if and only if G¥y € £, whenever y € £,. This gives us that
1= () € (|F 1)“ iff GV € (£,, £,). Thus, using (c) of Lemma 2.2 with k; = k = 1, we obtain

a,b
(D
sup Z ‘gmmj

i ]EN

Hence, we deduce that ( Fa.p l)a = Ay, as desired.

Theorem 2.5. Let the sets Az, A4, As and the 4-dimensional matrix D® = (dffr)”]) be given as in
. (bp) (b

(2.13)(2.16), respectively. Then, we have ([Fas|, )" = As 0 Ag and (|[F“4), V"™ = As 0 As for

1 <k<oo.

Proof. To avoid the repetition of similar statements, we prove the second part of the theorem for
1 <k<oo. Letu= ) € Qand x = (x,,,) € FZ’Z . be given. Then, using Theorem 2.1, we can say

that there exists a double sequence y = (yi j) € L. Therefore, taking account of relations (2.4)—(2.7),
we can calculate that

a,b 1

Hoo _ to _ Hoi  Hi ) Y00
aObO albO a0b1 albl &0[;0 (M()g())l/k,

+( Hmo _ HMm1 ) Ym0 + ( Hon _ Min ) Yon
Clmb() ambl (quO)l/k/ amBO Clobn alb” &Ogn (uOQn)l/k,

-1

+mz(,uio Hit1,0 — Hil 4 ,Ui+1,1) Yio
—i\aiby ainby aiby  ainb) g;p, (uié’o)l/k,
n—

(,UOJ' Ho,j+1 Hij o Hij+1 ) Yoj
- - +
a()bj aobj+1 (l]bj (11bj+1 flol;(lxl()e)
J J

1/k
Jj=1

n—1
in in h [ Mmj Ymj
+ A<l") ( H ) - Y -+ Af)nfj) ( J ) ) /
Z aibn &,bn (uien)l/k JZ:; ambj &ml;J (umej)l/k

m—1,n—1
+ Z A(t]) ( Mij ) Yij = i ,ufmymn -
&iB , (uiej) ambn&mbn (Mmgn)

=Y >dpyi= (DY)

i=0 j=0

This implies that ux = (tuXm) € CSp, Whenever x = (x,,,) € FZ:z L if and only if z = (z,,) € Cpp
(bp) . .

FZ:z k)ﬂ " if and only if D® € (Lk, Cbp) ,

where the four-dimensional matrix D% = (d(k) ) is defined in (2.16) for every m, n, i, j € N. Hence, we

mnij
. B(bp) B(bp)
obtain that ( Wb 1) = A3 N A4 and ( F ZZ k)
Lemma 2.2, respectively.

whenever y = (y;;) € L. Thus, it is clear that it = () € (

= A3 N As for 1 < k < oo using parts (d) and (e) of
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Theorem 2.6. Let the sets A4, As and the 4-dimensional matrix D® = (a’(k)

mni j
(2.16), respectively. Then, ( Fap 1)y = A4 and ( FZ:Z k)7 =Asforl <k < oo.
Proof. The proof of this theorem can be obtained similar to the proof of Theorem 2.5 using parts (a)
and (b) of Lemma 2.2 in place of parts (d) and (e) of Lemma 2.2, respectively. To avoid the repetition

of similar statements, we omit the details.

) be defined as in (2.14)—

3. Characterizations of some classes of four-dimensional matrices

In the present section, we characterize some 4-dimensional matrix transformations from the double
series spaces |F,, . and |F Z:z , to the double sequence spaces M, C;,, and Ly for 1 < k < co. Also,
we characterize the 4-dimensional matrix transformations from classical double sequence spaces £,
and £ to the double series spaces |FZ:Z|k and |F,p| , respectively, for k > 1. Although we prove
the theorem characterizing 4-dimensional matrix transformations from double series spaces |F Wb
F ZZ , to the double sequence space M, we give theorems characterizing other 4-dimensional matrix
transformations without proof since the proof techniques are similar.

Theorem 3.1. Assume that A = (amm-.,-) be an arbitrary 4-dimensional infinite matrix. In that case, the
following statements hold:
(@) A = (@nis) € (|Fusl, - M) if and only if

1 and

B(bp)
A € (|Fas],) (3.1)
and
1 (ij Amni j
su . A”)(—J) < 00, (3.2)
m,n,i,?eN a;b; H a;b;
(b) Let 1 < k < co. Then, A = (amnij) € (|FZ§ Iy Mu) if and only if
R0
Am € (|F25]) (3.3)
and ,
k
1 i [ Amnij
sup Z 1K A(“])(a.b{) < 0. (3.4)
iDj

mineN ij &igj (uié’j)
Proof. To avoid the repetition of similar statements, we give the proof only for 1 < k£ < oo. Let

X = (xi j) € |FZ:§ r Then, there exists a double sequence y = (y,.,) € L. By using the equalities
(2.4)—(2.7), for (s, H)th rectangular partial sum of the series );; ; @yunijXij, We have

s,t
(Ax),[qi,’f] = Z AnnijXij
LJ
(amnOO _ Gmn10  Qmn01 amnll) Yoo
Cl()b() Cl]b() Cl()b] a]bl &OEO (uogo)l/k,
+ (amnsO _ amnsl) Ys0 + (amn()t amnlt) Yor

asby  ashy | (00" a,b, aob, (ueh,)"*

aob, a b,
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+ sz_ll Auni0— Amn,i+1,0  Qmnil amn,i+1,1) Yio
—~\aby  aijiby  aib ainbi | b, (uieo)l/k/
n = aman _ amnO,j+l _ amnlj amnl,j+l) y()j
P Cl()bj aobj+1 albj alij floéj (uoej)l/k;
+ - Amnit amn,i+l,t) Vit
S\ aibe aiabi ] 4, (u)"*
" - amnsj _ amns,j+1) ysj
= asb;  abj, a, Ej (Ms gj)l/k’
N o (amnij _ Cunijel Qmnitlj amn,i+1,j+1) Yij
by aibj aibj+l (li+1bj ai+1bj+1 flil;j (uiej)l/k/

amnsty st

a@a&weyw
(k)
- Z hm]ylj H y)[s,t]

for every s,t,m,n € N, where the 4—dimensional matrix H,(,'f,)l = (h%) is defined by

! A(U)(ammj) .:]':S:l:O
aobo (1e00)"* !

+

A mm]) s, j=t=0
o Ao =45 J=t=4Y
asast (MSHO)I/k
)
baigh, (uo6)"*
a
- — ﬁ)’mq 1<i<s—1,j=t=0,
a;bo (60)"! aib
(ij) | Gmnij . o
B — R Wt a-b-)’lg]ét_l’l_s_o’
St ] &Obj (I/t()gj) v
! Aww%mq l<i<s—1,j=1
B ’ 10 ] — — 9 - b
b,a;b, (uigz)l/k 4
N s P
l/k,Aglf)( me), I1<j<t-1,i=sy,
asd j(”s j /
1 o Wi i
T ﬁ%’?ﬁ,1si3s—1,13jsr—L
ab; (u, ,) @0j
amnst . .
Y . o ,i=sand j=t,
as tas t(us t)
for every s,t,1, j € N. Then, we can write the equality as follows:
A _ gk
Axh! = (Hpy) - (3.5)
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Thus, it follows from (3.5) that the bp-convergence of (Ax),[,i;f] and the statement H,(qf,), € (Lk, Cbp) are

equivalent for all x € |F ;‘:z . and m,n € N. Therefore, the condition (3.3) is satisfied for each fixed
bp)
m,n € N, that is, A,,, € ( FZ:g k)ﬁ( " for each fixed mneNand 1l <k <oo.
If we take bp-limit in the terms of the matrix H,(,f,), = (h’s';:l/) while s, — oo, we deduce that
bp = Tim W = hyy; = ——— A (@i (3.6)
p 5,t—00 stij — tomntj S VR W S :
a,bj (l/ti J') v
Therefore, using the 4-dimensional matrix H® = (hgfr)”j), we obtain with the relations (3.5) and (3.6)
that
bp - lim (Ax)) = bp —lim (H®y) . (3.7)
§,t—00 mn
Thus, it can be written that A = (amm- j) € ( FZ:g o Mu) if and only if H® € (L, M,), by having in

mind of the relation (3.7).
Therefore, using Lemma 2.2 (b), we conclude that

1 A
sup E AW [ < oo,
m,neN - yr Cl,‘b'

’ ij aibj (l/ll'gj) J

which satisfies the condition (3.4).

So, we obtain that A = (am,,ij) € (
satisfied.

Thus, the theorem is proved.
Theorem 3.2. Assume that A = (amm- J-) be an arbitrary 4-dimensional infinite matrix. In that case, the
following statements hold:

(a) A = (amni j) € (Fa,b | ,Cbp) if and only if (3.1) and (3.2) are satisfied, and there exists (aE}.)) € Q
such that

u,0
Fa,b

k,M,,) if and only if the conditions (3.3) and (3.4) are

) iy [ @mnij\ 1
bp — lim A(I’{) (ﬂ) — = agjl.).
m,n—co aibj aibj

(b) Let 1 < k < . Then, A = (amn,-j) € (FZ:: k,C,,p) if and only if (3.3) and (3.4) are satisfied, and
there exists (a/l(.f)) € Q such that
bp— lim AW (L L
mn—o0 11 aibj ij "

&,’Ej (l/tiej)l/k,

Proof. This theorem can be proved by using Lemma 2.2 (d) and (e) in a similar way to that used in the
proof of Theorem 3.1.

Theorem 3.3. Assume that A = (amm-.,-) be an arbitrary 4-dimensional infinite matrix. In that case, the
following statements hold:
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(@) Let 1 <k < 00. A = (dyuis) € (

Fa,b

|- Ly) if and only if (3.1) and

k

su — AW (ﬂ) 00
i,jeFI\)ImZ’n &ibj H aibj

hold.

(b) Let 1 < k < 00. A = (@) € (|F], . £.) if and only if (3.3) and

k/

> |t ()} <
1/k a,‘bj

(o)
i,j=0\ m,n=0 fl,‘bj (Ltlg)

hold.

Proof. This theorem can be proved by using Lemma 2.2 (¢) and Lemma 2.3 in a similar way to that
used in the proof of Theorem 3.1.

Lemma 3.4. [27] Let A and u be two double sequence spaces in Q, A = (amni j) an arbitrary 4-

dimensional infinite matrix and B = (bmm- j) be a triangle 4-dimensional infinite matrix. Then,
A € (A, up) if and only if BA € (A, ).

Now, we can give the final results of our work by considering the Lemmas 2.2, 2.3, and 3.4.
Corollary 3.5. Let A = (amm- j) and T = (tmm- j) four-dimensional matrices be given by the relation

m,n
Lonij = E wmnuvauvija

u,v=1

where ¥ = (Y v) 18 defined as

v _ (umen)l/k &mbnaubv’ O0<u<m,0<v<n,
mnuy = .
0, otherwise,

by considering the relation (2.1). Then, the necessary and sufficient conditions for the classes

(Lu, F::z k) and (Lk, Fap 1) can be found for 1 < k < oo as follows:
(@) A = (@pnis) € (L. [F5),) if and only if
holds for 1 < k < 0.
(b) A = (i) € (Le|Fas|,) if and only if
(o] 0 k/
Z[Z Itmml] <o
r,5=0 \m,n=0

holds for 1 < k < 0.

AIMS Mathematics Volume 9, Issue 11, 30922-30938.



30936

4. Conclusions

In this paper, a new double series space |F Zz L is defined by using the four-dimensional factorable
matrix F and the absolute summability method for k¥ > 1. Also, some algebraic and topological
properties of the space |FZZ| , are given, and the a-, 8 (bp)-, and y-duals of this space are determined.
Finally, the characterizations of some new four-dimensional matrix classes in the related spaces are
presented and some important results concerned with Riesz and Cesaro matrix methods are extended
to double sequences owing to the four-dimensional factorable matrix. By using the new series space
defined the four-dimensional factorable matrix F', many impressive results can be obtained in the theory
of series spaces and matrix transformations.
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