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Abstract: The relentless advancement of modern technology has given rise to increasingly intricate 

and sophisticated engineering systems, which in turn demand more reliable and intelligent fault 

diagnosis methods. This paper presents a comprehensive review of fault diagnosis in uncertain 

environments, focusing on innovative strategies for intelligent fault diagnosis. To this end, 

conventional fault diagnosis methods are first reviewed, including advances in mechanism-driven, 

data-driven, and hybrid-driven diagnostic models and their strengths, limitations, and applicability 

across various scenarios. Subsequently, we provide a thorough exploration of multi-source 

uncertainty in fault diagnosis, addressing its generation, quantification, and implications for 

diagnostic processes. Then, intelligent strategies for all stages of fault diagnosis starting from signal 

acquisition are highlighted, especially in the context of complex engineering systems. Finally, we 

conclude with insights and perspectives on future directions in the field, emphasizing the need for the 

continued evolution of intelligent diagnostic systems to meet the challenges posed by modern 

engineering complexities. 
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1. Introduction 

In the realm of complex engineering systems—such as those found in aerospace, automotive, 

and power generation—ensuring reliability and safety is absolutely critical. These systems are 

distinguished by their intricate architectures and interdependent components, where the failure of 

even a single part can trigger a cascade of issues, resulting in substantial downtime, significant repair 

costs, and, in extreme cases, catastrophic outcomes [1]. Consequently, it is essential to conduct 

thorough research into fault diagnosis methods tailored for these sophisticated engineering 

environments. Such investigations not only enhance operational efficiency but also safeguard against 

potential hazards, ultimately contributing to the longevity and resilience of these vital systems. 

Fault diagnosis plays a pivotal role in the realm of engineering systems, serving as a vital 

mechanism for the timely and accurate detection and identification of faults. This process is essential 

for enabling appropriate maintenance measures, thereby ensuring the reliable operation of the system 

and minimizing the risk of unexpected failures [2]. At its core, fault diagnosis encompasses a 

systematic approach to identifying, analyzing, and resolving faults that may arise within a system. 

This multifaceted process employs a variety of techniques and methodologies aimed at determining 

both the cause and location of faults. It involves the meticulous collection, analysis, and 

interpretation of operational data, which provides insights into the system’s performance and health. 

Fault diagnosis can be categorized into three primary strategies: mechanism-driven, data-driven, 

and hybrid-driven approaches. Mechanism-driven diagnosis relies heavily on a deep understanding 

of the system’s design and operational principles. Conversely, data-driven diagnosis operates 

independently of mechanistic models of the system, leveraging relevant analytical techniques to 

identify anomalies and patterns in the operational data. Hybrid-driven approaches combine elements 

from both mechanism-driven and data-driven approaches, offering a more comprehensive diagnostic 

framework that may have unexpected results in complex systems where traditional methods may fall 

short. As engineering systems continue to grow in complexity, the importance of advanced fault 

diagnosis techniques will only increase, underscoring the need for ongoing research and innovation 

in this critical area. 

Real-world systems frequently encounter a multitude of uncertainties that can stem from a 

variety of sources, including model inaccuracies, external disturbances, and measurement noise [3]. 

The generation of uncertainty and strategies for addressing it are garnering increasing attention from 

researchers within the engineering domain [4]. Uncertainty can be categorized based on its origin 

and nature into two primary types: aleatoric uncertainty, which is inherent and stochastic, and 

epistemic uncertainty, which arises from a lack of knowledge or information [5,6]. The existence of 

these uncertainties can obscure the behavioral characteristics of the system, complicating the 

identification and analysis of faults. Therefore, it is imperative to consider and address these 

uncertainties to ensure reliable and effective fault diagnosis. 

In addition to the challenges posed by uncertainty, traditional fault diagnosis is often hindered 

by issues such as incomplete and inconsistent information. With the continuous development and 

wide application of intelligent technologies, intelligent fault diagnosis methods have emerged. For 

the past few years, the development of advanced sensor technologies, powerful computational tools, 

and sophisticated algorithms has paved the way for intelligent fault diagnosis strategies. These 

strategies encompass the entire process, from signal acquisition and feature extraction to fault 

diagnosis and information fusion. Intelligent fault diagnosis leverages artificial intelligence and 
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machine learning to enhance the detection and identification of faults, providing a more holistic and 

adaptive approach. This integration not only improves accuracy but also enables systems to learn 

from past experiences, thereby continuously refining their diagnostic capabilities in dynamic 

environments. 

This paper seeks to offer a comprehensive review of the recent advancements in the field of 

fault diagnosis of complex engineering systems. The structure of the paper is organized as follows: 

In Section 2, we delve into general strategies of fault diagnosis, examining mechanism-driven, 

data-driven, and hybrid approaches. Section 3 explores the origins of uncertainties, detailing 

techniques for their quantification, as well as methods for robust fault diagnosis. Subsequently, 

Section 4 presents cutting-edge techniques in intelligent fault diagnosis strategies, highlighting their 

application across different stages of the fault diagnosis process. Finally, Section 5 closes the paper, 

encapsulating main points and concluding remarks. 

2. General strategies of fault diagnosis 

In this section, general fault diagnosis strategies, including mechanism-driven, data-driven, and 

hybrid-driven fault diagnosis [7], as illustrated in Figure 1, will be reviewed with a focus on their 

recent advances. These strategies are classified according to the basic principles of diagnosis. 

Mechanism-driven fault diagnosis methods require the establishment of internal operation 

mechanisms or dynamic behavior models as the basis. Data-driven methods, on the other hand, can 

directly use the data generated during system operation for comprehensive analysis. Hybrid 

mechanism/data-driven strategy, which has been mainly proposed based on the idea of 

complementary advantages, has just emerged in recent years. 

 

Figure 1. General strategies of fault diagnosis. 

2.1. Mechanism-driven fault diagnosis 

Mechanism-driven fault diagnosis is based on the internal operating mechanisms or dynamic 

behavior models of the system. By analyzing the system operation data and combining it with the 
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mechanism model, the system operation state is inferred so as to discover potential faults or hidden 

dangers. It can also provide scientific and effective guidance for system maintenance and 

management. According to the different modeling perspectives, mechanism-driven fault diagnosis 

can be further classified into quantitative analysis-based fault diagnosis and qualitative 

analysis-based fault diagnosis. 

The quantitative analysis-based fault diagnosis method is formed under the idea of analytical 

redundancy [8]. It relies on constructing a mathematical model of the system to identify and diagnose 

faults by comparing the difference between the actual observed system behavior and the behavior 

predicted by the model. The method provides important support for fault diagnosis by accurately 

detecting anomalies through the model’s interpretation of system behavior. Fault diagnosis methods 

based on quantitative analysis can be classified into three types: parameter estimation [9], state 

estimation [10], and parity space method [11], whose basic principles are shown in Figure 2. 

 

Figure 2. Fault diagnosis methods based on quantitative analysis. 

Parameter estimation method: The basic idea of the parameter estimation method is to combine 

theoretical modeling with parameter identification, and then to judge the faults according to the 

deviation between the parameter estimates and the normal values [12]. Compared with the state 

estimation method, the parameter estimation method is more conducive to the isolation of faults. For 

non-measurable parameters, such as process parameters and state variables, estimation can be 

performed based on measurable input and output variables. This estimation can be performed by 

algorithms based on measured data, such as KF, EKF [13], particle filters [14], Bayesian methods [15], 

and other derived methods. For instance, consider a system where the relationship between the 

measured output y  and the estimated state x̂  is given by: 

( ))ˆ( 1) ( ) ( ) ( ) (ˆ ˆx k Ax k Bu k K y k Cx k+ = + + − ,                       (1) 

where A , B , and C  are system matrices, K  is the Kalman gain, ( )u k  is the control input, and 

( )y k  is the measured output. The deviation between the actual and estimated parameters is then 

used for fault detection. 
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Since the parameter estimation method requires finding out the one-to-one correspondence 

between the model parameters and the physical parameters, and the controlled process needs to be 

sufficiently stimulated, the parameter estimation method is usually used in combination with other 

methods to obtain better fault detection and separation performance. 

State estimation method: The basic idea of the state estimation method is to detect and isolate 

system faults through the residuals between the estimated and measured values of a measurable 

variable, which is reconstructed from the analytical model of the system and the measured signal. 

Since the method often utilizes observers (filters) to generate the residuals, it is also referred to as the 

observer or filter method. Various fault detection and diagnosis observers have been proposed such 

as the Luenberger in a deterministic setting [16], the Kalman Filter in a stochastic setting [17], and 

the H  based observer, which enables the involvement of frequency specifications as additional 

criteria for better fault discrimination [18]. The residual ( )r t  is typically computed as: 

( ) ( )ˆ( )r t y t y t= − ,                                        (2) 

where ( )y t  is the actual measured output, and ˆ( )y t  is the estimated output generated by the 

observer. This residual is then analyzed to detect and isolate faults. 

Among the quantitative analysis-based methods, the observer-based method has been a hot 

research topic because of its flexible design method, relatively easy to obtain strong robustness, 

simple algorithms, and fast response speed. 

Parity space method: The basic idea of the parity space method is to test the equivalence (i.e., 

consistency) of the system’s mathematical model through the actual measured values of the system’s 

inputs and outputs in order to detect and isolate faults. The main methods include constrained 

optimization-based equivalent equation method [19], generalized residual generator scheme [20], and 

decoupled parity space method based on approximate perturbation [21]. Parity space method is 

structurally equivalent to state estimation method. 

Qualitative analysis-based fault diagnosis aims to reveal the deep-seated causes and 

mechanisms of fault generation through in-depth description and analysis of fault types, causes, and 

effects. It usually does not rely on systematic and precise mathematical models or analytical models, 

and thus is more flexible in practical application and can be adapted to a variety of complex fault 

situations. Common ones are expert knowledge system and fault tree analysis [22,23]. 

Expert knowledge system: Expert knowledge-based fault diagnosis is a method of fault 

analysis based on human experience in studying things. It mainly relies on the existing knowledge 

base or experience base, which is derived from the principles of system physics or summarized from 

numerous cases. This method does not need to establish a precise mathematical model of the system, 

and the empirical knowledge it requires basically covers the internal operating laws of the system. 

Fault tree analysis: The fault diagnosis method based on the fault tree is a systematic technique 

used to analyze and diagnose faults in complex systems. By constructing the fault tree of a system, 

various fault events and their possible causes are systematically decomposed, helping engineers to 

understand the logical relationships behind fault occurrences. Through step-by-step analysis of the 

fault tree, specific reasons leading to system failures can be identified, enabling targeted solutions to 

be implemented. This method provides a structured and systematic approach to fault diagnosis, 

effectively improving the reliability and safety of systems while minimizing the impact of faults on 

system operations. 

Mechanism-driven fault diagnosis methods are widely used in many fields, especially in 
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aerospace, automotive, and industrial automation [24–26]. Although mechanism-driven fault 

diagnosis methods have the advantages of high accuracy and interpretability, there are some 

limitations. For example, building accurate physical models may require a large amount of system 

test data and expertise. Especially for complex systems, it is basically impossible. Therefore, it is 

necessary to weigh their advantages and disadvantages in practical applications and select the 

appropriate fault diagnosis method according to the specific situation. 

2.2. Data-driven fault diagnosis 

Data-driven fault diagnosis techniques do not rely on a priori knowledge of the system, such as 

mathematical models and expert experience [27]. The technique is based on monitoring data 

collected from different sources and types and uses various data mining techniques to obtain the 

useful information implied therein. Thus, it can characterize the normal mode and fault mode of 

system operation and then achieve the purpose of detection and diagnosis, which has become a more 

practical diagnostic technology at present. It mainly includes statistical analysis [28], signal 

processing [29], and artificial intelligence methods [30]. 

Statistical analysis method: The method based on statistical analysis mainly analyzes the 

historical process data and calculates the corresponding monitoring statistics for each sample. The 

operational status of the current sample is analyzed based on the confidence limits of the monitoring 

indicators estimated for the normal sample. It is mainly divided into univariate-based statistical 

monitoring techniques and multivariate-based statistical monitoring techniques. Although 

univariate-based statistical monitoring methods are easy to implement, they ignore the correlation 

information between variables and can only be used for monitoring when the data dimension is small. 

Multivariate-based statistical analysis, on the other hand, can better portray and make use of the 

correlation between variables, and is suitable for fault detection and diagnosis of high-dimensional 

systems. The most relevant techniques in recent literature include principal component analysis 

(PCA), independent component analysis (ICA), partial least square (PLS), canonical correlation 

analysis (CCA), and Gaussian mixture model (GMM) [28,31–33]. 

Signal processing method: When an industrial process fails, the amplitude, phase and 

frequency of the signal will change unpredictably. Fault diagnosis technology based on signal 

processing makes a comprehensive evaluation of the system operation condition by analyzing the 

signals and combining them with the expert knowledge base, fault database, etc. The current fault 

diagnosis techniques based on signal processing mainly include wavelet transform method [34], 

empirical pattern decomposition method [35], morphological signal processing method [36], and 

spectral analysis method [37]. 

Artificial intelligence method: For complex systems, since there is no simple correspondence 

between fault types and fault signs, artificial intelligence-based fault diagnosis techniques are more 

suitable. This technology can learn and discover hidden patterns and laws from massive data, 

assisting engineers to predict, detect, and locate faults, thus improving the reliability and stability of 

the system. It mainly includes machine learning and deep learning methods [38–41]. 

Data-driven fault diagnosis can effectively identify and locate faults in complex engineering 

systems. The approach is widely applicable to various engineering fields and is a hot topic in current 

research. However, the data-driven fault diagnosis approach also has some limitations. For example, 

a large amount of labeled data is required for model training, and it may be difficult to obtain 

sufficient data in some scenarios. In addition, the low interpretability of the models limits their 
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application in some critical areas [42]. 

2.3. Hybrid mechanism/data-driven fault diagnosis 

The hybrid mechanism/data-driven fault diagnosis method is an integration of 

mechanism-driven and data-driven, which can effectively avoid the limitations of both in engineering 

applications. Hybrid methods enhance diagnostic accuracy by utilizing empirical data to refine 

theoretical models, thereby allowing for a more nuanced understanding of system behavior. This 

integration also improves the generalization capabilities of the diagnostic process, enabling it to 

adapt to new conditions and variations that may not be adequately represented in traditional models. 

Furthermore, hybrid methods can mitigate the reliance on high-quality data by leveraging theoretical 

insights to guide data analysis, which is particularly beneficial in situations where obtaining 

extensive datasets is challenging. The method first uses a mechanism model to describe the structure 

and operation principle of the system, as well as the relationship between different components. Then, 

by collecting data during system operation, the data-driven technique is used to monitor and analyze 

the system state. This leads to more accurate identification and localization of faults, while 

improving the system’s ability to detect abnormal behavior. This hybrid-driven method integrates the 

strengths of both methodologies, being able to model and understand the system using physical 

mechanisms as well as processing complex data using data-driven techniques. Therefore, it has high 

applicability and operability in practical applications [43]. 

An et al. [44] summarized and compared common mechanism-driven and data-driven modeling 

and prediction methods. It was pointed out that the establishment of hybrid-driven methods based on 

a full understanding of the two types of methods is the future development trend of the related 

technology. Guo et al. [45] introduced common data-driven, mechanism-driven, and hybrid-driven 

methods. It was also pointed out that hybrid-driven methods can both expand the application scope 

of mechanism-driven methods and improve the interpretability of data-driven methods. Depending 

on the level of fusion, hybrid mechanism/data-driven strategies can be classified into three categories, 

as shown in Table 1. 

Table 1. Hybrid mechanism/data-driven strategies for fault diagnosis. 

Hybrid strategy Descriptions Reference papers 

Feature-layer hybrid 

On the basis of mechanism analysis, the observed data are 

preprocessed and eigenvalues with physical significance are 

extracted, and then fault diagnosis is carried out by data 

analysis methods. 

[46,47] 

Parameter-layer 

hybrid 

A mechanism-driven approach is used to construct the 

structural form or constraints of the model, which in turn leads 

to a data-driven approach to model selection, identification, 

and parameter estimation. 

[48–52] 

Application-layer 

hybrid 

Observations under various operating conditions are simulated 

by a mechanism-driven model, which is then fused with actual 

observations for modeling. 

[53,54] 

Overall, the involvement of mechanism-driven models in the three types of fusion-driven 
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strategies described above has gradually increased, along with the demand for accuracy and 

reliability of the mechanism models. However, regardless of the method used, mechanism-driven 

approaches serve as the foundation, while data-driven methods act as the means. In the process of 

practical application, the two must be organically combined for specific problems in order to achieve 

the best results. 

3. Uncertainty treatment in fault diagnosis 

Various strategies for fault diagnosis problems have been described in the previous section, but 

their application is limited by various factors, uncertainty being one of them. Uncertainty problems 

are prevalent in engineering systems and arise from a variety of sources. These uncertainties lead to 

serious impacts on the accuracy and reliability of fault diagnosis, leading to losses and risks in 

production. In this section, the generation of uncertainty in fault diagnosis and its treatment will be 

first described. Next, the current research status of uncertainty-based fault diagnosis methods will be 

presented. 

3.1. Uncertainty generation 

Uncertainty is the lack of certainty of knowledge and information about certain events or 

outcomes. It is widespread in various scientific and engineering fields, especially in the analysis and 

decision-making process of complex systems [55]. The impact of uncertainty in fault diagnosis is 

multifaceted. First, it affects the detection and identification of fault signals. In the presence of noise 

and random variations, the diagnostic system may produce false alarms or omissions, reducing the 

reliability of fault diagnosis. Second, uncertainty complicates the predictability of system behavior, 

increasing the complexity and computational burden of the diagnostic model. In addition, data and 

model incompleteness can lead to inaccurate diagnostic results, affecting the maintenance and 

decision-making process of the system. Depending on the source and nature, uncertainty can be 

categorized into aleatoric uncertainty and epistemic uncertainty [5,56]. Figure 3 represents their 

difference and connection with a simple signal curve. 

 

Figure 3. Schematic diagram of aleatoric and epistemic uncertainty. 
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Aleatoric uncertainty: Aleatoric uncertainty, also known as stochastic uncertainty, arises from 

random fluctuations within and outside the system [5]. This type of uncertainty is typically 

manifested as random variations in data and unpredictability in system behavior. For example, in 

industrial environments, sensor measurement data are often disturbed by environmental noise, which 

may originate from external factors such as temperature variations, electromagnetic interference, or 

mechanical vibration. This noise not only affects the accuracy of the data but may also mask fault 

signals, making fault detection more difficult. In addition, random changes in the operating state of 

the system are also an important source of aleatoric uncertainty. For example, equipment may 

operate differently under varying load, temperature, and pressure conditions, and these working 

condition variations are often random. Random operating condition variations may cause the system 

to exhibit different fault characteristics, making it difficult to adapt fixed-mode-based diagnostic 

methods, thus affecting the stability and reliability of the diagnostic results. 

Epistemic uncertainty: Epistemic uncertainty stems mainly from a lack of understanding of 

systems and faults, including imperfect models, incomplete data, and knowledge limitations [5,57]. 

Uncertainty is introduced by the fact that due to the limited understanding of the mechanisms of 

complex systems, the mathematical and diagnostic models obtained are often simplified and 

approximate and do not accurately reflect the true behavior of the system. For example, certain 

coupling effects in the system may be ignored, resulting in a limited predictive capability of the 

model. In addition, the introduction of expert experience and knowledge is essential in the fault 

diagnosis process. However, different experts with different knowledge levels and experience 

backgrounds may arrive at differing conclusions on the same problem, which is also a kind of 

epistemic uncertainty. Epistemic uncertainty is more dependent on the assessor’s level of knowledge. 

Hence, it is also known as subjective uncertainty. 

In basic lexical terms, uncertainty is simply the lack of certainty, and there is no inherent need 

to categorize it into different types. It adds to the agreement that there is no fixed boundary between 

aleatoric uncertainty and epistemic uncertainty [58]. If new knowledge emerges that allows us to 

explain a situation or phenomenon in greater depth, then the corresponding aleatoric uncertainty is 

reduced. Ultimately, it may be that all uncertainty is epistemic uncertainty. However, the vast 

majority of analysts have found the use of the categorization presented above helpful and consistent 

with practical engineering needs [59]. 

3.2. Uncertainty quantification 

In order to improve the performance of fault diagnostic systems in uncertainty conditions, it is 

important to quantify uncertainty. Quantifying uncertainty not only helps to describe the state and 

behavior of the system more accurately but also provides an important basis for diagnosis and 

decision-making. Many theories of uncertainty quantification have been proposed for this purpose, 

and Figure 4 illustrates a schematic of the quantization models of some of these theories [60,61]. 
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Figure 4. Common uncertainty quantification models. 

Probability theory: Probability theory, the most classical and widely used tool, provides a 

systematic approach to quantifying and analyzing uncertainty [62,63]. Probability theory is based on 

a probability space, consisting of a sample space  , an event set , and a probability measure . 

The sample space 1 2{ , , }x x =  is the set of all possible outcomes in an experiment. The event set 

 is a subset of the sample space  . Moreover, the probability measure  is a function that 

assigns a probability to each event, i.e., ( )P x , satisfying the following conditions: 

( )  0,1 ,P x x   ; and ( ) 1P  = .                         (3) 

A random variable X  is a function that maps elements of the sample space to the set of real 

numbers and is used to describe the amount of uncertainty in a real problem [64]. Probability 

distributions describe the likelihood that a random variable will take on a value and commonly 

include discrete distributions (e.g., binomial and Poisson) and continuous distributions (e.g., normal, 

uniform, and exponential). Expected value and variance are important characteristics of random 

variables, with the former indicating the mean value of a random variable and the latter indicating its 

degree of dispersion. In addition, Bayes’ theorem [65], the law of large numbers [66], and the central 

limit theorem [67] are also important theorems in probability theory, providing powerful tools for 

uncertainty quantification and analysis. 

Dempster-Shafer theory: Dempster-Shafer evidence theory is a theory of imprecise 

reasoning [68,69]. Unlike traditional probability theory, the evidence theory allows for the direct 

representation and manipulation of uncertain information without relying exclusively on precise 

probability distributions [70,71]. The core concepts of evidence theory include the belief function 

Bel , the plausibility function Pl , and the basic probability assignment BPA . These concepts 
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provide a flexible approach to quantifying and dealing with uncertainty by manipulating and 

reasoning about sets of evidence. 

The belief function Bel  represents the degree of belief in a given proposition. For a 

proposition A , the belief function ( )Bel A  indicates the total amount of evidence that completely 

supports A . The belief function’s domain is a set called the frame of discernment  , which 

contains all possible propositions. The plausibility function Pl  represents the plausibility of a 

proposition. For a proposition A , the plausibility function ( )Pl A  indicates the total amount of 

evidence that does not refute A . The relationship between Bel  and Pl  is given by 

( ) ( )1Pl A Bel A= −  , where A  denotes the complement of proposition A . The basic probability 

assignment ( BPA , denoted as m ) is a critical concept in evidence theory, assigning a probability 

value to each element of evidence, reflecting the degree to which the evidence supports a particular 

proposition. The BPA  satisfies the following conditions: 

Θ

( ) 1
A

m A


 =  and ( ) 0m  = .                         (4) 

In addition, the evidence theory provides methods for combining different pieces of evidence, 

the most notable of which is Dempster’s rule of combination. A synthetic probability assignment 

function Cm  can be obtained by using this rule, so as to improve the overall decision accuracy. 

Fuzzy set theory: Fuzzy set theory is a mathematical framework designed to handle uncertainty 

and imprecision [72,73]. Unlike classical set theory, which dictates that elements either belong to a 

set or not, fuzzy set theory allows for varying degrees of membership, offering a more flexible 

approach to representing and manipulating vague and ambiguous information [74]. 

At the heart of fuzzy set theory is the concept of a fuzzy set. A fuzzy set A  in a universe of 

discourse X  is characterized by a membership function : [0,1]
A

X → . For each element x X , 

the membership function ( )
A

x  assigns a degree of membership ranging from 0 to 1, indicating 

the extent to which x  belongs to A . Membership functions can take various forms, including 

triangular, trapezoidal, and Gaussian shapes [75], depending on the specific application and the 

nature of the data being modeled. Fuzzy set theory extends classical set operations to handle degrees 

of membership. The primary operations include union, intersection, and complement. For example, 

the membership function of the union of two fuzzy sets A  and B  is given by 

. 

Rough set theory: Unlike fuzzy set theory, rough set theory does not require any prior 

knowledge or membership functions; instead, it analyzes the data itself to discover and express 

uncertainty [76]. The foundation of rough set theory lies in equivalence relations and partitions. 

Within a given universe U , an equivalence relation R  partitions U  into disjoint equivalence 

classes, each representing a set of elements that are indistinguishable in some sense. Based on these 

equivalence relations, rough set theory introduces the concepts of lower and upper approximation to 

approximate a set under incomplete information: 

   ( ) | [ ] ; ( ) | [ ]R RR X x U x X R X x U x X=   =   ,               (5) 

where ( )R X  and ( )R X  represent the upper and lower approximation set of set X ; [ ]Rx  is the 

equivalence class with respect to element x ; and the subscript ' 'R  denotes the equivalence 

( )( ) max ( ), ( )
BA B A

x x x  =
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relationship. An important application of rough set theory is attribute reduction, which involves 

removing redundant uncertainties while maintaining the classification ability of the data [77]. 

Convex model: One of the key advantages of convex models is their robustness in the presence 

of uncertainty. By modeling uncertainties as convex sets, such as uncertainty in input data or 

parameters, convex models can provide solutions that are not overly sensitive to variations, making 

them highly reliable in real-world applications. Common convex models include interval model, 

ellipsoid model, parallelepiped model, and others [78–83]. The concept of irregular convex sets has 

even been proposed [84]. The following is an example of the ellipsoid model to introduce the use of 

convex models in uncertainty quantification. 

The explicit mathematical formula to represent the ellipsoid model e  is given as follows: 

 0 0( ) ( ) 1T

e e = − − x x x G x x ,                          (6) 

where eG  and 
0

x  are the characteristic matrix and the centroid of the ellipsoid, respectively. In 

uncertainty quantification based on ellipsoid models, it is considered that the optimal ellipsoid model 

should wrap all sample points in the smallest volume. The relevant construction methods are rotation 

matrix method, correlation approximation method, and data-driven method [85–88]. 

In addition to the above, some other methods are also widely used, such as grey theory [89] or 

credible set [90]. Each of these methods has its own application scenarios in which they are 

appropriate, and should be used to analyze specific problems. Thus, by systematically analyzing and 

quantifying uncertainty, they can provide strong support for the final fault diagnosis decision. 

3.3. Pattern recognition with uncertainty 

Current uncertainty-based fault diagnosis techniques are rapidly evolving and have shown 

significant results in dealing with fault diagnosis in complex environments [91,92]. However, a 

unified and systematic approach has not yet been developed. At this stage, the main methods used are 

the combination of multiple models, including Bayesian inference, fuzzy logic, neural networks, and 

machine learning, among others. By integrating multiple techniques, the uncertainty of data can be 

handled more effectively, thereby improving the accuracy and reliability of diagnosis. Depending on 

how uncertainty is handled, fault pattern recognition methods can be classified into two categories: 

parallel and embedded. 

Parallel approaches prioritize the quantification of uncertainty, which in turn leads to the use of 

relevant classification models for pattern recognition. This method allows for a more straightforward 

assessment of uncertainty metrics, facilitating the selection of the most appropriate model based on 

the specific characteristics of the fault data. In reference [93], Ma et al. explored the problem of 

diagnosing power transformer faults with measurement origin uncertainty. This uncertainty arises 

from the effects of imprecision (i.e., due to noise and outliers) and class imbalance (i.e., uneven 

distribution of samples among different fault types) of the samples in the training dataset used to 

identify different fault types. Since all samples in the training dataset of SVM are processed 

uniformly, ordinary SVM lacks the ability to handle data with noise and outliers. In order to solve 

this problem, Ma et al. adopted fuzzy support vector machine (Fuzzy-SVM). Fuzzy-SVM assigns 

different weights to different samples in the training dataset by taking into account their fuzzy 

affiliation with respect to each category. The weights are then incorporated into the normal SVM 

training process to reduce the effects of noise and outliers. This approach first quantifies the 
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uncertainty of the training samples and later uses SVM for fault diagnosis, which is a parallel 

approach. 

Conversely, embedded approaches incorporate the handling of uncertainty directly into the 

classification model itself. This approach allows for a more seamless integration of uncertainty 

management within the diagnostic process, often resulting in models that are more robust to 

variations in data quality and noise. As in reference [94], Shi et al. introduced fuzzy set theory into 

Bayesian network (BN) in the context of fault diagnosis in coal mine drainage systems in response to 

the uncertainty in the strength of correlation between system faults and symptoms. First, the BN is 

established based on the mapping relationship between the fault tree (FT) and the BN. Each event in 

the FT corresponds to each node in the BN, and the logic gates are converted into directed edges and 

conditional probabilities of the BN. The triangular fuzzy function is used as the criterion, the expert 

evaluation and the DOUWA operator are used to obtain the data, and the mean area method is used 

for deblurring, so as to transform the uncertainty of correlation strength into conditional probabilities 

between nodes. Finally, the a posteriori probability of each root node is obtained through diagnostic 

reasoning, which provides a basis for the fault diagnosis of the drainage system. This embedded 

approach utilizes fuzzy set theory to incorporate uncertainty handling into Bayesian networks. 

For the parallel versus embedded approach, Table 2 demonstrates some of the fault diagnosis 

strategies from recent years that take uncertainty into account. 

Table 2. Fault diagnosis strategies under uncertainty. 

Processing 

strategy 

Uncertainty 

diagnostic model 
Descriptions 

Reference 

papers 

Parallel type 

Interval-Fault 

tree-Evidence 

network 

Epistemic uncertainty is quantified by interval models. [95] 

Fuzzy interval-SNP 
Define an interval-valued fuzzy number to quantify 

uncertainty. 
[96] 

Fuzzy-SVM Assign each training sample a degree of fuzziness. [93] 

Embedded type 

Fuzzy- 

Bayesian network 

The conditional probabilities between nodes are 

determined by the fuzzy algorithm. 
[94] 

Interval-GPR 
Representation of GPR parameters with 

interval-valued data. 
[7] 

Fuzzy-GWO 
Optimization of fuzzy affiliation functions between 

samples and fault types. 
[97] 

Probability-CNN 
Generate weights and biases in CNN in the form of 

probability distributions. 
[98] 

Evidence-DNN 
Link the Dirichlet distribution parameter to the 

evidence assigned over classes. 
[99] 

At present, there is still little research on uncertain fault diagnosis. Most of them consider the 

uncertainty in fault diagnosis by combining various models. Future research should not only further 

explore the integration of these technologies but also form a unified uncertainty diagnosis framework 

to achieve a more comprehensive and efficient fault diagnosis system. 
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4. Intelligent strategies of fault diagnosis 

In addition to the uncertainty problem, there are many challenges in fault information 

processing such as inconsistency and incompleteness [100–102]. The complex system structure, 

diverse operating conditions, and large amounts of real-time data make traditional fault diagnosis 

methods incompetent in dealing with these problems. In response to these challenges, intelligent 

fault diagnosis strategies have been developed. In this section, the performance of current intelligent 

fault diagnosis techniques will be demonstrated in terms of the various stages of system fault 

diagnosis, and the general framework is shown in Figure 5. 

 

Figure 5. General stages of fault diagnosis. 

4.1. Signal acquisition 

Signal acquisition is the first part of the fault diagnosis system and the basis of the whole 

diagnosis process [103]. By accurately and reliably collecting information on the operating status of 

the equipment, the effectiveness of subsequent analysis and diagnosis can be ensured. The quality of 

signal acquisition directly affects the accuracy and efficiency of fault diagnosis, making the use of 

advanced sensor technology particularly important. 

A sensor, as a detection device, is responsible for converting various physical or chemical 

quantities into electrical signals that can be measured and analyzed [104]. By monitoring the 

environment or the operational status of equipment in real-time, sensors provide accurate and timely 

data support, assisting engineers and technicians in the effective control and diagnosis of engineering 

systems. The primary measurement and control parameters in engineering environments include 

temperature, pressure, force, position, and flow [105]. 

Temperature sensors can measure the thermal properties of gases, liquids, and solids. Based on 

different sensing principles, temperature sensors can be categorized into two types: (1) Temperature 

sensors based on thermoelectric effects, which measure temperature by detecting the influence of 

temperature on the electrical properties (such as resistance and voltage) of materials. Common 

examples include thermocouples, thermistors, and resistance temperature detectors (RTD) [106,107]. 

(2) Temperature sensors based on blackbody radiation, which measure temperature by detecting the 
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infrared radiation emitted by an object, thus enabling non-contact temperature measurement [108]. A 

typical example of this type is the infrared thermometer [109]. Pressure sensors detect changes in 

pressure and convert them into electrical signals, allowing for the identification of forces within 

gases or liquids. Common types of pressure sensors include piezoresistive, piezoelectric, and 

capacitive pressure sensors [110–112]. Additionally, resonant pressure sensors and sensors based on 

optical interference have seen significant development with the advancement of 

micro-electromechanical systems (MEMS) technology [113]. Force sensors are used to convert 

applied forces (such as tensile and compressive forces) into electrical signals that reflect the 

magnitude of the force. Depending on the type of force being measured, force sensors mainly include 

(1) load cells, which measure compressive force, (2) strain gauges, which measure internal resistance, 

and (3) force-sensing resistors, which measure the rate of change of the applied force [105,114,115]. 

Position sensors detect the displacement, orientation, or angle of an object and convert these signals 

into electrical outputs. The main types of position sensors include potentiometric, capacitive, 

magnetostrictive linear position, eddy current-based, and optical position sensors [116–119]. Flow 

sensors detect the movement of gases, liquids, or solids within a pipe or conduit. The main types of flow 

sensors include differential pressure, turbine, electromagnetic, and ultrasonic flow sensors [105,120]. 

The above descriptions cover some typical traditional passive sensors. Additionally, there are other types 

such as accelerometers, humidity sensors, sound sensors, and gas detectors [121]. With the advancement 

of technology, some novel sensors have also seen significant progress in recent years, such as nuclear 

sensors (MEMS sensors), micro-sensors, and nano-sensors (NEMS sensors) [122]. 

In recent years, smart sensors have garnered widespread attention due to their high efficiency 

and multifunctionality. Compared to traditional sensors, smart sensors integrate various functions 

such as sensing, data processing, and communication, enabling them to perform complex 

computations using collected data. Additionally, smart sensors are equipped with signal conditioning, 

embedded algorithms, and digital interfaces, making the devices capable of detection and 

self-awareness. With advancements in technology, smart sensors have become increasingly smaller, 

less power-consuming, and more accurate. As a fundamental component of the Internet of Things 

(IoT), smart sensors find applications in various fields. For instance, one application of smart sensors 

is in wireless sensor networks (WSN), where nodes connect with one or more other sensors and 

sensor hubs, forming a certain communication technology [123]. The main characteristics of smart 

sensors are illustrated in Figure 6, followed by further explanations regarding their key features. 

 

Figure 6. Smart sensor key features. 
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Smart sensors feature self-calibration capability, allowing them to automatically adjust their 

measurement parameters to maintain high accuracy and reliability [124]. The self-calibration 

function reduces reliance on manual intervention, ensuring that the sensor can continuously provide 

accurate data over long periods of use. Through built-in calibration algorithms, smart sensors can 

automatically recalibrate based on environmental changes or usage time, enabling them to maintain 

excellent performance in various complex and changing environments. 

The self-diagnostic function enables smart sensors to detect their own faults and abnormal 

conditions [125]. When a sensor encounters a problem, it can proactively alert users or systems, 

indicating the need for maintenance or replacement. This functionality significantly enhances system 

reliability and safety, avoiding downtime or erroneous data caused by sensor failures, thereby 

ensuring the continuous operation of the system and data accuracy. 

The data preprocessing capability allows smart sensors to filter, denoise, calibrate, and perform 

preliminary analysis on collected data locally [126]. This preprocessing capability not only improves 

the quality and accuracy of the data but also reduces the burden of data transmission and processing. 

By optimizing data at the source, smart sensors can provide more valuable real-time information, 

supporting rapid decision-making and response. 

4.2. Feature extraction 

Feature extraction plays a crucial role in intelligent fault diagnosis. Its primary purpose is to 

extract useful information from complex raw signals that effectively reflects the operating status and 

fault characteristics of equipment, thereby providing strong support for subsequent fault diagnosis 

algorithms. The effectiveness of feature extraction directly impacts the accuracy and robustness of 

fault diagnosis. 

Time-domain feature extraction is the most intuitive method, primarily analyzing the variations 

of the signal over time. Common time-domain features include mean, variance, peak value, kurtosis, 

and skewness [127]. Frequency-domain feature extraction converts time-domain signals into the 

frequency domain through Fourier transform to analyze the characteristics of the signal at different 

frequencies. Common frequency-domain features include spectral amplitude, spectral energy, central 

frequency, and frequency bandwidth [128]. Time-frequency feature extraction combines 

information from both time and frequency domains to comprehensively describe the characteristics 

of the signal [129]. Common methods include wavelet transform and short-time Fourier transform. 

The advantage of time-frequency analysis lies in its ability to handle non-stationary signals, 

capturing local features of the signal in both time and frequency domains. This is particularly 

significant for the detection and diagnosis of complex fault patterns. 

Traditional feature extraction methods are primarily used for one-dimensional signals, i.e., 

signals that vary over time. These methods have significant advantages in handling one-dimensional 

signals such as mechanical vibration signals, motor current signals, and acoustic signals. However, 

for high-dimensional signals (such as two-dimensional images and video signals), traditional 

time-domain, frequency-domain, and time-frequency domain feature extraction methods may prove 

inadequate. With the development of machine learning and deep learning technologies, intelligent 

feature extraction methods have been widely applied in fault diagnosis. These methods can 

automatically learn and extract effective features from data, reducing manual intervention and 

improving the efficiency and accuracy of feature extraction. They show a strong advantage in 

processing all kinds of signals, especially high-dimensional signals. 
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PCA is a common technique in feature extraction, aiming to reduce data dimensionality while 

retaining essential information [130,131]. It works by transforming the original features into a new 

set of orthogonal components, capturing most of the data variability with fewer dimensions. PCA 

begins by computing the covariance matrix   of the input data, representing feature relationships. 

Then, it calculates eigenvectors 1 2, , , nv v v , and corresponding eigenvalues 1 2, , , n    of  . 

Eigenvectors signify directions of maximum variance, while eigenvalues indicate variance 

magnitudes along these directions. Principal components are obtained by sorting eigenvectors based 

on corresponding eigenvalues. The first principal component captures the most variance, the second 

captures the second most, and so on. By selecting the top principal components, data can be 

projected onto a lower-dimensional space. 

Linear discriminant analysis (LDA) is a feature extraction method commonly employed in 

pattern recognition and classification tasks [130,132]. To begin, LDA calculates the between-class 

and within-class scatter matrices. The between-class scatter matrix evaluates the dispersion between 

different classes, while the within-class scatter matrix gauges the dispersion within each class. The 

objective of LDA is to maximize the ratio of between-class scatter to within-class scatter, resulting in 

a transformation that enhances class separability. In terms of principle, Figure 7 clearly shows the 

differences and links between LDA and PCA. The optimization problem for LDA can be expressed 

as maximizing the ratio: 

max
T

b

T

w

S

Sw

w w

w w
.                                   (7) 

Here, w  represents the projection vector, bS  signifies the between-class scatter matrix, and 

wS  denotes the within-class scatter matrix. The optimal projection vector w  is then applied to 

transform the input data into a lower-dimensional space where classes are better differentiated. This 

transformation substantially reduces data dimensionality while retaining most of the discriminatory 

information. 

 

Figure 7. Differences and links between PCA and LDA. 
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The rise of deep learning technology has brought about revolutionary changes in the field of 

fault diagnosis. Deep learning methods, by constructing deep neural networks, can automatically 

extract complex high-dimensional features from large amounts of data, thus avoiding the complex 

feature engineering involved in traditional methods. Common deep learning models include 

convolutional neural networks (CNNs), long short-term memory networks (LSTMs), and 

autoencoders [133]. CNNS employ multiple layers of convolution and pooling operations to 

automatically learn spatial features of signals, making them particularly suitable for feature 

extraction from images and time-series data [134]. LSTMs, with their special memory units, capture 

the temporal dependencies of signals, making them highly effective for processing sequential data. 

Autoencoders, through unsupervised learning, automatically extract high-dimensional feature 

representations of signals, which can be utilized for data dimensionality reduction and anomaly 

detection [135]. 

4.3. Pattern recognition 

In intelligent fault diagnosis, the effective information extracted from features is used to train 

learning algorithms for intelligent fault recognition. Based on the requirement for labeled data, these 

learning algorithms can be categorized into supervised learning, unsupervised learning, and 

semi-supervised learning [136]. 

Supervised learning involves training models using input data and their corresponding labels to 

create a system that can predict labels for new data. The basic principle is to learn the mapping 

relationship between inputs and outputs based on known input-output pairs. The vast majority of 

machine learning and deep learning techniques fall under supervised learning, and several common 

methods are described below.  

Decision tree: Decision tree-based fault diagnosis methods rely on a tree-structured model, as 

shown in Figure 8, to classify and identify faults by recursively splitting the dataset based on specific 

features [137,138]. As a machine learning technique, a decision tree is constructed from a set of 

training data, where each internal node represents a decision based on a feature, each branch 

represents the outcome of the decision, and each leaf node represents a fault category or outcome. In 

decision tree-based fault diagnosis, we start with a root node that contains the entire dataset. The tree 

is built by selecting the best feature to split the data at each node, typically using criteria such as 

information gain or Gini impurity. This process continues recursively, creating branches for each 

possible outcome of the decision, until the data is perfectly classified or a stopping criterion is met. 

For instance, consider a decision tree diagnosing faults in a mechanical system. The root node might 

test the vibration level of the system. If the vibration is above a certain threshold, the tree branches 

out to test another feature, such as temperature or pressure, and so on, until it reaches a leaf node that 

indicates a specific fault. The decision at each node can be expressed as: 

Attributes

( ) arg max InformationGain( , )
A

Split D D A


= ,                    (8) 

where D  is the dataset at the node, A  is the set of attributes, and InformationGain( , )D A  

measures the reduction in entropy after splitting on attribute A . 
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Figure 8. Decision tree model. 

Support vector machine (SVM): SVM-based fault diagnosis methods utilize the principles of 

SVM to classify and identify faults by finding the optimal hyperplane that separates different fault 

categories in the feature space [139,140], as depicted in Figure 9. In SVM-based fault diagnosis, we 

begin by mapping the input data into a high-dimensional feature space using a kernel function. The 

SVM algorithm then identifies the hyperplane that maximizes the margin between different classes, 

ensuring the best possible separation of faults. The support vectors are the data points closest to the 

hyperplane, and they are crucial in defining the position and orientation of the hyperplane. For 

example, in diagnosing electrical system faults, SVM might utilize features such as voltage, current, 

and frequency. The kernel function transforms these features into a higher-dimensional space where a 

clear separation between different types of faults, such as short circuits or overloads, can be achieved. 

The SVM optimization problem is expressed as: 

2

,

1
min

2

( ) 1

b

i isubject to y b + 

w
w

w x

,                            (9) 

where w  is the weight vector, b  is the bias, ix  are the feature vectors, and iy  are the class 

labels. 
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Figure 9. SVM model. 

 

Figure 10. CNN model. 

Convolutional neural network (CNN): CNNs have become a powerful tool in fault diagnosis, 

effectively extracting and learning features from complex datasets [141]. CNNs are composed of 

several key layers: convolutional layers, pooling layers, and fully connected layers. Figure 10 

illustrates the basic architecture of the layers and the relationships between them. The convolutional 

layers are responsible for detecting local patterns in the input data through convolution operations. 

Mathematically, a convolution operation can be represented as: 

( )( )
1 1

M N

ij mn i m j n
m n

b+ +
= =

=   +f w x ,                          (10) 

where ijf  is the output feature map, mnw  are the weights of the filter, ( )( )i m j n+ +x  is the input data, 

and b  is the bias. Following the convolutional layers, pooling layers perform a downsampling 

operation to reduce the spatial dimensions of the feature maps. A common pooling operation is max 

pooling, which can be expressed as: 

,max( )ij i k j l+ +=p f ,                              (11) 
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for , {0, , 1}k l K  − , where ijp  is the pooled feature map, and K  is the pooling window size. As 

the data passes through multiple convolutional and pooling layers, CNNs extract hierarchical 

features ranging from low-level patterns to high-level abstractions. These features are then flattened 

and passed to fully connected layers, where the final classification is performed. The optimization of 

CNN parameters (weights and biases) is typically done using backpropagation and gradient descent 

algorithms, minimizing a loss function such as cross-entropy:  

log( )ˆ
i i

i

y y= − ,                             (12) 

where iy  are the true labels and ˆ
iy  are the predicted probabilities. 

Unsupervised learning aims to train models using unlabeled data to discover hidden patterns or 

intrinsic structures within the data. Unlike supervised learning, there are no predefined output labels 

in unsupervised learning, and algorithms must infer the structure of the data independently. The most 

typical approach is the clustering algorithm. 

Clustering algorithms group similar data points into clusters based on their features, helping to 

identify natural groupings or fault patterns within the data [142,143]. Popular clustering algorithms 

include K-means [144], hierarchical clustering [145], and DBSCAN [146]. For example, in a fault 

diagnosis scenario for industrial machinery, sensor data such as temperature, pressure, and vibration 

can be clustered. Each cluster might represent a different operating condition or fault type. The 

objective of K-means clustering is to minimize the sum of squared distances between data points and 

their corresponding cluster centroids: 

2

{ } 1 1

min
k

n K

i k
C i k= =

  −x c ,                            (13) 

where ix  is the i -th data point, kc  is the centroid of cluster k , and kC  is the set of points in 

cluster k .  

The key to clustering-based fault diagnosis is its ability to reveal inherent structures in the data, 

allowing for the identification of distinct fault conditions without prior knowledge. 

Supervised learning excels with ample labeled data but struggles when such data is scarce. 

Unsupervised learning can identify patterns without labeled data but may not always provide precise 

fault classifications. To bridge this gap, semi-supervised learning combines the advantages of both 

methods, using a mix of labeled and unlabeled data to improve model accuracy and robustness [147]. 

Self-training: Self-training is a common semi-supervised learning technique where a model is 

initially trained on a small set of labeled data [148,149]. The trained model is then used to predict 

labels for the unlabeled data. The most confident predictions are added to the labeled dataset, and the 

model is retrained. This process is iterated until no more unlabeled data is added. In a fault diagnosis 

scenario, a self-training model might initially be trained on a small set of labeled sensor data from a 

machine. The model then predicts labels for the remaining unlabeled sensor data. High-confidence 

predictions are added to the training set, improving the model’s performance over time. 

Mathematically, the self-training process can be described as: 

1

1

{( , )}

{ }

l

i i i

l u

i i l

y =

+

= +

=

=

x

x
,                               (14) 
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where  is the labeled dataset,  is the unlabeled dataset, l  is the number of labeled samples, 

and u  is the number of unlabeled samples. The model f  is trained on  and used to predict 

labels ˆ
iy , for . The most confident predictions are added to : 

{( , ) confidence( ) }ˆ ˆ
i i iy y  x ,                    (15) 

where   is a confidence threshold. 

Co-Training: Co-training involves training two models on different views of the data [150,151]. 

Each model is trained on its own labeled dataset and then used to label the unlabeled data for the 

other model. This method assumes that the views are conditionally independent given the class label. 

For example, in diagnosing faults in a robotic arm, one view might consist of visual data from 

cameras, and the other view might consist of force sensor data. Each model trains on its respective 

view and helps label the unlabeled data for the other model, enhancing overall performance. The 

datasets for co-training are defined as: 

1

1 1
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2 1

1 2

1
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=

=

+
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,                               (16) 

where 
1

ix  and
2

ix  are the two different views of the data. Each model 1f  and 2f  is trained on 1  

and 2 , respectively. The models predict labels 
2ˆ
iy  for the unlabeled data. The most confident 

predictions from each model are added to the labeled datasets of the other model, iteratively 

improving both models’ performance: 

1 2 2

1 1

2 1 1

2 2

{( , ) confidence( )

ˆ
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{( , ) confidence( ) }
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∣
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Semi-supervised learning algorithms are being widely studied for their applicability. Successively 

proposed semi-supervised learning algorithms include SSTI [152], SGAN [153], S3VM [154], etc. 

4.4. Multi-source information fusion 

In the domain of intelligent fault diagnosis, multi-source information fusion stands out as a 

pivotal technology. It facilitates the effective integration of information from multiple sensors or 

systems, thereby enhancing the diagnostic system’s capability to handle unreliable or inconsistent 

data. Information fusion typically encompasses three hierarchical levels: data-level, feature-level, 

and decision-level, corresponding to the stages of signal acquisition, feature extraction, and pattern 

recognition in intelligent fault diagnosis [155]. 

At the data-level fusion stage, the system processes data from diverse sensors, which may be 

subject to noise, inconsistency, or incompleteness [156]. The primary objective of data-level fusion is 

to reduce data uncertainty and enhance the system’s adaptability to environmental changes. 

In feature-level fusion, the system integrates and analyzes features extracted from raw data [157]. 

These features may originate from different sensors or systems, exhibiting distinct representations and 

significance. The primary goal of feature-level fusion is to leverage multiple features comprehensively, 
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enhancing the system’s discriminative capability and robustness regarding target state identification. 

Decision-level fusion aims to improve the system’s fault recognition and localization capability 

by synthesizing diagnostic results from multiple decision-makers [158]. By employing appropriate 

decision rules and algorithms, decision-level fusion effectively mitigates the system’s misdiagnosis 

and false-negative rates, thereby augmenting diagnostic accuracy and reliability. 

The classic theories of information fusion are described below: 

Dempster-Shafer evidence theory: The relevant concepts of Dempster-Shafer evidence theory 

have been described in Section 3.2, and only its role in information fusion is described here [159]. 

When there are multiple sources of information for a proposition, information fusion is required so as 

to effectively deal with complementary and redundant information. Dempster’s rule of combination 

can be used for the fusion of multiple pieces of evidence, denoted by  . Let 1m  and 2m  be two 

sets of basic probabilistic assignments, the corresponding focal elements are 1 2, , kA A A and 

1 2, , lB B B . Denote by m  the new evidence after the combination of 1m  and 2m , i.e., 

1 2m m m=  , which is defined as follows: 

1 2

( ) 0

1
( ) ( ) ( )

1
i j

i j

A B A

m

m A m A m B
k =

 =

 =
 −


,                       (18) 

where 1 2( ) ( )
i j

i j

A B

k m A m B
=

=  , known as the conflict coefficient, indicates the degree of conflict 

between the two pieces of evidence. k  is larger the greater the degree of conflict. When 1k = , it 

indicates that the two pieces of evidence are completely opposite in their degree of support for the 

proposition, and the evidence is in complete conflict with each other, at which point the rule no 

longer applies. 

Probabilistic model: Probability-based information fusion methods usually rely on Bayes’ rule 

to combine a priori and observed information to obtain final decision information and a 

comprehensive description [160]. As a statistical inference method, it uses Bayes’ theorem to update 

the probability estimate of an event iH  by combining the a priori probability with new observations 

to obtain the posterior probability. In Bayesian inference, we first have a prior belief, i.e., our initial 

estimate ( )iP H  of the probability of an event iH  occurring before any data is observed. Then, 

when we observe new data or evidence E , we use Bayes’ theorem to update our beliefs to obtain the 

posterior probability ( )iP H E , i.e., a new estimate of the probability of the event occurring after 

considering the new evidence. Mathematically, Bayesian inference can be expressed as: 

( )
( ) ( )

( ) ( )
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| |
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i i i i
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j j
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P H P E H
H

P
= =


.               (19) 

The key to Bayesian inference is to continually update the prior probabilities, incorporating new 

evidence into the prior probabilities to obtain more accurate estimates of the posterior probabilities. 

Fuzzy set theory: Fuzzy set theory-based information fusion methods rely on the principles of 

fuzzy logic to handle the uncertainty and imprecision inherent in combining data from multiple 

sources [161]. As a mathematical framework, fuzzy set theory allows for the representation of 
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uncertain information by assigning degrees of membership to elements rather than relying on binary 

true/false classifications. This flexibility makes it particularly useful for situations where information 

is incomplete, ambiguous, or lacks precise boundaries. In fuzzy set theory, we begin by defining 

fuzzy sets that represent different possible states or events. Each element in a fuzzy set has a 

membership value between 0 and 1, indicating the degree to which it belongs to the set. When fusing 

information from different sources, we combine these membership values to derive a new fuzzy set 

that represents the aggregated information. 

For example, consider two fuzzy sets A  and B , representing different information sources 

about an event E . The membership functions of these sets, denoted as ( )A x  and ( )B x  

express the degree of membership of an element x  in sets A  and B , respectively. The fusion of 

these sets can be performed using various operators such as the fuzzy intersection (min operator), 

fuzzy union (max operator), or other t-norms and s-norms depending on the desired aggregation 

method. Mathematically, if we use the fuzzy intersection to combine the information, the resulting 

membership function ( )A B x  is given by: 

( ) ( )min ( ), ( )A B A Bx x x  = .                           (20) 

Alternatively, for fuzzy union, the resulting membership function ( )A B x  is: 

( ) ( )max ( ), ( )A B A Bx xx  = .                           (21) 

In addition to the above, rough set theory and Kalman filter theory are also common methods 

for information fusion. Table 3 shows representative papers of each fusion strategy from recent 

years. 

Table 3. Representative papers of each fusion strategy. 

Model Reference papers Fusion level Topic 

Dempster-Shafer 

evidence theory 

[162] Decision-level Overview of basic/improved theories 

[159] Decision-level Fault diagnosis of rotor system 

Probabilistic model 
[163] Data/Feature-level Overview of basic/improved theories 

[164] Decision-level Pumping unit fault detection 

Fuzzy set theory [165] Data-level 
Image fusion for multimodal medical 

images 

Rough set theory [166] Feature-level 
A review of multi-source information fusion 

based on rough set theory 

Kalman filter theory [167] Feature-level 
Damage quantification (hole edge crack 

monitoring) 

Some references indicate that AI algorithms are also being widely used for multi-source 

information fusion, including machine learning algorithms represented by SVM [168], KNN [169], 

etc., and deep learning algorithms with CNN [170], LSTM [171], etc., as the dataset. But it is not 

essentially a fusion. Maybe it would be better called a combination. Fusion embedded in AI algorithms 

is only a simple stitching of multiple sources of information for classification purposes. As in reference 
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[170], the authors designed an information fusion-based joint CNN (IF-JCNN) to combine US images 

and RF signals for TN diagnosis. But essentially the idea of the article is to use two CNN branches to 

extract the features of US images and TN diagnosis and then simply concatenate them to achieve 

feature fusion. Afterward, the integrated features were processed by three fully connected layers to 

output the final diagnostic results. This is not consistent with the fusion of multi-source information 

discussed in this section. 

5. Conclusions 

This paper has provided a comprehensive overview of fault diagnosis methods for complex 

engineering systems, which are critical for ensuring the reliability, safety, and efficiency of 

operations. We examined traditional fault diagnosis methods, including mechanism-driven, 

data-driven, and hybrid approaches, each with its unique strengths. Additionally, we discussed 

treatment methods that take into account uncertainties arising from model inaccuracies, external 

disturbances, and measurement noise, emphasizing the need for robust fault diagnosis under 

real-world conditions. Finally, we explored intelligent fault diagnosis strategies that utilize advanced 

sensor technologies and intelligent algorithms to improve fault detection and diagnosis. The 

following remarks emphasize the prospects and challenges of fault diagnosis in complex engineering 

systems: 

(1) With the development of various advanced sensing technologies, complex engineering 

systems generate vast amounts of heterogeneous data during operation. Although it provides rich 

information for health monitoring and fault diagnosis, how to efficiently extract effective information 

from them remains a major challenge. Compared with analysis methods relying on a single data 

source, the development of fusion analysis methods for two or more heterogeneous data sources is 

considered a more effective strategy. For massive, high-dimensional, and heterogeneous data, future 

research should pay more attention to the combination of data fusion, feature extraction, and 

dimensionality reduction techniques to enhance the efficiency and accuracy of information 

acquisition. 

(2) Despite the impressive performance of modern machine learning and deep learning 

techniques in fault detection and diagnosis, their “black box” nature makes the decision-making 

process difficult to understand. This lack of transparency reduces engineers’ trust in the diagnostic 

results. Therefore, future research could focus on embedding domain knowledge and physical 

mechanisms to develop interpretable intelligent diagnostic models, which should clearly articulate 

their decision bases, reveal the root causes of faults, and explain the impact of various factors on 

system performance, thereby providing strong support for maintenance decisions and manufacturing 

improvements. 

(3) Extensive research has been achieved on intelligent fault diagnosis combining feature 

extraction, fault diagnosis, and information fusion. But it is mainly based on the support of huge 

training data, and it is almost impossible to obtain enough fault sample data in complex engineering 

systems. How to achieve real “intelligent diagnosis” under non-standard conditions such as 

uncertainty, incompleteness, and small samples, and to be applied in engineering practice, remains a 

pressing issue for the foreseeable future. 
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