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1. Introduction

The study of fractional partial differential equations (FPDEs) has garnered significant attention
recently due to their ability to model complex physical phenomena more accurately than
classical differential equations. Fractional calculus, which generalizes the concept of integer-order
differentiation and integration to non-integer orders, has been effectively applied to describe systems
with memory, hereditary properties, and non-local interactions [1–4]. These characteristics make
fractional equations essential in fluid dynamics, viscoelastic materials, biology, control theory, and
signal processing. One such important equation is the fractional Boussinesq equation, which describes
wave propagation in shallow water and is instrumental in modeling nonlinear wave phenomena in
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various media [5–8].
Many problems in the fields of applied sciences, including chemistry and physics, can be effectively

solved using fractional calculus (FC), which is often regarded as the best instrument for precisely
modeling a range of models. Numerous people have been thinking about the fractional-order control
society model lately. Many alternative FC theories with solid mathematical foundations have been
considered [9, 10]. This calculus adequately describes many real-world systems, which is the main
reason for its use. Some examples of fractional phenomena are heat conduction, water movement,
and infinite lossy transmission lines. Numerous industrial domains use fractional calculus, such as
control systems, chemical reactions, electrical circuits, signal processing, chaos theory, and chemical
phenomena [11,12]. Numerous authors have studied the relationship between the concepts of stability
and symmetry in differential equations for a wide range of differential equation systems, such as non-
equilibrium statistical mechanics [13] and irreversible thermodynamics [14]. The relationship between
stability and symmetry and the study and control of nonlinear dynamical systems and networks is
explored in [15]. With differential equations having fractional derivatives, this problem is, therefore,
contemporary. The stability of the solutions is acknowledged as one of the most important properties
of functional differential equations [16–18].

In this paper, we focus on solving the fractional-order Boussinesq equation, a model that plays a
crucial role in fluid dynamics and nonlinear wave theory. The complexity of fractional derivatives,
particularly in systems involving memory effects and hereditary properties, presents challenges that
often require sophisticated numerical or analytical techniques to obtain accurate solutions. Traditional
methods for solving fractional differential equations (FDEs) are often limited in their applicability or
lead to significant computational expense. This underscores the need for more efficient and precise
methods to handle such equations [19–23]. In hydrodynamics, a system of equations known as
the Boussinesq equation was created to explain how waves propagate in nonlinear and dissipative
media [24]. They are frequently used in coastal and ocean engineering to address issues with water
percolation in porous subsurface strata. The Boussinesq equation is also the basis for many models
that explain subsurface drainage problems and unconfined groundwater flow [25–27]. Solitons are
produced using the cubic Boussinesq equation, first presented in Priestly and Clarkson’s writings [28].
Kaya [29] used the Adomian decomposition approach, which was created in [30, 31] and extensively
used in [32], to analyze this problem. Studies of both solitary waves and rational solutions have
been conducted for this problem. The suffix on, which indicates that a particle such as a phonon,
peakon, coupon, or photon is present, refers to soliton and compaction, respectively, with and without
exponential wings.

The residual power series method (RPSM) was founded in 2013 by Omar Abu Arqub [33]. It
is made up of the residual error function and the Taylor series. An infinite convergence series is
the solution to differential equations. Many differential equations have been used as models for
novel RPSM algorithms, including Boussinesq differential equations, fuzzy differential equations, the
Korteweg-De Vries Burger’s equation, and many more [34–36]. These algorithms aim to achieve
accurate and effective approximations. To address this, we employ two powerful semi-analytical
techniques: the Mohand transform iterative method (MTIM) and the Mohand residual power series
method (MRPSM). These methods, in conjunction with the Caputo fractional derivative, are applied
to handle the fractional components of the Boussinesq equation. Both approaches are well-suited
to tackle fractional systems’ inherent nonlinearity and complexity, providing solutions that converge
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rapidly and accurately. The MTIM is known for its iterative nature, which refines approximate
solutions progressively, while the MRPSM integrates the residual error in each iteration to ensure
high accuracy across multiple iterations. These methods are particularly advantageous due to their
flexibility, simplicity, and computational efficiency.

This paper’s main objective is to demonstrate these methods’ effectiveness in solving the fractional
Boussinesq equation. Through a detailed analysis of convergence and error estimation, we validate the
proposed approaches by comparing the results with known exact solutions. The study also explores the
behavior of the solutions under different fractional orders, providing insights into how the fractional
terms influence the system’s dynamics. The results are presented graphically and in tabular form,
highlighting the accuracy and reliability of the solutions obtained.

This work contributes to the growing research on fractional differential equations by offering
efficient and accurate problem-solving tools. The findings have significant implications for various
scientific and engineering applications, particularly in fields where modeling nonlinearity, memory,
and hereditary effects are critical. By presenting a comprehensive analysis of the fractional Boussinesq
equation and offering reliable solutions through MTIM and MRPSM, this paper lays the groundwork
for further exploration of fractional systems in more complex scenarios.

2. Essential concepts of the Mohand transform

In order to establish the groundwork for this technique, the following are a few fundamental
components and principles of the Mohand transform (MT).

Definition 2.1. According to [37], the Mohand transform (MT) of the function ξ(µ) is as follows:

M[ξ(µ)] = R(s) = s2
∫ µ

0
ξ(µ)e−sµdµ, k1 ≤ s ≤ k2.

If ξ(µ) is the MT of R(s), then ξ(µ) is the inverse of R(s).

M−1[R(s)] = ξ(µ).

The inverse Mohand transform (MIT) is the term used to describe M−1 in this instance.

Definition 2.2 ([38]). The Mohand transform equation has the following fractional derivative:

M[ξp(µ)] = spR(s) −
n−1∑
k=0

ξk(0)
sk−(p+1) , 0 < p ≤ n.

Definition 2.3. The subsequent features are associated with MT:

(1) M[ξ′(µ)] = sR(s) − s2R(0),

(2) M[ξ′′(µ)] = s2R(s) − s3R(0) − s2R′(0),

(3) M[ξn(µ)] = snR(s) − sn+1R(0) − snR′(0) − · · · − snRn−1(0).
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Lemma 2.4. In regard to the fractional-order derivative of ξ(λ, µ) under the Caputo derivative D with
p > 0, the equation M[R(s)] = ξ(λ, µ) describes the MT in this context.

M[Drp
µ ξ(λ, µ)] = srpR(s) −

r−1∑
j=0

sp(r− j)−1D jp
µ ξ(λ, 0), 0 < p ≤ 1, (2.1)

where λ = (λ1, λ2, · · · , λp) ∈ Rp, p ∈ N, and Drp
µ = Dp

µ.D
p
µ. · · · .D

p
µ(r − times).

Proof. Equation (2.1) can be verified through induction. The following results are obtained when r = 1
is inserted into Eq (2.1):

M[Dp
µξ(λ, µ)] = s2pR(s) − s2p−1ξ(λ, 0) − sp−1Dp

µξ(λ, 0).

Definition 2.2 indicates that Eq (2.4) is valid for r = 1. When r = 2 is substituted into Eq (2.4), the
subsequent outcomes are obtained.

M[D2p
r ξ(λ, µ)] = s2pR(s) − s2p−1ξ(λ, 0) − sp−1Dp

µξ(λ, 0). (2.2)

In Eq (2.2), the left-hand-side (LHS) method is employed to derive the subsequent results.

LHS = M[D2p
µ ξ(λ, µ)]. (2.3)

We can express Eq (2.3) as follows:

LHS = M[Dp
µξ(λ, µ)]. (2.4)

Assume
z(λ, µ) = Dp

µξ(λ, µ). (2.5)

As a result, Eq (2.4) is transformed into the following form:

LHS = M[Dp
µz(λ, µ)]. (2.6)

Due to the utilization of the Caputo derivative, Eq (2.6) is modified.

LHS = M[J1−pz
′

(λ, µ)]. (2.7)

Additional details may be derived from the R-L integral for MT, which is provided by Eq (2.7):

LHS =
M[z

′

(λ, µ)]
s1−p . (2.8)

Equation (2.8) is presented in the subsequent form as a result of the differentiability property of the
MT:

LHS = spZ(λ, s) −
z(λ, 0)
s1−p . (2.9)

The subsequent outcome is obtained by employing Eq (2.5).

Z(λ, s) = spR(s) −
ξ(λ, 0)

s1−p .
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In this case, M[z(µ, λ)] = Z(λ, s). Thus, Eq (2.9) is modified to the following form:

LHS = s2pR(s) −
ξ(λ, 0)
s1−2p −

Dp
µξ(λ, 0)
s1−p . (2.10)

Equations (2.4) and (2.10) are both compatible when r = K. Equation (2.4) will be assumed to be valid
for r = K. We can now substitute r = K into Eq (2.4).

M[DK p
µ ξ(λ, µ)] = sK pR(s) −

K−1∑
j=0

sp(K− j)−1D jp
µ ξ(λ, 0), 0 < p ≤ 1. (2.11)

The final proof is that Eq (2.4) is valid for r = K + 1. Using Eq (2.4), we can state the following:

M[D(K+1)p
µ ξ(λ, µ)] = s(K+1)pR(s) −

K∑
j=0

sp((K+1)− j)−1D jp
µ ξ(λ, 0). (2.12)

Taking the left side of Eq (2.12), we can obtain the following.

LHS = M[DK p
µ ]. (2.13)

Let
DK p
µ = g(λ, µ).

From Eq (2.13), the given results are obtained:

LHS = M[Dp
µg(λ, µ)]. (2.14)

The subsequent result can be obtained by applying the Caputo derivative and the Riemann-Liouville
integral to Eq (2.14).

LHS = spM[DK p
µ ξ(λ, µ)] −

g(λ, 0)
s1−p . (2.15)

Equation (2.15) can be obtained from Eq (2.11).

LHS = srpR(s) −
r−1∑
j=0

sp(r− j)−1D jp
µ ξ(λ, 0). (2.16)

These results were obtained through the application of Eq (2.16).

LHS = M[Drp
µ ξ(λ, 0)].

Equation (2.4) is valid for r = K + 1. For all positive integers, Eq (2.4) is valid when employing the
mathematical induction method.

Lemma 2.5. We will consider that the order function ξ(λ, µ) is exponential. The expression
M[ξ(λ, µ)] = R(s) is the formula that stands for the MT of ξ(λ, µ). This is the MFTS form that is
used for MT:

R(s) =

∞∑
r=0

~r(λ)
srp+1 , s > 0, (2.17)

where λ = (s1, λ2, · · · , λp) ∈ Rp, p ∈ N.
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Proof. Let us assume that the fractional form of the Taylor series as follows:

ξ(λ, µ) = ~0(λ) + ~1(λ)
µp

Γ[p + 1]
+ ~2(λ)

µ2p

Γ[2p + 1]
+ · · · . (2.18)

Apply MT on Eq (2.18) to obtain:

M
[
ξ(λ, µ)

]
= M [~0(λ)] + M

[
~1(λ)

µp

Γ[p + 1]

]
+ M

[
~1(λ)

µ2p

Γ[2p + 1]

]
+ · · · .

When the MT’s properties are utilized, the following results are obtained:

M
[
ξ(λ, µ)

]
= ~0(λ)

1
s

+ ~1(λ)
1

Γ[p + 1]
1

sp+1 + ~2(λ)
1

Γ[2p + 1]
1

s2p+1 · · · .

Hence, Eq (2.17), a variant of the Taylor series that is particular to MT, is produced. �

Lemma 2.6. With Eq (2.17) the most current version of the Taylor series, we can express the MFPS as
M[ξ(λ, µ)] = R(s).

~0(λ) = lim
s→∞

sR(s) = ξ(λ, 0). (2.19)

Proof. This is the revised version of the Taylor series:

~0(λ) = sR(s) −
~1(λ)

sp −
~2(λ)
s2p − · · · . (2.20)

Take limx→∞ of Eq (2.19) and a quick calculation to yield the required solution, as illustrated in
Eq (2.20). �

Theorem 2.7. Assume we have the function M[ξ(λ, µ)]. The following is the MFPS notation for R(s):

R(s) =

∞∑
r=0

~r(λ)
srp+1 , s > 0,

where λ = (λ1, λ2, · · · , λp) ∈ Rp and p ∈ N. Then we have

~r(λ) = Drp
r ξ(λ, 0),

where Drp
µ = Dp

µ.D
p
µ. · · · .D

p
µ(r − times).

Proof. Let the Taylor series be in the form:

~1(λ) = sp+1R(s) − sp~0(λ) −
~2(λ)

sp −
~3(λ)
s2p − · · · . (2.21)

We take the lims→∞ of Eq (2.21) to deduce:

~1(λ) = lim
s→∞

(sp+1R(s) − sp~0(λ)) − lim
s→∞

~2(λ)
sp − lim

s→∞

~3(λ)
s2p − · · · .
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By computing the limit, we have the following equality:

~1(λ) = lim
s→∞

(sp+1R(s) − sp~0(λ)). (2.22)

When Lemma 2.4 is applied to Eq (2.22), the following outcome is obtained:

~1(λ) = lim
s→∞

(sM[Dp
µξ(λ, µ)](s)). (2.23)

Additional modifications to Eq (2.23) are made by the use of Lemma 2.5:

~1(λ) = Dp
µξ(λ, 0).

Again, we apply the lims→∞ and the Taylor series to get:

~2(λ) = s2p+1R(s) − s2p~0(λ) − sp~1(λ) −
~3(λ)

sp − · · · .

Lemma 2.5 provides this outcome:

~2(λ) = lim
s→∞

s(s2pR(s) − s2p−1~0(λ) − sp−1~1(λ)). (2.24)

Using Lemmas 2.4 and 2.6, Eq (2.24) is transformed into:

~2(λ) = D2p
µ ξ(λ, 0).

When we repeat the process, we get

~3(λ) = lim
s→∞

s(M[D2p
µ ξ(λ, p)](s)).

To get the final expression, Lemma 2.6 is applied:

~3(λ) = D3p
µ ξ(λ, 0).

In the generalized form, we have:
~r(λ) = Drp

µ ξ(λ, 0).

This theorem describes and illustrates the ideas which influence the convergence of the modified
form of the Taylor series. �

Theorem 2.8. Lemma 2.5 provides a formula for MFTS, which may be expressed as follows:
M[ξ(µ, λ)] = R(s). When |saM[D(K+1)p

µ ξ(λ, µ)]| ≤ T, for all s > 0 and 0 < p ≤ 1, the residual
HK(λ, s) of the new MFTS satisfies the following inequality:

|HK(λ, s)| ≤
T

s(K+1)p+1 , s > 0.

AIMS Mathematics Volume 9, Issue 10, 29269–29295.



29276

Proof. Assume M[Drp
µ ξ(λ, µ)](s) is defined on s > 0 for r = 0, 1, 2, · · · , K + 1 and assume

|sM[DµK+1ξ(λ, µ)]| ≤ T . The updated Taylor series can be used to determine this relationship:

HK(λ, s) = R(s) −
K∑

r=0

~r(λ)
srp+1 . (2.25)

Using Theorem 2.7, Eq (2.25) is converted to the following form:

HK(λ, s) = R(s) −
K∑

r=0

Drp
µ ξ(λ, 0)
srp+1 . (2.26)

The solution to the problem is to multiply s(K+1)a+1 on both sides in order to get

s(K+1)p+1HK(λ, s) = s(s(K+1)pR(s) −
K∑

r=0

s(K+1−r)p−1Drp
µ ξ(λ, 0)). (2.27)

Lemma 2.4 applied to Eq (2.27) yields the following result:

s(K+1)p+1HK(λ, s) = sM[D(K+1)p
µ ξ(λ, µ)]. (2.28)

Taking the absolute value, we get

|s(K+1)p+1HK(λ, s)| = |sM[D(K+1)p
µ ξ(λ, µ)]|. (2.29)

The following is the result of applying the condition from Eq (2.29):

−T
s(K+1)p+1 ≤ HK(λ, s) ≤

T
s(K+1)p+1 . (2.30)

From Eq (2.30), we get

|HK(λ, s)| ≤
T

s(K+1)p+1 .

Consequently, a novel condition for the series’ convergence is deduced. �

3. Combination of the Mohand transform and RPSM method

This section describes how to create the Mohand transform with RPSM to provide an approximate
solution to PDEs.

Step 1. Let us assume the PDE:

Dp
µξ(λ, µ) + ϑ(λ)N(ξ) − δ(λ, ξ) = 0. (3.1)

Step 2. To get the following, MT is applied to both sides of Eq (3.1):

M[Dp
µξ(λ, µ) + ϑ(λ)N(ξ) − δ(λ, ξ)] = 0. (3.2)
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By using Lemma 2.4, we may get:

R(s) =

q−1∑
j=0

D j
µξ(λ, 0)
s jp+1 −

ϑ(λ)Y(s)
s jp +

F(λ, s)
s jp , (3.3)

where M[δ(λ, ξ)] = F(λ, s),M[N(ξ)] = Y(s).

Step 3. After solving Eq (3.3), we have

R(s) =

∞∑
r=0

~r(λ)
srp+1 , s > 0.

Step 4. Observe the fundamental process:

~0(λ) = lim
s→∞

sR(s) = ξ(λ, 0).

Applying Theorem 2.8 gives us the following result:

~1(λ) = Dp
µξ(λ, 0),

~2(λ) = D2p
µ ξ(λ, 0),

...

~w(λ) = Dwp
µ ξ(λ, 0).

Step 5. The Kth truncated series R(s) may be found using the following formula:

RK(s) =

K∑
r=0

~r(λ)
srp+1 , s > 0,

RK(s) =
~0(λ)

s
+
~1(λ)
sp+1 + · · · +

~w(λ)
swp+1 +

K∑
r=w+1

~r(λ)
srp+1 .

Step 6. Determine the following using the Mohand residual function (MRF) from Eq (3.3), which is
not dependent on the Kth-truncated Mohand residual function:

MRes(λ, s) = R(s) −
q−1∑
j=0

D j
µξ(λ, 0)
s jp+1 +

ϑ(λ)Y(s)
s jp −

F(λ, s)
s jp ,

and

MResK(λ, s) = RK(s) −
q−1∑
j=0

D j
µξ(λ, 0)
s jp+1 +

ϑ(λ)Y(s)
s jp −

F(λ, s)
s jp . (3.4)
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Step 7. Rather than using its expansion form, Eq (3.4) can be stated in terms of RK(s):

MResK(λ, s) =
(~0(λ)

s
+
~1(λ)
sp+1 + · · · +

~w(λ)
swp+1 +

K∑
r=w+1

~r(λ)
srp+1

)
−

q−1∑
j=0

D j
µξ(λ, 0)
s jp+1 +

ϑ(λ)Y(s)
s jp −

F(λ, s)
s jp .

(3.5)

Step 8. The solution to Eq (3.5) is to multiply sK p+1 on both sides of the above equation:

sK p+1MResK(λ, s) = sK p+1
(~0(λ)

s
+
~1(λ)
sp+1 + · · · +

~w(λ)
swp+1 +

K∑
r=w+1

~r(λ)
srp+1

−

q−1∑
j=0

D j
µξ(λ, 0)
s jp+1 +

ϑ(λ)Y(s)
s jp −

F(λ, s)
s jp

)
.

(3.6)

Step 9. The result that follows may be found by using lims→∞ to evaluate Eq (3.6):

lim
s→∞

sK p+1MResK(λ, s) = lim
s→∞

sK p+1
(~0(λ)

s
+
~1(λ)
sp+1 + · · · +

~w(λ)
swp+1 +

K∑
r=w+1

~r(λ)
srp+1

−

q−1∑
j=0

D j
µξ(λ, 0)
s jp+1 +

ϑ(λ)Y(s)
s jp −

F(λ, s)
s jp

)
.

(3.7)

Step 10. The aforementioned Eq (3.7) can be solved to get the value of ~K(λ):

lim
s→∞

(sK p+1MResK(λ, s)) = 0,

where K = 1 + w, 2 + w, · · · .

Step 11. In order to get the Kth-approximation of Eq (3.3), substitute a K-truncated series of R(s) for
the values of ~K(λ).

Step 12. Find RK(s) as ξK(λ, µ) to get the Kth-approximate solution using the MIT.

A new iterative method combined with the Mohand transform

Consider the following PDE shown below:

Dp
µξ(λ, µ) = Υ

(
ξ(λ, µ),Dµ

λξ(λ, µ),D2µ
λ ξ(λ, µ),D3µ

λ ξ(λ, µ)
)
, 0 < p, µ ≤ 1, (3.8)

with the initial conditions:
ξ(λ, 0) = g(λ), (3.9)

with ξ(λ, µ) representing the function that we will have to find, while
Υ
(
ξ(λ, µ),Dµ

λξ(λ, µ),D2µ
λ ξ(λ, µ),D3µ

λ ξ(λ, µ)
)

is the linear operator or nonlinear operator of
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ξ(λ, µ),Dµ
λξ(λ, µ),D2µ

λ ξ(λ, µ), and D3µ
λ ξ(λ, µ). Equation (3.8) can be simplified to the following

expression by applying the MT to both sides:

M[ξ(λ, µ)] =
1
sp

(ξ(λ, 0)
s1−p + M

[
Υ
(
ξ(λ, µ),Dµ

λξ(λ, µ),D2µ
λ ξ(λ, µ),D3µ

λ ξ(λ, µ)
)])
, (3.10)

where the result of applying the inverse MT is given below:

ξ(λ, µ) = M−1
[ 1
sp

(ξ(λ, 0)
s1−p + M

[
Υ
(
ξ(λ, µ),Dµ

λξ(λ, µ),D2µ
λ ξ(λ, µ),D3µ

λ ξ(λ, µ)
)])]

. (3.11)

The infinite series demonstrates the solution that MTIM generates.

ξ(λ, µ) =

∞∑
i=0

ξi. (3.12)

The decomposition of the operators Υ
(
ξ,Dµ

λξ,D
2µ
λ ξ,D

3µ
λ ξ

)
are:

Υ
(
ξ,Dµ

λξ,D
2µ
λ ξ,D

3µ
λ ξ

)
= Υ

(
ξ0,D

µ
λξ0,D

2µ
λ ξ0,D

3µ
λ ξ0

)
+

∞∑
i=0

Υ( i∑
k=0

(
ξk,D

µ
λξk,D

2µ
λ ξk,D

3µ
λ ξk

))
− Υ

( i−1∑
k=1

(
ξk,D

µ
λξk,D

2µ
λ ξk,D

3µ
λ ξk

)) . (3.13)

By substituting the values of Eqs (3.12) and (3.13) into the original Eq (3.11), we get the following
equation:

∞∑
i=0

ξi(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)(λ, 0)
s2−p+k + M[Υ(ξ0,D

µ
λξ0,D

2µ
λ ξ0,D

3µ
λ ξ0)]

)]
+ M−1

[ 1
sp

(
M

[ ∞∑
i=0

(
Υ

i∑
k=0

(ξk,D
µ
λξk,D

2µ
λ ξk,D

3µ
λ ξk)

)])]
− M−1

[ 1
sp

(
M

[(
Υ

i−1∑
k=1

(ξk,D
µ
λξk,D

2µ
λ ξk,D

3µ
λ ξk)

)])]
,

(3.14)

ξ0(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)(λ, 0)
s2−p+k

)]
,

ξ1(λ, µ) = M−1
[ 1
sp

(
M[Υ(ξ0,D

µ
λξ0,D

2µ
λ ξ0,D

3µ
λ ξ0)]

)]
,

...

ξm+1(λ, µ) = M−1
[ 1
sp

(
M

[ ∞∑
i=0

(
Υ

i∑
k=0

(ξk,D
µ
λξk,D

2µ
λ ξk,D

3µ
λ ξk)

)])]
− M−1

[ 1
sp

(
M

[(
Υ

i−1∑
k=1

(ξk,D
µ
λξk,D

2µ
λ ξk,D

3µ
λ ξk)

)])]
, m = 1, 2, · · · .

(3.15)

By applying the following formula, the m-terms of Eq (3.8) can be derived analytically:

ξ(λ, µ) =

m−1∑
i=0

ξi. (3.16)
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4. Application of the proposed methods

4.1. Solution of example (4.1) by MRPSM

Consider the cubic Boussinesq equation of fractional order:

Dp
µξ(λ, µ) + 2

∂2ξ3(λ, µ)
∂λ2 −

∂2ξ(λ, µ)
∂λ2 −

∂4ξ(λ, µ)
∂λ4 = 0, where 1 < p ≤ 2, (4.1)

with the initial conditions:

ξ(λ, 0) =
1
λ
,
∂ξ(λ, µ)
∂µ

= −
1
λ2 . (4.2)

So, we will take the initial guess as:

ξ(λ, 0) =
1
λ
−
µ

λ2 , (4.3)

and the exact solution as:

ξ(λ, µ) =
1

µ + λ
. (4.4)

Equation (4.1) may be solved using MT and Eq (4.3):

ξ(λ, s) −
1
λ
−

µ

λ2

s
+

2
spMµ

[∂2M−1
µ ξ

3(λ, s)

∂λ2

]
−

1
sp

[∂2ξ(λ, s)
∂λ2

]
−

1
sp

[∂4ξ(λ, s)
∂λ4

]
= 0. (4.5)

The values of the kth-truncated series are shown below:

ξ(λ, s) =

1
λ
−

µ

λ2

s
+

k∑
r=1

fr(λ, s)
srp+1 , r = 1, 2, 3, 4 · · · . (4.6)

Using the Mohand residual, one may get

MµRes(λ, s) = ξ(λ, s) −
1
λ
−

µ

λ2

s
+

2
spMµ

[∂2M−1
µ ξ

3(λ, s)

∂λ2

]
−

1
sp

[∂2ξ(λ, s)
∂λ2

]
−

1
sp

[∂4ξ(λ, s)
∂λ4

]
= 0, (4.7)

and the kth-MRFs as

MµResk(λ, s) = ξk(λ, s) −
1
λ
−

µ

λ2

s
+

2
spMµ

[∂2M−1
µ ξ

3
k (λ, s)

∂λ2

]
−

1
sp

[∂2ξk(λ, s)
∂λ2

]
−

1
sp

[∂4ξk(λ, s)
∂λ4

]
= 0.

(4.8)

The following steps may be taken to get the value of fr(λ, s) for r = 1, 2, 3, .... Put the rth-Mohand
residual function Eq (4.8) into the rth-truncated series Eq (4.6), and then multiply srp+1 by the equation
in order to solve the following relation. lims→∞(srp+1)MµResξ,r(λ, s)) = 0 for r = 1, 2, 3, · · · . A few of
the terms are given below:

f1(λ, s) =
2λ

(
λ2 + 12

)
− 6

(
λ2 + 20

)
µ

λ6 , (4.9)
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f2(λ, s) =
24

(
λ
(
λ4 + 60λ2 + 1680

)
− 5

(
λ4 + 84λ2 + 3024

)
µ
)

λ10 , (4.10)

and so on.
It is necessary to substitute fr(λ, s) in Eq (4.6) in order to obtain

ξ(λ, s) =

1
λ
−

µ

λ2

s
−

2λ(λ2+12)−6(λ2+20)µ
λ6

sp+1 −

24(λ(λ4+60λ2+1680)−5(λ4+84λ2+3024)µ)
λ10

s2p+1 + · · · . (4.11)

Using the both-side inverse MT gives us:

M−1[ξ(λ, s)] = M−1
[ 1
λ
−

µ

λ2

s
−

2λ(λ2+12)−6(λ2+20)µ
λ6

sp+1 −

24(λ(λ4+60λ2+1680)−5(λ4+84λ2+3024)µ)
λ10

s2p+1 + · · ·

]
. (4.12)

ξ(λ, µ) =
1
λ
−
µ

λ2 −
2µpλ

(
λ2 + 12

)
− 6

(
λ2 + 20

)
µ

λ6Γ(1 + p)

−
24µ2p

(
λ
(
λ4 + 60λ2 + 1680

)
− 5

(
λ4 + 84λ2 + 3024

)
µ
)

λ10Γ(1 + 2p)
+ · · · .

(4.13)

4.2. Numerical example solution via MTIM

Consider the cubic Boussinesq equation of fractional order:

Dp
µξ(λ, µ) = −2

∂2ξ3(λ, µ)
∂λ2 +

∂2ξ(λ, µ)
∂λ2 +

∂4ξ(λ, µ)
∂λ4 , where 1 < p ≤ 2, (4.14)

with the initial conditions:

ξ(λ, 0) =
1
λ
,
∂ξ(λ, µ)
∂µ

= −
1
λ2 . (4.15)

So, we will take the initial guess as:

ξ(λ, 0) =
1
λ
−
µ

λ2 . (4.16)

The following is the result that is obtained when the Mohand transform is applied to Eq (4.14):

M[Dp
µξ(λ, µ)] =

1
sp

( m−1∑
k=0

ξ(k)(λ, 0)
s2−p+k + M

[
− 2

∂2ξ3(λ, µ)
∂λ2 +

∂2ξ(λ, µ)
∂λ2 +

∂4ξ(λ, µ)
∂λ4

)])
. (4.17)

Based on the application of the MIT to Eq (4.17), the above equation is as follows:

ξ(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)(λ, η, 0)
s2−p+k + M

[
− 2

∂2ξ3(λ, µ)
∂λ2 +

∂2ξ(λ, µ)
∂λ2 +

∂4ξ(λ, µ)
∂λ4

])]
. (4.18)

Through the process of implementing the Mohand transform in an iterative manner, the following
equation can be established:

ξ0(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)(λ, 0)
s2−p+k

)]
= M−1

[ξ(λ, 0)
s2

]
=

1
λ
−
µ

λ2 .
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Solving Eq (4.14) with the RL integral yields the following results:

ξ(λ, µ) =
1
λ
−
µ

λ2 + M
[
− 2

∂2ξ3(λ, µ)
∂λ2 +

∂2ξ(λ, µ)
∂λ2 +

∂4ξ(λ, µ)
∂λ4

]
. (4.19)

For the purpose of obtaining these terms of the solution, we apply the MITM technique.

ξ0(λ, µ) =
1
λ
−
µ

λ2 , (4.20)

ξ1(λ, µ) =
(
2
(
λ5 − 3λ4µ − 90λµ2 + 42µ3

)
µp

)
/
(
λ8Γ(p + 1)

)
, (4.21)

ξ2(λ, µ) =
24µ2p

λ26

((
λ12

(
30

(
12λ2 + 517

)
λ2µ3 +

(
λ2 + 15

)
λ7 − 5

(
λ2 + 21

)
λ6µ − 2

(
308λ2 + 16875

)
λ3µ2

+ 11484λµ4 − 3276µ5
))
/
(
Γ(2p + 1)

)
+

(
2µp

(
λ6

(
− 28λ11 + 252λ10µ − 540

(
49λ2 − 3944

)
λ2µ5

+ 135
(
88 − 5λ2

)
λ7µ2 + 9

(
55λ2 − 6968

)
λ6µ3 + 12

(
6643λ2 − 81000

)
λ3µ4 − 1426572λµ6 + 301644µ7

)
× Γ(p + 1)Γ(2p + 1) −

(
6
(
λ5 − 3λ4µ − 90λµ2 + 42µ3

)(
5λ10 − 40λ9µ + 9720λ5µ3 − 4620

(
λ2 − 45

)
λ2µ4

+ 6
(
13λ2 − 380

)
λ6µ2 − 221760λµ5 + 58800µ6

)
µpΓ(3p + 1)2

)
/
(
Γ(4p + 1)

)))
/
(
Γ(p + 1)3Γ(3p + 1)

))
.

(4.22)

The final solution is:

ξ(λ, µ) = ξ0(λ, µ) + ξ1(λ, µ) + ξ2(λ, µ) + · · · , (4.23)

ξ(λ, µ) =
1
λ
−
µ

λ2 +
(
2
(
λ5 − 3λ4µ − 90λµ2 + 42µ3

)
µp

)
/
(
λ8Γ(p + 1)

)
+

24µ2p

λ26

((
λ12

(
30

(
12λ2 + 517

)
λ2µ3 +

(
λ2 + 15

)
λ7 − 5

(
λ2 + 21

)
λ6µ − 2

(
308λ2 + 16875

)
λ3µ2

+ 11484λµ4 − 3276µ5
))
/
(
Γ(2p + 1)

)
+

(
2µp

(
λ6

(
− 28λ11 + 252λ10µ − 540

(
49λ2 − 3944

)
λ2µ5

+ 135
(
88 − 5λ2

)
λ7µ2 + 9

(
55λ2 − 6968

)
λ6µ3 + 12

(
6643λ2 − 81000

)
λ3µ4 − 1426572λµ6 + 301644µ7

)
× Γ(p + 1)Γ(2p + 1) −

(
6
(
λ5 − 3λ4µ − 90λµ2 + 42µ3

)(
5λ10 − 40λ9µ + 9720λ5µ3 − 4620

(
λ2 − 45

)
λ2µ4

+ 6
(
13λ2 − 380

)
λ6µ2 − 221760λµ5 + 58800µ6

)
µpΓ(3p + 1)2

)
/
(
Γ(4p + 1)

)))
/
(
Γ(p + 1)3Γ(3p + 1)

))
+ · · · .

(4.24)

The graphical and tabular representations in this study provide a comprehensive view of the
accuracy and reliability of the Mohand transform iterative method (MTIM) and the Mohand residual
power series method (MRPSM) when applied to the fractional Boussinesq equation. The graphical
comparisons between the MRPSM solutions and the exact solutions (see Figures 1 and 2) show
excellent agreement for fractional order p = 2 at µ = 0.01, validating the effectiveness of the
MRPSM. Figures 3–5 further illustrate the behavior of the MRPSM solution for various fractional
orders p = 1.4, 1.5, and 1.6, depicting how the solution evolves in 2D and 3D spaces. These figures
highlight the method’s ability to capture the influence of fractional order on the solution, making it a
powerful tool for analyzing fractional systems.
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Figure 1. MRPSM solution and exact solution comparison of ξ(λ, µ) for p = 2 at µ = 0.01.

Figure 2. MRPSM solution and exact solution comparison of ξ(λ, µ) for p = 2 in 2D at
µ = 0.01.

Figure 3. MRPSM solution for various values of fractional order p = 1.4, 1.5, and 1.6 of
ξ(λ, µ) at µ = 0.01.
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Figure 4. MRPSM solution in 3D for various values of fractional order p = 1.4, 1.5, 1.6, and
2.0 of ξ(λ, µ) at µ = 0.01.

Figure 5. MRPSM solution in 2D for various values of fractional order p = 1.4, 1.5, 1.6, and
2.0 of ξ(λ, µ) at µ = 0.01.

Similarly, the MTIM solution (Figures 6 and 7) aligns closely with the exact solutions, showcasing
its precision for p = 2 at µ = 0.01. Figure 8 explores the MTIM solutions for different fractional orders,
again demonstrating the method’s adaptability and accuracy across a range of fractional parameters
p = 1.4, 1.5, 1.6 and 2.0 at µ = 0.01.

Figure 6. MTIM solution and exact solution comparison of ξ(λ, µ) for p = 2 at µ = 0.01.

AIMS Mathematics Volume 9, Issue 10, 29269–29295.



29285

Figure 7. MTIM solution and exact solution comparison of ξ(λ, µ) for p = 2 in 2D at
µ = 0.01.

Figure 8. MTIM solution in 2D for various values of fractional order p = 1.4, 1.5, 1.6, and
2.0 of ξ(λ, µ) at µ = 0.01.

The tables provide a quantitative analysis, with Tables 1 and 2 comparing the MRPSM solutions
for different fractional orders of p of ξ(λ, µ), supporting the graphical findings. Table 3 highlights the
error comparison between the MRPSM and MTIM solutions, confirming that both methods exhibit low
error margins, with the MRPSM showing slightly superior performance in certain cases. Overall, the
graphical and tabular data reinforce the conclusion that both methods are effective, but MRPSM offers
enhanced accuracy in specific fractional scenarios.

Table 1. MRPSM solution comparison for the fractional order p of ξ(λ, µ).

λ ξ(λ, µ)p=1.4 ξ(λ, µ)p=1.6 ξ(λ, µ)p=2.0 Exact Errorp=2.0

1 1.041930 1.002870 0.991253 0.990099 1.153850×10−3

2 0.498794 0.497936 0.497549 0.497512 3.647340×10−5

3 0.332441 0.332298 0.332231 0.332226 4.832371×10−6

4 0.249444 0.249399 0.249378 0.249377 1.149512×10−6

5 0.199630 0.199610 0.199601 0.199601 3.769759×10−7

6 0.166405 0.166394 0.166390 0.166389 1.514955×10−7

7 0.142662 0.142656 0.142653 0.142653 7.005697×10−8

8 0.124850 0.124846 0.124844 0.124844 3.590433×10−8

9 0.110992 0.110989 0.110988 0.110988 1.990453×10−8

10 0.099902 0.099901 0.099900 0.099900 1.174007×10−8
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Table 2. MRPSM solution comparison for the fractional order p of ξ(λ, µ).

λ ξ(λ, µ)p=1.4 ξ(λ, µ)p=1.6 ξ(λ, µ)p=2.0 Exact Errorp=2.0

1 0.992599 0.990862 0.990096 0.990099 2.790916×10−6

2 0.497816 0.497609 0.497512 0.497512 1.309079×10−7

3 0.332316 0.332255 0.332226 0.332226 2.503602×10−8

4 0.249415 0.249389 0.249377 0.249377 7.858480×10−9

5 0.199620 0.199607 0.199601 0.199601 3.209642×10−9

6 0.166401 0.166393 0.166389 0.166389 1.545901×10−9

7 0.142660 0.142656 0.142653 0.142653 8.339015×10−10

8 0.124849 0.124845 0.124844 0.124844 4.886407×10−10

9 0.110991 0.110989 0.110988 0.110988 3.049892×10−10

10 0.099902 0.099900 0.099900 0.099900 2.000754×10−10

Table 3. MRPSM and MTIM solution error comparison of ξ(λ, µ).

µ MRPS Mp=2 MT IMp=2 Exact MRPS M Errorp=2 MT IM Errorp=2

1 0.991253 0.990096 0.990099 1.153850×10−3 2.790916×10−6

2 0.497549 0.497512 0.497512 3.647340×10−5 1.309079×10−7

3 0.332231 0.332226 0.332226 4.832371×10−6 2.503602×10−8

4 0.249378 0.249377 0.249377 1.149512×10−6 7.858480×10−9

5 0.199601 0.199601 0.199601 3.769759×10−7 3.209642×10−9

6 0.166390 0.166389 0.166389 1.514955×10−7 1.545901×10−9

7 0.142653 0.142653 0.142653 7.005697×10−8 8.339015×10−10

8 0.124844 0.124844 0.124844 3.590433×10−8 4.886407×10−10

9 0.110988 0.110988 0.110988 1.990453×10−8 3.049892×10−10

10 0.099900 0.099900 0.099900 1.174007×10−8 2.000754×10−10

4.3. Solution of example (4.25) by MRPSM

Consider the system of PDEs of fractional order having a source term of the form:

Dp
µξ1(λ, µ) −

∂2ξ1(λ, µ)
∂λ2 − ξ2(λ, µ) −

1
4
ξ1(λ, µ) +

4
5

= 0,

Dp
µξ2(λ, µ) −

∂2ξ2(λ, µ)
∂λ2 − ξ1(λ, µ) −

1
4
ξ2(λ, µ) +

4
5

= 0, where 1 < p ≤ 2.
(4.25)

The initial conditions are:

ξ10(λ, µ) = eλ + 1,
∂ξ1(λ, µ)
∂µ

=
eλ

2
,

ξ20(λ, µ) = −eλ + 1,
∂ξ2(λ, µ)
∂µ

= −
eλ

2
,

(4.26)
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we will take the initial guess as:

ξ10(λ, µ) = eλ + 1 +
µeλ

2
,

ξ20(λ, µ) = −eλ + 1 −
µeλ

2
,

(4.27)

and the exact solution as:

ξ1(λ, µ) = e
µ
2 +λ + 1,

ξ2(λ, µ) = −e
µ
2 +λ + 1.

(4.28)

Equation (4.25) may be solved using MT and Eq (4.27):

ξ1(λ, s) −
eλ + 1 +

µeλ

2

s
−

1
sp

[∂2ξ1(λ, s)
∂λ2

]
−

1
sp

[
ξ2(λ, s)

]
−

1
4sp

[
ξ1(λ, s)

]
+

1
sp+1

[4
5

]
= 0,

ξ2(λ, s) −
−eλ + 1 − µeλ

2

s
−

1
sp

[∂2ξ2(λ, s)
∂λ2

]
−

1
sp

[
ξ1(λ, s)

]
−

1
4sp

[
ξ2(λ, s)

]
+

1
sp+1

[4
5

]
= 0.

(4.29)

The values of the kth-truncated series are shown below:

ξ1(λ, s) =
eλ + 1 +

µeλ

2

s
+

k∑
r=1

fr(λ, s)
srp+1 , r = 1, 2, 3, 4 · · · ,

ξ2(λ, s) =
−eλ + 1 − µeλ

2

s
+

k∑
r=1

lr(λ, s)
srp+1 , r = 1, 2, 3, 4 · · · .

(4.30)

Using the Mohand residual, one may get

MµRes(λ, s)

= ξ1(λ, s) −
eλ + 1 +

µeλ

2

s
−

1
sp

[∂2ξ1(λ, s)
∂λ2

]
−

1
sp

[
ξ2(λ, s)

]
−

1
4sp

[
ξ1(λ, s)

]
+

1
sp+1

[4
5

]
= 0,

MµRes(λ, s)

= ξ2(λ, s) −
−eλ + 1 − µeλ

2

s
−

1
sp

[∂2ξ2(λ, s)
∂λ2

]
−

1
sp

[
ξ1(λ, s)

]
−

1
4sp

[
ξ2(λ, s)

]
+

1
sp+1

[4
5

]
= 0,

(4.31)

and the kth-MRFs is:

MµResk(λ, s)

= ξ1k(λ, s) −
eλ + 1 +

µeλ

2

s
−

1
sp

[∂2ξ1k(λ, s)
∂λ2

]
−

1
sp

[
ξ2k(λ, s)

]
−

1
4sp

[
ξ1k(λ, s)

]
+

1
sp+1

[4
5

]
= 0,

MµResk(λ, s)

= ξ2k(λ, s) −
−eλ + 1 − µeλ

2

s
−

1
sp

[∂2ξ2k(λ, s)
∂λ2

]
−

1
sp

[
ξ1k(λ, s)

]
−

1
4sp

[
ξ2k(λ, s)

]
+

1
sp+1

[4
5

]
= 0.

(4.32)
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The following steps may be taken to get the values of fr(λ, s) and lr(λ, s) for r = 1, 2, 3, .... Put
the rth-Mohand residual function Eq (4.32) into the rth-truncated series Eq (4.30), and then multiply
srp+1 by the equation in order to solve the following relation: lims→∞(srp+1)MµResξ,r(λ, s)) = 0 for
r = 1, 2, 3, · · · . A few of the terms are given below:

f1(λ, s) =
1
8

eλ(µ + 2) +
9
20
,

l1(λ, s) =
9

20
−

1
8

eλ(µ + 2),
(4.33)

f2(λ, s) =
1

32

(
(µ + 2)eλ + 18

)
,

l2(λ, s) =
9

16
−

1
32

(µ + 2)eλ,
(4.34)

and so on.
It is necessary to substitute fr(λ, s) and lr(λ, s) in Eq (4.30) in order to obtain

ξ1(λ, s) =
eλ + 1 +

µeλ

2

s
+

1
8eλ(µ + 2) + 9

20

sp+1 −

1
32

(
(µ + 2)eλ + 18

)
s2p+1 + · · · ,

ξ2(λ, s) =
−eλ + 1 − µeλ

2

s
+

9
20 −

1
8eλ(µ + 2)
sp+1 −

9
16 −

1
32 (µ + 2)eλ

s2p+1 + · · · .

(4.35)

Make use of MIT in order to get:

ξ1(λ, µ) = 1 +
1
2

eλ(µ + 2) +
1

160
µp

5
(
eλ(µ + 2) + 18

)
µp

Γ(2p + 1)
+

20eλ(µ + 2) + 72
Γ(p + 1)

 + · · · ,

ξ2(λ, µ) = 1 −
1
2

eλ(µ + 2) +
1

160
µp

72 − 20eλ(µ + 2)
Γ(p + 1)

−
5
(
eλ(µ + 2) − 18

)
µp

Γ(2p + 1)

 + · · · .

(4.36)

4.4. Numerical example solution via MTIM

Consider the system of PDEs of fractional order having a source term of the form:

Dp
µξ1(λ, µ) =

∂2ξ1(λ, µ)
∂λ2 + ξ2(λ, µ) +

1
4
ξ1(λ, µ) −

4
5
,

Dp
µξ2(λ, µ) =

∂2ξ2(λ, µ)
∂λ2 + ξ1(λ, µ) +

1
4
ξ2(λ, µ) −

4
5
, where 1 < p ≤ 2,

(4.37)

with the initial conditions:

ξ10(λ, µ) = eλ + 1,
∂ξ1(λ, µ)
∂µ

=
eλ

2
,

ξ20(λ, µ) = −eλ + 1,
∂ξ2(λ, µ)
∂µ

= −
eλ

2
,

(4.38)
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and the initial guess:

ξ10(λ, µ) = eλ + 1 +
µeλ

2
,

ξ20(λ, µ) = −eλ + 1 −
µeλ

2
.

(4.39)

The following is the result that is obtained when the Mohand transform is applied to Eq (4.37):

M[Dp
µξ1(λ, µ)] =

1
sp

( m−1∑
k=0

ξ(k)
1 (λ, 0)
s2−p+k + M

[∂2ξ1(λ, µ)
∂λ2 + ξ2(λ, µ) +

1
4
ξ1(λ, µ) −

4
5

)])
,

M[Dp
µξ2(λ, µ)] =

1
sp

( m−1∑
k=0

ξ(k)
2 (λ, 0)
s2−p+k + M

[∂2ξ2(λ, µ)
∂λ2 + ξ1(λ, µ) +

1
4
ξ2(λ, µ) −

4
5

)])
.

(4.40)

Based on the application of the MIT to Eq (4.40), the equations that are produced are as follows:

ξ1(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)
1 (λ, 0)
s2−p+k + M

[∂2ξ1(λ, µ)
∂λ2 + ξ2(λ, µ) +

1
4
ξ1(λ, µ) −

4
5

])]
,

ξ2(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)
2 (λ, 0)
s2−p+k + M

[∂2ξ2(λ, µ)
∂λ2 + ξ1(λ, µ) +

1
4
ξ2(λ, µ) −

4
5

])]
.

(4.41)

Through the process of implementing the Mohand transform in an iterative manner, the following
equation can be established:

ξ10(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)
1 (λ, 0)
s2−p+k

)]
= M−1

[ξ1(λ, 0)
s2

]
= eλ + 1 +

µeλ

2
,

ξ20(λ, µ) = M−1
[ 1
sp

( m−1∑
k=0

ξ(k)
2 (λ, 0)
s2−p+k

)]
= M−1

[ξ2(λ, 0)
s2

]
= −eλ + 1 −

µeλ

2
.

Solving Eq (4.37) with the RL integral yields the following results:

ξ1(λ, µ) = eλ + 1 + M
[∂2ξ1(λ, µ)

∂λ2 + ξ2(λ, µ) +
1
4
ξ1(λ, µ) −

4
5

]
,

ξ2(λ, µ) = −eλ + 1 + M
[∂2ξ2(λ, µ)

∂λ2 + ξ1(λ, µ) +
1
4
ξ2(λ, µ) −

4
5

]
.

(4.42)

For the purpose of obtaining these terms of the solution, the MITM technique is applied:

ξ10(λ, µ) = eλ + 1 +
µeλ

2
,

ξ20(λ, µ) = −eλ + 1 −
µeλ

2
,

(4.43)
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ξ11(λ, µ) =

(
5eλ(µ + 2) + 18

)
µp

40Γ(p + 1)
,

ξ21(λ, µ) =

(
18 − 5eλ(µ + 2)

)
µp

40Γ(p + 1)
,

(4.44)

ξ12(λ, µ) =

(
eλ(µ + 2) + 18

)
µ2p

32Γ(2p + 1)
,

ξ22(λ, µ) =

(
18 − eλ(µ + 2)

)
µ2p

32Γ(2p + 1)
.

(4.45)

The final solution is:

ξ1(λ, µ) = ξ10(λ, µ) + ξ11(λ, µ) + ξ12(λ, µ) + · · · ,

ξ2(λ, µ) = ξ20(λ, µ) + ξ21(λ, µ) + ξ22(λ, µ) + · · · ,
(4.46)

ξ1(λ, µ) = eλ + 1 +
µeλ

2
+

(
5eλ(µ + 2) + 18

)
µp

40Γ(p + 1)
+

(
eλ(µ + 2) + 18

)
µ2p

32Γ(2p + 1)
+ · · · ,

ξ2(λ, µ) = −eλ + 1 −
µeλ

2
+

(
18 − 5eλ(µ + 2)

)
µp

40Γ(p + 1)
+

(
18 − eλ(µ + 2)

)
µ2p

32Γ(2p + 1)
+ · · · .

(4.47)

The graphical and tabular results presented in this section offer valuable insights into the accuracy
and performance of the applied methods for solving the fractional Boussinesq equation in Example 2.
Figures 9 and 10 illustrate the comparison between the approximate solution and the exact solution for
ξ1(λ, µ) for p = 2 at µ = 0.01. The close alignment between the two demonstrates the high precision
of the approximate method. In particular, the 2D visualization in Figure 10 further emphasizes the
method’s effectiveness in capturing the correct solution behavior over a range of λ. Figures 11 and 12
show a similar comparison for ξ2(λ, µ) for p = 2 at µ = 0.01. The strong agreement between the
approximate and exact solutions, as depicted in both 1D and 2D graphs, highlights the robustness of
the applied method across multiple variables in the system.

Figure 9. Approximate solution and exact solution comparison of ξ1(λ, µ) for p = 2 at
µ = 0.01.
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Figure 10. Approximate solution and exact solution comparison of ξ1(λ, µ) for p = 2 in 2D
at µ = 0.01.

Figure 11. Approximate solution and exact solution comparison of ξ2(λ, µ) for p = 2 at
µ = 0.01.

Figure 12. Approximate solution and exact solution comparison of ξ2(λ, µ) for p = 2 in 2D
at µ = 0.01.

The tabular results, presented in Tables 4 and 5, offer a more detailed numerical comparison of the
MRPSM solutions for different fractional orders of p of ξ1(λ, µ). These tables confirm the effectiveness
of the MRPSM approach in yielding accurate solutions across various fractional orders. The consistent
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accuracy across both ξ1(λ, µ) and ξ2(λ, µ) for different fractional values underscores the versatility of
the method and its potential applicability in solving complex fractional differential equations.

Table 4. MRPSM solution comparison for the fractional order p of ξ1(λ, µ).

λ ξ(λ, µ)p=1.4 ξ(λ, µ)p=1.6 ξ(λ, µ)p=2.0 Exact Errorp=2.0

1.0 3.7333191 3.7323733 3.7319298 3.7319072 2.2613496×10−5

1.4 5.0773505 5.0761242 5.0755494 5.0755267 2.2669201×10−5

1.8 7.0824097 7.0807651 7.0799942 7.0799714 2.2752303×10−5

2.2 10.073606 10.071337 10.070274 10.070251 2.2876277×10−5

2.6 14.535947 14.532748 14.531248 14.531225 2.3061224×10−5

3.0 21.192978 21.188390 21.186239 21.186216 2.3337133×10−5

3.4 31.124101 31.117441 31.114319 31.114295 2.3748741×10−5

3.8 45.939596 45.929846 45.925274 45.925250 2.4362788×10−5

4.2 68.041717 68.027356 68.020622 68.020597 2.5278838×10−5

4.6 101.01420 100.99296 100.98300 100.98298 2.6645424×10−5

5.0 150.20338 150.17188 150.15711 150.15708 2.8684131×10−5

Table 5. MRPSM solution comparison for the fractional order p of ξ2(λ, µ).

λ ξ(λ, µ)p=1.4 ξ(λ, µ)p=1.6 ξ(λ, µ)p=2.0 Exact Errorp=2.0

1.0 -1.7321702 -1.7319760 -1.7318848 -1.7319072 2.2386972×10−5

1.4 -3.0762016 -3.0757270 -3.0755044 -3.0755267 2.2331267×10−5

1.8 -5.0812607 -5.0803679 -5.0799492 -5.0799714 2.2248165×10−5

2.2 -8.0724575 -8.0709407 -8.0702294 -8.0702515 2.2124191×10−5

2.6 -12.534798 -12.532351 -12.531203 -12.531225 2.1939243×10−5

3.0 -19.191829 -19.187993 -19.186194 -19.186216 2.1663334×10−5

3.4 -29.122952 -29.117044 -29.114274 -29.114295 2.1251727×10−5

3.8 -43.938447 -43.929448 -43.925229 -43.925250 2.0637680×10−5

4.2 -66.040568 -66.026958 -66.020577 -66.020597 1.9721630×10−5

4.6 -99.013057 -98.992570 -98.982964 -98.982982 1.8355044×10−5

5.0 -148.20223 -148.17148 -148.15706 -148.15708 1.6316337×10−5

5. Conclusions

In this study, we explored the application of the Mohand transform iterative method (MTIM)
and the Mohand residual power series method (MRPSM) to solve the fractional-order Boussinesq
equation, a fractional system of partial differential equations. By leveraging the Caputo operator for
fractional derivatives, we were able to extend traditional methods and provide robust solutions to these
complex equations. Our findings confirm that both MTIM and MRPSM are effective and provide
reliable techniques for addressing fractional differential equations. The detailed convergence analysis
and error estimation demonstrate the accuracy and efficiency of the proposed methods. Additionally,
the numerical examples, along with the tabular and graphical presentations, validate the solutions
and highlight their practical applicability. The results of this study contribute to the growing body
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of knowledge in fractional calculus and its applications, offering valuable tools for scientists and
engineers dealing with similar complex systems. Future research could further enhance these methods
and explore their applications in other domains, potentially leading to new advancements in the field
of fractional differential equations.
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