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1. Introduction

The study of statistical manifolds lies at the intersection of differential geometry and information
theory (see [1,17]), where the geometry of parameter spaces of statistical models is examined through
the lens of Riemannian and affine geometry. These manifolds, equipped with structures such as the
Fisher information metric and connections, provide a rich framework for understanding various aspects
of statistical inference and information processing. The significance of statistical manifolds extends
to numerous applications, including machine learning, information theory, and theoretical physics,
making them an essential topic of study in modern mathematics. The exponential family is a class
of probability distributions that is commonly used in statistics and information theory. This family
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provides a rich example of a statistical manifold that can help illustrate the key concepts of Riemannian
metrics and affine connections.

Sasakian geometry [24] has emerged as a fundamental area in differential geometry, characterized
by its deep connections to Kähler and contact geometry. Sasakian manifolds are contact metric
manifolds that exhibit a rich structure, allowing them to be seen as odd-dimensional counterparts to
Kähler manifolds. These manifolds find applications in diverse areas, such as string theory, CR
geometry, and even in the study of certain types of foliations. Furuhata et al. introduced the statistical
counterpart of Sasakian manifolds in [8, 10]. They continued their study in [11], examining Sasakian
statistical manifolds from the perspective of warped products within statistical geometry, and also
explored the concept of invariant submanifolds in the same ambient space. Kazan et al. [13]
investigated Sasakian statistical manifolds with semi-symmetric metric connections, providing
examples to support their findings. Lee et al. [14] established optimal inequalities for submanifolds in
the same ambient space, expressed in terms of Casorati curvatures with a pair of affine connection and
its conjugate affine connection. Uddin et al. [21] introduced the concept of nearly Sasakian statistical
structures, presenting a non-trivial example and discussing different classes of submanifolds,
including invariant and anti-invariant, within these manifolds. More recently, a new notion of
mixed 3-Sasakian statistical manifolds was investigated in [16].

In [5], Chen introduced the CR δ-invariant for CR-submanifolds of Kähler manifolds and
established a sharp inequality involving this invariant for anti-holomorphic warped product
submanifolds in complex space forms. Drawing inspiration from this research, Al-Solamy et al. [2, 3]
gave an optimal inequality for this invariant specifically for anti-holomorphic submanifolds in
complex space forms. This inequality was extended by proving an optimal inequality for the contact
CR δ-invariant on contact CR-submanifolds in Sasakian space forms [15]. Siddiqui et al. [19]
developed equivalent inequalities for this invariant in the context of a generic submanifold in
trans-Sasakian generalized Sasakian space forms. More recently, Siddiqui et al. [20] gave two optimal
inequalities involving the CR δ-invariant for generic statistical submanifolds in holomorphic
statistical manifolds of constant holomorphic sectional curvature.

Building on the aforementioned findings, this paper explores the generic submanifolds in a Sasakian
statistical manifold. We then derive an optimal inequality for the contact CR δ-invariant on contact CR-
submanifolds in a Sasakian statistical manifold of constant ϕ-sectional curvature.

2. Preliminaries

Definition 2.1. Let (M,G) be a Riemannian manifold, where G is a Riemannian metric. A pair (D̃,G)
is called a statistical structure on M if

(1) D̃ is of torsion-free, and
(2) The Codazzi equation: (D̃XG)(Y,Z) = (D̃YG)(X,Z) holds for any X,Y,Z ∈ Γ(T M).

Here D̃ is an affine connection on M. A manifold equipped with such a statistical structure is referred
to as a statistical manifold.

For an affine connection D̃ on (M,G), the dual connection D̃∗ of D̃ with respect to G is defined by
the formula

XG(Y,Z) = G(D̃XY,Z) +G(Y, D̃∗XZ).
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We denote D̃0 as the Levi-Civita connection of G, which satisfies the relation: 2D̃0 = D̃ + D̃∗.
Given a statistical structure (D̃,G) on M, the statistical curvature tensor field R̃ ∈ Γ(T M(1,3)) is

defined as

R̃ =
1
2

[R̃ + R̃∗].

For a point q ∈ M and a planeL = X∧Y spanned by orthonormal vectors X,Y ∈ TqM, the statistical
sectional curvature S̃ D̃,D̃∗ of (M, D̃,G) for X ∧ Y is defined as

S̃ D̃,D̃∗(X ∧ Y) = G(R̃(X,Y)Y, X).

For two statistical manifolds (N,D, g) and (M, D̃,G), an immersion h : N → M, h is called a
statistical immersion if the statistical structure induced by h from (D̃,G) coincides with (D, g).

For any X,Y ∈ Γ(T N), the corresponding Gauss formulas [22] are

D̃XY = DXY + B(X,Y),
D̃∗XY = D∗XY + B∗(X,Y),

where B and B∗ are symmetric and bilinear, called the imbedding curvature tensors of N in M for D̃
and D, respectively. Next, we have the linear transformations A and A∗ defined by

g(AV X,Y) = G(B∗(X,Y),V),
g(A∗V X,Y) = G(B(X,Y),V),

for any V ∈ Γ(T N⊥). Further, in [22] the corresponding Weingarten formulas are as follows:

D̃XV = D⊥XV − AV X,

D̃∗XV = D∗⊥XV − A∗V X,

where the connections D⊥ and D∗⊥ are Riemannian dual connections with respect to the induced metric
on Γ(T N⊥).

The mean curvature vector field of a r-dimensional statistical submanifold (N,D, g) in any statistical
manifold (M, D̃,G) with respect to both affine connections is as follows:

H =
1
r

traceG(B), H∗ =
1
r

traceG(B∗).

We respectively symbolize the Riemannian curvature tensors of D̃ (respectively, D̃∗) and D
(respectively, D∗) by R̃ (respectively, R̃∗) and R (respectively, R∗). Then, the corresponding Gauss
equations for conjugate affine connection are given by [22]

R̃X,Y,Z,W = RX,Y,Z,W +G(B(X,Z), B∗(YW)) −G(B∗(X,W), B(Y,Z)), (2.1)
R̃∗X,Y,Z,W = R∗X,Y,Z,W +G(B∗(X,Z), B(YW)) −G(B(X,W), B∗(Y,Z)), (2.2)

where R̃X,Y,Z,W = G(R̃(X,Y)Z,W) and R̃∗X,Y,Z,W = G(R̃∗(X,Y)Z,W). Thus, we have the Gauss formula
for both affine connections:

2R̃X,Y,Z,W = 2RX,Y,Z,W +G(B(X,Z), B∗(Y,W)) −G(B∗(X,W), B(Y,Z))
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+G(B∗(X,Z), B(Y,W)) −G(B(X,W), B∗(Y,Z)), (2.3)

where 2R = R + R∗.
The Codazzi equation for both affine connections:

2R̃X,Y,Z,V = G(((D̃X B)(Y,Z)),V) −G((D̃Y B)(X,Z),V)
+G((D̃∗X B∗)(Y,Z),V) −G((D̃∗Y B∗)(X,Z),V). (2.4)

Definition 2.2. A quadruplet (D̃,G, ϕ, ξ) is called a Sasakian statistical structure on M if the following
formula holds:

KXϕY = −ϕKXY,

where KXY = D̃XY − D̃0
XY satisfies KXY = KY X and G(KXY,Z) = G(Y,KXZ).

Theorem 2.3. Let (D̃,G) be a statistical structure and (G, ϕ, ξ) an almost contact metric structure on
M. Then (D̃,G, ϕ, ξ) is a Sasakian statistical structure on M if and only if

D̃X(ϕY) − ϕD̃∗XY = G(ξ,Y)X −G(X,Y)ξ
D̃Xξ = ϕX +G(D̃Xξ, ξ)ξ.

Let (M, D̃,G, ϕ, ξ) be a Sasakian statistical manifold, and c ∈ R. The Sasakian statistical structure
is said to be of constant ϕ-sectional curvature c if

R̃(X,Y)Z =
c + 3

4
{G(Y,Z)X −G(X,Z)Y} +

c − 1
4
{G(ϕY,Z)ϕX

−G(ϕX,Z)ϕY − 2G(ϕX,Y)ϕZ −G(Y, ξ)G(Z, ξ)X
+G(X, ξ)G(Z, ξ)Y +G(Y, ξ)G(Z, X)ξ −G(X, ξ)G(Z,Y)ξ},

holds for X,Y,Z ∈ Γ(T M).

Definition 2.4. Let (N,D, g) be a statistical manifold in a Sasakian statistical manifold (M, D̃,G, ϕ, ξ).
For X,Y ∈ Γ(T N).

(1) N is said to be doubly totally contact umbilical, if

B(X,Y) =
[
g(X,Y) − η(X)η(Y)

]
V⊥ + η(X)B(Y, ξ) + η(Y)B(X, ξ),

and

B∗(X,Y) =
[
g(X,Y) − η(X)η(Y)

]
V⊥ + η(X)B∗(Y, ξ) + η(Y)B∗(X, ξ),

where V⊥ represents any vector field normal to N.
(2) N is said to be doubly totally contact geodesic if V⊥ = 0, that is,

B(X,Y) = η(X)B(Y, ξ) + η(Y)B(X, ξ),

and

B∗(X,Y) = η(X)B∗(Y, ξ) + η(Y)B∗(X, ξ).
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Definition 2.5. A statistical submanifold (N,D, g) in a Sasakian statistical manifold (M, D̃,G, ϕ, ξ) is
called a generic statistical submanifold (or simply generic submanifold) in M if

(1) ϕTqN⊥ ⊂ TqN, q ∈ N, and
(2) ξ is tangent to N.

The tangent space TqN at any point q ∈ N is decomposed as

TqN = HqN ⊕ ϕTqN⊥,

whereHqN denotes the orthogonal complement of ϕTqN⊥. Consequently, we have

ϕHqN = HqN\{ξ}.

3. On generic statistical submanifolds

Lemma 3.1. Let (N,D, g) be a generic submanifold in a Sasakian statistical manifold (M, D̃,G, ϕ, ξ).
Then we have

AFYZ = AFZY, A∗FYZ = A∗FZY,

for Y,Z ∈ Γ(ϕT N⊥).

Proof. For X,Y ∈ Γ(T N), we know

D̃XϕY − ϕD̃∗XY = η(Y)X − g(X,Y)ξ.

Since ϕX = PX + FX

DXPY + B(X,PY) + D⊥XFY − AFY X − ϕD∗XY − ϕB∗(X,Y) = η(Y)X − g(X,Y)ξ.

DXPY + B(X,PY) + D⊥XFY − AFY X − PD∗XY − FD∗XY − ϕB∗(X,Y) = η(Y)X − g(X,Y)ξ.

In comparison, we have

ϕB∗(X,Y) = DXPY − PD∗XY − AFY X − η(Y)X + g(X,Y)ξ,

and

B(X,PY) = −D⊥XFY + FD∗XY.

In particular, for Y,Z ∈ Γ(ϕT N⊥)

G(ϕB∗(X,Y),Z) = g(DXPY,Z) − g(PD∗XY,Z) − g(AFY X,Z) − η(Y)g(X,Z) + η(Z)g(X,Y).

We notice that PϕTqN⊥ = 0 and ϕPTqN ⊂ HqN. So, we have

G(ϕB∗(X,Y),Z) = −g(AFY X,Z),

which can be reduced further as

g(AFZY, X) = g(X, AFYZ),

that is, AFYZ = AFZY . Similarly, one can show that A∗FYZ = A∗FZY . □
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Lemma 3.1 implies the following result:

Proposition 3.2. Let (N,D, g) be a generic submanifold in a Sasakian statistical manifold
(M, D̃,G, ϕ, ξ) of codimension greater than 1. If N is doubly totally contact umbilical, then N is
doubly totally contact geodesic.

Proposition 3.3. Let (M(c), D̃,G, ϕ, ξ) be a (2s + 1)-dimensional Sasakian statistical manifold of
constant ϕ-sectional curvature c and (N,D, g) be an (r + 1)-dimensional generic submanifold in M(c),
with r > s and r ≥ 3. If N is of codimension greater than 1 and totally contact umbilical, then c = −3.

Proof. When M is not a statistical hypersurface, that is, N is of codimension greater than or equal to 2,
then Proposition 3.2 implies that B and B∗ of N are of the following form:

B(Y,Z) = g(Y, ξ)FZ + g(Z, ξ)FY, B∗(Y,Z) = g(Y, ξ)FZ + g(Z, ξ)FY.

The covariant derivatives of B and B∗ are defined as

(D̃X B)(Y,Z) = D⊥X(B(Y,Z)) − B(DXY,Z) − B(Y,DXZ)
= g(Y,D∗Xξ)FZ + g(Z,D∗Xξ)FY + g(Y, ξ)D⊥XFZ

+g(Z, ξ)D⊥XFY − g(Z, ξ)FDXY − g(Y,Z)FDXZ,

and

(D̃∗X B∗)(Y,Z) = D∗X(B∗(Y,Z)) − B∗(D∗XY,Z) − B∗(Y,D∗XZ)
= g(Y,DXξ)FZ + g(Z,DXξ)FY + g(Y, ξ)D∗⊥XFZ

+g(Z, ξ)D∗⊥XFY − g(Z, ξ)FD∗XY − g(Y,Z)FD∗XZ.

So, we derive

(D̃X B)(Y,Z) = g(Y,PX)FZ + g(Z,PX)FY + g(D∗Xξ, ξ)g(Y, ξ)FZ + g(D∗Xξ, ξ)g(Z, ξ)FY,

(D̃Y B)(X,Z) = g(X,PY)FZ + g(Z,PY)FX + g(D∗Yξ, ξ)g(X, ξ)FZ + g(D∗Yξ, ξ)g(Z, ξ)FX,

(D̃∗X B∗)(Y,Z) = g(Y,PX)FZ + g(Z,PX)FY + g(DXξ, ξ)g(Y, ξ)FZ + g(DXξ, ξ)g(Z, ξ)FY,

and

(D̃∗Y B∗)(X,Z) = g(X,PY)FZ + g(Z,PY)FX + g(DYξ, ξ)g(X, ξ)FZ + g(DYξ, ξ)g(Z, ξ)FX.

Further, we use these expressions in the Codazzi equation (2.4) as

2R̃X,Y,Z,V = G(((D̃X B)(Y,Z)),V) −G((D̃Y B)(X,Z),V)
+G((D̃∗X B∗)(Y,Z),V) −G((D̃∗Y B∗)(X,Z),V)
c − 1

4

[
g(PY,Z)FX − g(PX,Z)FY − 2g(PX,Y)FZ

]
= 2g(Y,PX)FZ + g(Z,PX)FY − g(Z,PY)FX
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+g(Y, ξ)
[
g(DXξ, ξ) + g(D∗Xξ, ξ)

]
+ g(X, ξ)

[
g(DYξ, ξ) + g(D∗Yξ, ξ)

]
.

From which we arrive at

c + 3
4

[
− g(PY,Z)FX + g(PX,Z)FY + 2g(PX,Y)FZ

]
+g(Y, ξ)

[
g(DXξ, ξ) + g(D∗Xξ, ξ)

]
+ g(X, ξ)

[
g(DYξ, ξ) + g(D∗Yξ, ξ)

]
= 0.

For Y ∈ HqN, we put Z = PY . Then FY = 0 and FPY = 0. Thus, we conclude that c = −3. □

4. A geometric inequality

Following the analogy of Chen’s CR δ-invariant, Mihai et al. [15] defined the contact CR
δ-invariant for an odd-dimensional contact CR-submanifold in a Sasakian space form. Here, we
define the statistical Chen’s CR δ-invariant on a (r + 1)-dimensional contact CR-submanifold (N,D, g)
in the (2s + 1)-dimensional Sasakian statistical manifold (M(c), D̃,G, ϕ, ξ) of constant ϕ-sectional
curvature c as follows:

δD,D∗(D)(q) = scalD,D∗(q) − scalD,D∗(Dq),

where scalD,D∗ and scalD,D∗(D) denote the scalar curvature of N and the scalar curvature of the invariant
distributionD ⊂ T N, respectively.

Orthonormal frames on differentiable manifolds provide a powerful tool for simplifying complex
geometric and physical problems. They offer a structured way to understand local properties of the
manifold (metric tensors), aid in defining connections and curvature, and play a crucial role in both
theoretical and applied contexts like Riemannian and Lorentzian geometry. If dim(D) = 2α + 1 and
dim(D⊥) = β and let {v0 = ξ, v1, v2, · · · , vr} be an orthonormal frame on N such that {v0, v1, · · · , v2α}

are tangent toD and {v2α+1, · · · , vβ} are tangent toD⊥. Then the partial mean curvature vectors H1 and
H2 (respectively, H1∗ and H2∗ for both affine connections) of N are given by

H1 =
1

2α + 1

2α∑
I=0

B(vI , vI), H2 =
1
β

2α+β∑
a=2α+1

B(va, va),

H1∗ =
1

2α + 1

2α∑
I=0

B(vI , vI), H2∗ =
1
β

2α+β∑
a=2α+1

B(va, va).

A contact CR-submanifold (N,D, g) of a Sasakian manifold (M, D̃,G, ϕ, ξ) is said to be doubly
minimal if H = H∗ = 0. Likewise, it is referred to as doubly D-minimal or doubly D⊥-minimal if
H1 = H1∗ = 0 or H2 = H2∗ = 0, respectively.

According to the definition of the contact CR δ-invariant, we have

δD,D∗(D) =
2α+β∑

a=2α+1

S D,D∗(ξ, va) +
2α∑
I=1

2α+β∑
a=2α+1

S D,D∗(vI , va)

+
1
2

∑
2α+1≤a,b≤2α+β

S D,D∗(va, vb)
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=

(c + 3
4

)( 2α+β∑
a=2α+1

g(va, va)
)
−

(c − 1
4

)( 2α+β∑
a=2α+1

g(va, va)
)

+
β(4α + β − 1)

2

(c + 3
4

)
+

2α∑
I=1

2α+β∑
a=2α+1

[G(B(vI , vI), B∗(va, va)) −G(B(vI , va), B∗(vI , va))]

+

2α∑
I=1

2α+β∑
a=2α+1

[G(B∗(vI , vI), B(va, va)) −G(B∗(vI , va), B(vI , va))]

+
1
2

2α+β∑
a,b=2α+1

[G(B(va, va), B∗(vb, vb)) −G(B(va, vb), B∗(va, vb))]

+
1
2

2α+β∑
a,b=2α+1

[G(B∗(va, va), B(vb, vb)) −G(B∗(va, vb), B(va, vb))].

We use B∗(X, ξ) = B(X, ξ) = 0 and obtain

δD,D∗(D) = β
(
1 +

(4α + β − 1)(c + 3)
8

)
+

2α∑
I=1

2α+β∑
a=2α+1

[G(B(vI , vI), B∗(va, va)) −G(B(vI , va), B∗(vI , va))]

+

2α∑
I=1

2α+β∑
a=2α+1

[G(B∗(vI , vI), B(va, va)) −G(B∗(vI , va), B(vI , va))]

+
1
2

2α+β∑
a,b=2α+1

[G(B(va, va), B∗(vb, vb)) −G(B(va, vb), B∗(va, vb))]

+
1
2

2α+β∑
a,b=2α+1

[G(B∗(va, va), B(vb, vb)) −G(B∗(va, vb), B(va, vb))].

Given that 2B0 = B + B∗, we deduce

4H02 = H2 + H∗2 + 2G(H,H∗)

and
4B02
D⊥
= B2

D⊥
+ B∗2

D⊥
+ 2G(BD⊥ , B∗D⊥).

So, we have

δD,D∗(D) = β
(
1 +

(4α + β − 1)(c + 3)
8

)
+4

2α∑
I=1

2α+β∑
a=2α+1

[G(B0(vI , vI), B0(va, va)) −G(B0(vI , va), B0(vI , va))]
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−

2α∑
I=1

2α+β∑
a=2α+1

[G(B(vI , vI), B(va, va)) −G(B(vI , va), B(vI , va))]

−

2α∑
I=1

2α+β∑
a=2α+1

[G(B∗(vI , vI), B∗(va, va)) −G(B∗(vI , va), B∗(vI , va))]

+2
2α+β∑

a,b=2α+1

[G(B0(va, va), B0(vb, vb)) −G(B0(va, vb), B0(va, vb))]

−
1
2

2α+β∑
a,b=2α+1

[G(B(va, va), B(vb, vb)) −G(B(va, vb), B(va, vb))]

−
1
2

2α+β∑
a,b=2α+1

[G(B∗(va, va), B∗(vb, vb)) −G(B∗(va, vb), B∗(va, vb))].

From [15], we have

4
[ 2α∑

I=1

2α+β∑
a=2α+1

G(B0(vI , vI), B0(va, va)) +
1
2

2α+β∑
a,b=2α+1

G(B0(va, va), B0(vb, vb))

−
1
2

G(B0(va, vb), B0(va, vb))
]

= 2(2α + β + 1)2H02 − 2(2α + 1)2H102 − 2B02
D⊥
.

Similarly, we have

−

[ 2α∑
I=1

2α+β∑
a=2α+1

G(B(vI , vI), B(va, va)) +
1
2

2α+β∑
a,b=2α+1

G(B(va, va), B(vb, vb))

−
1
2

G(B(va, vb), B(va, vb))
]

= −
(2α + β + 1)2

2
H2 +

(2α + 1)2

2
H12 +

1
2

B2
D⊥
,

and

−

[ 2α∑
I=1

2α+β∑
a=2α+1

G(B∗(vI , vI), B∗(va, va)) +
1
2

2α+β∑
a,b=2α+1

G(B∗(va, va), B∗(vb, vb))

−
1
2

G(B∗(va, vb), B∗(va, vb))
]

= −
(2α + β + 1)2

2
H∗2 +

(2α + 1)2

2
H1∗2 +

1
2

B∗2
D⊥
.

So, we derive
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δD,D∗(D) = β
(
1 +

(4α + β − 1)(c + 3)
8

)
+2(2α + β + 1)2H02 −

(2α + β + 1)2

2
(H2 + H∗2)

−2(2α + 1)2H102 +
(2α + 1)2

2
(H12 + H1∗2)

−2B02
D⊥
+

1
2

(B2
D⊥
+ B∗2

D⊥
)

−

2α∑
I=1

2α+β∑
a=2α+1

[4B02
Ia − B2

Ia − B∗2
Ia].

In the final equation, we use the following inequalities for both affine connections (analogous to those
obtained for the Levi-Civita connection in [15]):

B2
D⊥
≥

3β2

β + 2
H22, B∗2

D⊥
≥

3β2

β + 2
H2∗2

with equality holds if and only if the following conditions are met:

(1) Ba
aa = 3Ba

bb and B∗a
aa = 3B∗a

bb, for 2α + 1 ≤ a , b ≤ 2α + β;
(2) Ba

bc = 0 and B∗a
bc = 0 for a, b, c ∈ {2α + 1, · · · , 2α + β}, a , b , c.

Thus, we find that

δD,D∗(D) ≥ β
(
1 +

(4α + β − 1)(c + 3)
8

)
+2(2α + β + 1)2H02 −

(2α + β + 1)2

2
(H2 + H∗2

−2(2α + 1)2H102 +
(2α + 1)2

2
(H12 + H1∗2)

−2B02
D⊥
+

3β2

2(β + 2)
(H22 + H2∗2)

−

2α∑
I=1

2α+β∑
a=2α+1

[4B02
Ia − B2

Ia − B∗2
Ia]. (4.1)

By drawing on the analogy with [3] and Lemma 3.1, we obtain the following inequalities:

2α∑
I=1

2α+β∑
a=2α+1

(B2
Ia + B∗2

Ia) +
(2α + 1)2

2
(H12 + H1∗2) +

3β2

4(β + 2)
(H22 + H2∗2)

≥
3β2

4(β + 2)
(H22 + H2∗2). (4.2)
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By substituting (4.2) into (4.1), we obtain

δD,D∗(D) − β
(
1 +

(4α + β − 1)(c + 3)
8

)
−2(2α + β + 1)2H02 + 2(2α + 1)2H102 + 2B02

D⊥

+4
2α∑
I=1

2α+β∑
a=2α+1

B02
Ia

≥
(2α + 1)2

2
(H12 + H1∗2) −

(2α + β + 1)2

2
(H2 + H∗2)

+
3β2

2(β + 2)
(H22 + H2∗2) +

2α∑
I=1

2α+β∑
a=2α+1

(B2
Ia − B∗2

Ia)

≥
3β2

2(β + 2)
(H22 + H2∗2) −

(2α + β + 1)2

2
(H2 + H∗2). (4.3)

On the other hand, we have the following relation for the contact CR δ-invariant δ0(D) of N with
respect to Levi-Civita connection, given by [15]

δ0(D) =
(2α + β + 1)2

2
H02 + β

(
1 + (4α + β − 1)

)c + 3
8

−
(2α + 1)2

2
H102 −

2α∑
I=1

2α+β∑
a=2α+1

B02(vI , va) −
1
2

B02
D⊥
. (4.4)

Putting (4.4) into (4.3), we obtain

δD,D∗(D) + 3β
(
1 +

(4α + β − 1)(c + 3)
8

)
− 4δ0(D)

≥
3β2

2(β + 2)
(H22 + H2∗2) −

(2α + β + 1)2

2
(H2 + H∗2).

Hence, we have:

Theorem 4.1. Let (M(c), D̃,G, ϕ, ξ) be a (2s+1)-dimensional Sasakian statistical manifold of constant
ϕ-sectional curvature c and (N,D, g) be a (r + 1)-dimensional generic submanifold in M(c), with
dim(D) = 2α + 1 and dim(D⊥) = β. Then

δD,D∗(D) ≥ 4δ0(D) − 3β
(
1 +

(4α + β − 1)(c + 3)
8

)
+

3β2

2(β + 2)
(H22 + H2∗2) −

(r + 1)2

2
(H2 + H∗2). (4.5)

Furthermore, the equality in (4.5) holds identically if and only if the following conditions are met:

(1) N is doublyD-minimal,
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(2) N is mixed totally geodesic with respect to both affine connections, and
(3) there exists an orthonormal frame {v2α+1, v2α+2, · · · , v2α+β} ofD⊥ such that

(a) Ba
aa = 3Ba

bb and B∗a
aa = 3B∗a

bb, for 2α + 1 ≤ a , b ≤ 2α + β,
(b) Ba

bc = 0 and B∗a
bc = 0 for a, b, c ∈ {2α + 1, · · · , 2α + β}, a , b , c.

It is evident that the equality case of (4.3) holds identically when N is doubly D-minimal, and
mixed totally geodesic with respect to both affine connections. It is worth noting that the equality
in (4.5) holds identically if and only if the three conditions from Theorem 4.1 are met.

5. Conclusion and Remarks

(1) In the early 1990s, the renowned author B.-Y. Chen introduced the concept of δ-invariants
(see [4, 6, 7]) to address an open question concerning minimal immersions proposed by S.S.
Chern in the 1960s, as well as to explore applications of the well-known Nash embedding
theorem. Chen specifically defined the CR δ-invariant for anti-holomorphic submanifolds in
complex space forms. Building on this work, we extended this study to the statistical version of
contact CR δ-invariant.

(2) In fact, Furuhata et al. introduced a novel notion of U sectional curvature for statistical manifolds
(M, D̃,G) in [12] as follows:

S̃ U(X ∧ Y) = G(U(X,Y)Y, X)
= 2G(R̃0(X,Y)Y, X) −G(R̃(X,Y)Y, X)
= (2S̃ 0 − S̃ D̃,D̃∗)(X ∧ Y),

where R̃0 is the Riemannian curvature tensor for D̃0 on M. They also defined a corresponding δ-
invariant δU based on this new concept of U sectional curvature for statistical manifolds. It would
be of significant interest to reformulate such an optimal inequality by defining a new notion for the
(contact) CR δU-invariant for (contact) CR-submanifolds in a (respectively, Sasakian statistical
manifold) holomorphic statistical manifold.

(3) It would be of significant interest to check whether Proposition 3.3 is valid for any codimension.
We have already established its validity for codimension greater than or equal to 2. Thus, the
remaining case to consider is when N is a hypersurface, that is, of codimension 1.

(4) From [9, 18], we note that a contact CR-submanifold (N,D, g) in a Sasakian statistical manifold
(M, D̃,G, ϕ, ξ) is said to be mixed foliate with respect to D̃ (respectively, D̃∗) if N is mixed totally
geodesic with respect to D̃ (respectively, D̃∗) andD is completely integrable. Now, let us consider
a (r + 1)-dimensional generic submanifold (N,D, g) in a (2s+ 1)-dimensional Sasakian statistical
manifold (M(c), D̃,G, ϕ, ξ) of constant ϕ-sectional curvature c, where dim(D) = 2α + 1 and
dim(D⊥) = β. If N satisfies the equality case of (4.5) and D is integrable, then it follows from
Theorem 4.1 that N is mixed foliate with respect to D̃ (respectively, D̃∗).

(5) In [10], Furuhata et al. constructed Sasakian statistical structures on the (2s + 1)-dimensional
unit hypersphere S in (2s + 2)-dimensional Euclidean space R. They showed that S is a Sasakian
statistical manifold of constant statistical sectional curvature 1 and of constant ϕ-sectional
curvature c = 1 as well by setting KXY = G(X, ξ)G(Y, ξ)ξ. Building in this, we consider
N = Ss1(r1) × · · · × Ssk(rk) and an immersion N → Sm+k+1 from [23], where m = s1 + s2 + · · · + sk,
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i=1 r2

i = 1. It is straightforward to observe that N is a generic statistical submanifold of a
Sasakian statistical manifold Sm+k+1, provided that all si are odd.

(6) Let E2s+1(−3) be a Sasakian space form of constant ϕ-sectional curvature −3 with Sasakian
structure (G, ϕ, ξ) on E2s+1(−3) as:

G =


1
4(δi j + yiy j) 0 −1

4 yi

0 1
4δi j 0

1−
4 y j 0 1

4

 , ϕ =


0 δij 0
−δij 0 0
0 y j 0

 ,

ξ = (0, 0, · · · , 0, 0, 2), G(·, ξ) = (−y1, · · · ,−ys, 0, · · · , 0, 1),

where (x1, · · · , xn, y1, · · · , yn, z) denotes the cartesian coordinates. Now, we can construct a
Sasakian statistical structure on (E2s+1(−3),G, ϕ, ξ) by setting KXY = G(X, ξ)G(Y, ξ)ξ satisfies
Definition 2.2.

Further, we consider N2s = S2s−1 × E1. Then N2s is doubly totally contact umbilical submanifold of
E2s+1(−3).

Author contributions

Aliya Naaz Siddiqui: Conceptualization, Methodology, Formal analysis, Writing-Original draft
preparation, Writing-Reviewing and Editing. Meraj Ali Khan: Visualization, Investigation,
Supervision. Amira Ishan: Project administration, Funding acquisition. All authors have read and
approved the final version of the manuscript for publication.

Acknowledgment

The authors would like to acknowledge the Deanship of Graduate Studies and Scientific Research,
Taif University, for funding this work.

Conflict of interest

The authors declare there are no conflicts of interest.

References

1. S. Amari, H. Nagaoka, Methods of information geometry, New York: American Mathematical
Society, 2000.

2. F. Al-Solamy, B. Y. Chen, S. Deshmukh, Two optimal inequalities for antiholomorphic
submanifolds and their applications, Taiwanese J. Math., 18 (2014), 199–217.
http://doi.org/10.11650/tjm.18.2014.3241

AIMS Mathematics Volume 9, Issue 10, 29220–29234.

https://dx.doi.org/http://doi.org/10.11650/tjm.18.2014.3241


29233

3. F. Al-Solamy, B.-Y. Chen, S. Deshmukh, Erratum to: two optimal inequalities for anti-
holomorphic submanifolds and their applications, Taiwanese J. Math., 22 (2018), 615–616.
https://doi.org/10.11650/tjm/180405

4. B.-Y. Chen, Some pinching and classification theorems for minimal submanifolds, Arch. Math., 60
(1993), 568–578.

5. B.-Y. Chen, An optimal inequality for CR-warped products in complex space forms involving CR
δ-invariant, Int. J. Math., 23 (2012), 1250045. https://doi.org/10.1142/S0129167X12500450

6. B.-Y. Chen, A tour through δ-invariants: From Nash embedding theorem to ideal immersions, best
ways of living and beyond, preprint papaer, 2013. https://doi.org/10.48550/arXiv.1307.1030

7. B.-Y. Chen, Pseudo-riemannian geometry, δ-invariants and applications, Hackensack: World
Scientific Publication, 2011.

8. H. Furuhata, Sasakian statistical manifolds II, In: Nielsen, F., Barbaresco, F. (eds) Geometric
Science of Information. GSI 2017. Lecture Notes in Computer Science, Springer, 10589 (2017),
179–185.

9. H. Furuhata, I. Hasegawa, Submanifold Theory in Holomorphic Statistical Manifolds. In:
Dragomir, S., Shahid, M., Al-Solamy, F. (eds) Geometry of Cauchy-Riemann Submanifolds,
Singapore: Springer, 2016.

10. H. Furuhata, I. Hasegawa, Y. Okuyama, K. Sato, M. H. Shahid, Sasakian statistical manifolds, J.
Geom. Phys., 1117 (2017), 179–186. https://doi.org/10.1016/j.geomphys.2017.03.010

11. H. Furuhata, I. Hasegawa, Y. Okuyama, K. Sato, Kenmotsu statistical manifolds and warped
product, J. Geom., 108 (2017), 1175–1191. https://doi.org/10.1007/s00022-017-0403-1

12. H. Furuhata, I. Hasegawa, N. Satoh, Chen invariants and statistical submanifolds, Commun. Korean
Math. Soc., 37 (2022), 851–864. https://doi.org/10.4134/CKMS.c210185

13. S. Kazan, A. Kazan, Sasakian statistical manifolds with semi-symmetric metric connection, Uni.
J. Math. Appl., 1 (2018), 226–232. https://doi.org/10.32323/ujma.439013

14. C. W. Lee, J. W. Lee, Inequalities on Sasakian statistical manifolds in terms of Casorati curvatures,
Mathematics, 6 (2018), 259. https://doi.org/10.3390/math6110259

15. I. Mihai, I. Presura, An inequality for contact CR-submanifolds in Sasakian space forms, J. Geom.,
34 (2018), 109. https://doi.org/10.1007/s00022-018-0440-4

16. C. D. Neacsu, Mixed 3-Sasakian statistical manifolds and statistical submersions, In: Rovenski,
V., Walczak, P., Wolak, R. (eds) Differential Geometric Structures and Applications. IWDG 2023.
Springer, 440 (2024).

17. M. Noguchi, Geometry of statistical manifolds, Diff. Geom. Appl., 2 (1992), 197–222.
https://doi.org/10.1016/0926-2245(92)90011-B

18. V. Rani, J. Kaur, On Contact CR-Product of Sasakian statistical manifold, preprint paper, 2023.
https://doi.org/10.48550/arXiv.2305.19790

19. A. N. Siddiqui, A. Ali, A. H. Alkhaldi, Chen optimal inequalities of CR-warped
products of generalized Sasakian space form, J. Taibah Univ. Sci., 14 (2020), 322–330.
https://doi.org/10.1080/16583655.2020.1738704

AIMS Mathematics Volume 9, Issue 10, 29220–29234.

https://dx.doi.org/https://doi.org/10.11650/tjm/180405
https://dx.doi.org/https://doi.org/10.1142/S0129167X12500450
https://dx.doi.org/https://doi.org/10.48550/arXiv.1307.1030
https://dx.doi.org/https://doi.org/10.1016/j.geomphys.2017.03.010
https://dx.doi.org/https://doi.org/10.1007/s00022-017-0403-1
https://dx.doi.org/https://doi.org/10.4134/CKMS.c210185
https://dx.doi.org/https://doi.org/10.32323/ujma.439013
https://dx.doi.org/https://doi.org/10.3390/math6110259
https://dx.doi.org/https://doi.org/10.1007/s00022-018-0440-4
https://dx.doi.org/https://doi.org/10.1016/0926-2245(92)90011-B
https://dx.doi.org/https://doi.org/10.48550/arXiv.2305.19790
https://dx.doi.org/https://doi.org/10.1080/16583655.2020.1738704


29234

20. A. N. Siddiqui, A. H. Alkhaldi, M. H. Shahid, Geometric inequalities for CR δ-invariant on generic
statistical submanifolds, Filomat, 38 (2024), 1343–1355. https://doi.org/10.2298/FIL2404343S

21. S. Uddin, E. Peyghan, L. Nourmohammadifar, R. Bossly, On nearly Sasakian and nearly Kähler
statistical manifolds, Mathematics, 11 (2023), 2644. https://doi.org/10.3390/math11122644

22. P. W. Vos, Fundamental equations for statistical submanifolds with applications to the Bartlett
correction, Ann. Inst. Stat. Math., 41 (1989), 429–450. https://doi.org/10.1007/BF00050660

23. K. Yano, M. Kon, Generic submanifolds of Sasakian manifolds, Kodai Math. J., 3 (1980), 163–196.
https://doi.org/10.2996/kmj/1138036191

24. K. Yano, M. Kon, Structures on manifolds, Singapore: World Scientific, 1984.

© 2024 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0)

AIMS Mathematics Volume 9, Issue 10, 29220–29234.

https://dx.doi.org/https://doi.org/10.2298/FIL2404343S
https://dx.doi.org/https://doi.org/10.3390/math11122644
https://dx.doi.org/https://doi.org/10.1007/BF00050660
https://dx.doi.org/https://doi.org/10.2996/kmj/1138036191
https://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminaries
	On generic statistical submanifolds
	A geometric inequality
	Conclusion and Remarks

