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Abstract: Ecological aquaculture represents an important approach for maintaining sustainable
economic income. Unreasonable aquaculture may result in resource wastage and population extinction.
Human activities and behaviors such as predation among populations make the ecosystem very
complex. Thus, seeking an appropriate intervention strategy is a favorable measure to overcome this
situation. In this paper, we present a novel ecological aquaculture management model with stage-
structure and impulsive nonlinear releasing larval predators. The sufficient conditions for the prey and
the predators coexistence as well as global stability of a prey-vanishing periodic solution were obtained
using the Floquet theorem and other analytic tactics. Subsequently, we verified our findings using
mathematical software. We also found a system with a nonlinear impulse exhibiting rich dynamical
properties by drawing bifurcation parameter graphs. These findings provide a firm theoretical basis for
managing ecological aquaculture.
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1. Introduction

Fishery is a crucial industry that provides food for humanity and plays a significant role in the
national economic development [1]. However, in recent years, the lack of comprehensive planning
for fishery development and the mismanagement of marine resources have led to a drastic decline
in fish populations [2–4]. For example, the Yangtze finless porpoise, sawfishes, and horseshoe
crabs have been listed as endangered species due to excessive fishing. However an appropriate

https://www.aimspress.com/journal/Math
https://dx.doi.org/ 10.3934/math.20241410


29054

harvesting strategy can maintain the sustainable survival of the population such as the summer fishing
moratorium policy implemented in the East China Sea, Yellow Sea, and other sea areas in China,
and fishing operations are prohibited during specific time periods, allowing marine fishery resources
to recuperate and rest. This promotes the stability of the marine ecosystem and the sustainable
development of the fishery. Therefore, it is imperative to investigate the sufficient conditions for
the sustainable survival of populations under moderate harvesting. However, biological systems are
composed of numerous interacting components, and interactions such as competition and predation
among biological individuals will lead to the model showing complex dynamic behaviors. In addition,
human activities, such as excessive fishing, greatly disturb the biological system, making the system
more complex. These realistic factors make the system become difficult to control.

An effective way to make the system controllable is to carry out appropriate intervention on it, and
regulate the parameters of the system to make it favorable. Mathematical modeling is an effective
tool to seek the appropriate range of intervention by turning complex biological problems into a
mathematical problem with the help of mathematical modeling. Through reasoning and analysis of
the model, the impact of human intervention on the biological system can be predicted, and we can
get an intervention strategy that is beneficial to the biological system. The government and relevant
practitioners can formulate reasonable strategies in line with the development of the aquaculture system
according to the mathematical results and effectively predict and control the trend of the ecosystem.

To explore the influence of human activities on biological system, many models are formulated
to study the impact of harvesting effects. For instance, many researchers [5–8] have developed and
analyzed continuous harvesting models using ordinary differential equations. They have identified
optimal harvesting strategies in predator-prey models incorporating factors such as ratio-dependent
growth, disease, refuge availability, and nonlinear prey harvesting. Additionally, researchers [9]
have investigated a Lotka-Volterra kind of model involving two prey species and one predator, with
the predator population being subjected to harvesting. Other researchers [10] explored a predator-
prey system featuring Michaelis–Menten type predator harvesting. They researched positive fixed
point’s stability of the system and rigorously analyzed the existence of saddle–node bifurcation and
transcritical bifurcation. There are many scholars that use ordinary differential equations to perform
related studies, such as [11–15]. These works have deepened our comprehensive to predator-prey
models with harvesting.

In the aforementioned models, the authors consistently focus on continuous harvesting. However, in
biological resource management, harvesting practices are often periodic and impulsive. For instance,
fishing allows for the harvesting of fish at their peak economic value during the appropriate stage of
production. Furthermore, by fishing in accordance with the demand cycle for different specifications
of aquatic products in the market, it is possible to more effectively meet market supply needs [16–19].
Therefore, many scholars used pulses to depict this periodic phenomenon. The study on the global
stability and persistence for impulsive harvesting models were conducted by [20–24]. Moreover, given
the resource limitation, the researchers in [25] proposed a pest management model using biological
control, in which natural enemies are released using a nonlinear impulsive method.
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

dx(t)
dt

= x(t)g(x(t)) − p(x(t))y(t),

dy(t)
dt

= cp(x(t))y(t) − Dy(t),

 t , nτ,

x(t+) =

[
1 −

δx(t)
x(t) + h

]
x(t),

y(t+) = y(t) +
λ

1 + θy(t)
,

 t = nτ,

(1.1)

x(t), y(t) stand for the densities of prey and predator populations at time t respectively. τ denotes the
pulse period. The function g(x(t)) represents the intrinsic growth rate of x(t), and p(x(t)) denotes the
response function of the predator. c > 0 is the rate of conversing prey into predator, and D > 0 is
the death rate of the predator. 0 ≤ δ < 1 represents the maximal fatality rate, and h > 0 is a half
saturation constant for the prey. θ ≥ 0 is a shape parameter, λ > 0 denotes the release amount of
y(t), and λ

1+θy(t) indicates the predator’s release amount dependents on their populations. Reasonable
utilization of resource is one of the core points of ecological aquaculture [26, 27]. Compared to the
traditional linear impulse release, the nonlinear impulse release λ

1+θy(t) can avoid the excessive use and
waste of resources, it reflects the rational utilization of resources, and highly conforms to the concept
of sustainable development emphasized in ecological aquaculture.

However, only a few studies have considered adding nonlinear impulsive control and the stage
structure of the population simultaneously to the ecological aquaculture modeling. Aquatic organisms
typically undergo a process of growth and development, from immaturity to maturity. Different
stages of aquatic organisms exhibit distinct physiological functions. For example, the juveniles of
both octopus and sea bass are deficient in effective predatory capabilities, and the juveniles of aquatic
animals generally do not possess reproductive competence. In addition, the mature fish always hold
greater economic value in the fishing industry compared to immature fish. Therefore, it is typical
to rear immature fish while harvesting mature ones. Thus, considering the stage structure of fish is
helpful to assess the long-term impact of farming activities on water resources and the ecological
environment. The amount and nature of the excreta and metabolites of fish at different stages are
different, and the impact on water quality and ecological balance is also different. For instance, in the
process of eel farming, the waste produced in the larval stage is relatively less, while the excrement in
the adult stage increases. Through the consideration of the stage structure, water treatment facilities
can be optimized to achieve the sustainable development of aquaculture. Consequently, investigating
the survival dynamics of populations with stage-structured characteristics is more practical and has
undeniable importance for realizing the maximization of economic benefits and promoting sustainable
development.

On the basis of the considerations mentioned above, we develop a novel ecological aquaculture
management model that integrates: (i) The predator of a system that possesses stage-structure; and
(ii) the larval predator in the system is released using impulsive nonlinear releasing. The structure
of this paper is as follows: In Section 2, we present the formulation of our mathematical model.
In Section 3, we introduce and prove key lemmas that are essential for subsequent analysis. In
Section 4, we discuss the prey-vanishing periodic solution’s stability and the conditions for prey-
predator cohabitation, respectively. Section 5 is dedicated to numerical simulations. Finally, we give
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our conclusions in Section 6.

2. Model formulation

First, we use x(t) to represent the density of prey population at time t, and we suppose that the prey
population follows the Logistical growth in the environment without predators, that is dx

dt = rx(1 − x
K ),

where r > 0 denotes the prey’s growth rate and K > 0 is the environmental capacity. The classic
predator-prey model is  dx

dt = rx(1 − x
K ) − p(x)y,

dy
dt = kp(x)y − by,

where b > 0 is the mortality of predator, and k > 0 is the rate of conversing prey into mature predators.
In this paper, we divide the predator population y(t) into the immature group y1(t) and the mature group
y2(t). Thus, y(t) = y1(t) + y2(t). We assume that the immature predators are young or they are fish roe
so that they do not eat the prey. Since fish are vertebrates, the reaction function that conforms to the
predation of vertebrates in biological literature is Holling type II, that is p(x) =

βx
1+αx (α > 0, β > 0).

Considering the predator population with Holling type II functional response and the stage-structure
of predators, we establish the following kind of a prey-predator system with stage structure for the
predator population: 

dx(t)
dt = rx(t)

(
1 − x(t)

K

)
−

βx(t)y2(t)
1+αx(t) ,

dy1(t)
dt = −(c + b)y1(t),

dy2(t)
dt = cy1(t) − by2(t) +

kβx(t)y2(t)
1+αx(t) ,

(2.1)

where c > 0 is the conversion rate of predator larvae to adults.

We assume the harvesting for mature predators at each time point nω, at which the immature
predators are released simultaneously, where ω > 0 represents harvesting period of mature predators
and releasing period of immature predators, n ∈ Z+. Moreover, the nonlinear function is employed to
depict the release for immature predators given the resource limitation, i.e., we choose

y1(t+) = y1(t) +
umax

1 + θy1(t)
, y2(t+) = (1 − h)y2(t), t = nω, (2.2)

where umax
1+θy1(t) (θ > 0, umax is the maximum release amount of larval predators and umax > 0) represents

the release amount depends on the number of the immature predator, when y1(t) → 0, umax
1+θy1(t) → umax,

when y1(t)→ +∞, umax
1+θy1(t) → 0. 0 < h < 1 denotes the harvest proportion of the mature predator.

With the control measures displayed as the (2.2) and model (2.1) taken into account. Let 4y1(t) =

y1(t+)−y1(t), 4y2(t) = y2(t+)−y2(t). We establish following ecological aquaculture management model
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with stage-structure and impulsive nonlinear releasing larval predators:

dx(t)
dt

= rx(t)
(
1 −

x(t)
K

)
−
βx(t)y2(t)
1 + αx(t)

,

dy1(t)
dt

= −(c + b)y1(t),

dy2(t)
dt

= cy1(t) − by2(t) +
kβx(t)y2(t)
1 + αx(t)

,


t , nω,

4x(t) = 0,

4y1(t) =
umax

1 + θy1(t)
,

4y2(t) = −hy2(t),

 t = nω.

(2.3)

This model accurately reflects the predation relationship in the ecological aquaculture system.
Compared with the previous models, we have simultaneously considered the stage structure of the
population and the nonlinear impulse releasing strategy to reduce resource waste.

3. The lemmas

Let R+=[0,∞), R3
+ = {X ∈ R3 : X ≥ 0}. X(t) = (x(t), y1(t), y2(t))

′

: R+ → R3
+ is the solution

of system (2.3) and it is piecewise continuous. Here f is the map defined by the right hand of
system (2.3). According to [28], the smoothness of f ensures that the solutions of system (2.3) possess
global existence and uniqueness.

Lemma 3.1. Positivity of the solutions.
Suppose X(0+) ≥ 0, X(t) = (x(t), y1(t), y2(t))

′

is a solution of (2.3) corresponding to the original
value X(0+), then x(t) ≥ 0, y1(t) ≥ 0, y2(t) ≥ 0 for ∀t ≥ 0. Further, x(t) > 0, y1(t) > 0, y2(t) > 0 if
X(0+) > 0.

Proof. For x(t), because x(t) is continuous, we can get

x(t) = x(0+)eψ(t), ψ(t) =

∫ t

0

[
r
(
1 −

x(s)
K

)
−

βy2(s)
1 + αx(s)

]
ds.

Using the non-negative of the exponential function, we can know the positivity of x(t) depends on the
x(0+).

For y1(t), because the impulsive release will increase the population of y1(t), we only need to
consider the results without pulse. Then

y1(t) = y1(0+)e−(b+c)t, ∀t ∈ (0,+∞).

Thus, the positivity of y1(t) depends on the y1(0+).
For y2(t), ∀t > 0, ∃n ∈ Z, such that t ∈ (nω, (n + 1)ω]. The following is a mathematical induction

of n.
(1) n = 0, we suppose that ∃t1 ∈ (0, ω] such that y2(t1) ≤ 0. Let t1 be the minimum time when

y2(t) = 0 in (0, ω]. That is ∀t ∈ (0, t1), we have y2(t) , 0. According to y2(0+) > 0 and the continuity
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of y2(t) on (0, ω), then y2(t) > 0, t ∈ (0, t1). We notice that

dy2(t)
dt

∣∣∣∣
t=t1

= cy1(t1) > 0,

and dy2(t)
dt is continuous at t1. Thus, ∃δ1 > 0, such that ∀t ∈ (t1 − δ1, t1) ⊂ (0, t1), dy2(t)

dt > 0.

y2(t) − y2(t1)
lagrange

======== y
′

2(η)(t − t1) < 0, t ∈ (t1 − δ1, t1), η ∈ (t, t1).

That is y2(t) < y2(t1) = 0, t ∈ (t1 − δ1, t1). This is contradictory. So, y2(t) > 0, t ∈ (0, ω].
(2) Suppose the conclusion holds when n = k.
Similar to the treatment of (1), we are able to obtain the conclusion when n = k + 1. Therefore,

from mathematical induction, we have y2(t) > 0,∀t > 0. This proof is complete. �

Lemma 3.2. Eventual consistent boundedness of solutions. For all solutions of system (2.3), ∃U > 0
satisfies that x(t) ≤ U, y1(t) ≤ U, y2(t) ≤ U when t is large enough.

Proof. Suppose X(t) = (x(t), y1(t), y2(t))
′

is a solution of (2.3). Let V(t) = kx(t) + y1(t) + y2(t), then we
can get  dV(t)

dt + `V(t) = − kr
K x2(t) + (r + `)kx(t) + (` − b)(y1(t) + y2(t)), t , nω,

V(nω+) = V(nω) + umax
1+θy1(nω) − hy2(nω),

(3.1)

clearly, first equation can be limited by a positive number when 0 < ` < b, and the second equation
can be enlarged to V(nω) + umax. So, ∃`0, G0 > 0, such that dV(t)

dt + `0V(t) ≤ G0,

V(nω+) ≤ V(nω) + umax.
(3.2)

We examine the comparative system:
dV1(t)

dt
+ `0V1(t) = G0,

V1(nω+) = V1(nω) + umax,

V1(0+) = V(0+),

(3.3)

through simple calculation, we can get

V1(t) =

(
V1(0+) −

G0

`0

)
e−`0t +

umax

(
1 − e−n`0ω

)
1 − e−`0ω

e−`0(t−nω) +
G0

`0
,

using the comparison theorem in [28], then

V(t) ≤
(
V1(0+) −

G0

`0

)
e−`0t +

umax

(
1 − e−n`0ω

)
1 − e−`0ω

e−`0(t−nω) +
G0

`0

≤

(
V1(0+) −

G0

`0

)
e−`0t +

umax

(
1 − e−n`0ω

)
1 − e−`0ω

+
G0

`0
,

→
umax

1 − e−`0ω
+

G0

`0
(t → ∞).
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V(t) can be limited by a positive constant. So, ∃U > 0, for all solutions of system (2.3), we have
x(t) ≤ U, y1(t) ≤ U, y2(t) ≤ U when t → ∞.

Suppose the prey becomes extinct, then the following subsystem can be acquired as

dy1(t)
dt

= −(c + b)y1(t),

dy2(t)
dt

= cy1(t) − by2(t),

 t , nω,

4y1(t) =
umax

1 + θy1(t)
,

4y2(t) = −hy2(t),

 t = nω.

(3.4)

�

Lemma 3.3. The periodic solution of subsystem (3.4) is ỹ(t) = (ỹ1(t), ỹ2(t))
′

,ỹ1(t) = y∗1e−(c+b)(t−nω), t ∈ (nω, (n + 1)ω],
ỹ2(t) = e−b(t−nω)[y∗2 − y∗1(e−c(t−nω) − 1)], t ∈ (nω, (n + 1)ω],

(3.5)

where 
y∗1 =

−B+
√

B2+4Aumax

2A ,

y∗2 =
(1−h)e−ωb(e−ωc−1)y∗1

(1−h)e−ωb−1 ,

B = 1 − e−(b+c)ω < 1,
A = Bθe−(b+c)ω,

(3.6)

and all solutions y(t) = (y1(t), y2(t))
′

of system (3.4) satisfy |y1(t)−ỹ1(t)| → 0, |y2(t)−ỹ2(t)| → 0 (t → ∞).

Proof. According to [25], system  dy1(t)
dt = −(c + b)y1(t), t , nω,

4y1(t) = umax
1+θy1(t) , t = nω,

(3.7)

exists unique periodic solution ỹ1(t) and it is globally asymptotically stable. Thus all solutions y1(t) of
system (3.4) have |y1(t) − ỹ1(t)| → 0. For all solutions of system (3.4), dy2(t)

dt = cy1(t) − by2(t), dỹ2(t)
dt =

cỹ1(t) − bỹ2(t). So, d(y2(t)−ỹ2(t))
dt = c(y1(t) − ỹ1(t)) − b(y2(t) − ỹ2(t)). Let W(t) = y2(t) − ỹ2(t), we haveW

′

(t) = c(y1(t) − ỹ1(t)) − bW(t), t , nω,

4W(t) = −hW(t), t = nω.
(3.8)

Because |y1(t) − ỹ1(t)| → 0, ∀ε > 0, −cε − bW(t) ≤ W
′

(t) ≤ cε − bW(t) for any n large enough, where
t ∈ (nω, (n + 1)ω]. Further, we can get−cε

b ≤ W(t) ≤ cε
b , t ∈ (nω, (n + 1)ω],

W(nω) =
W(nω+)

1−h ∈
[
−cε

b(1−h) ,
cε

b(1−h)

]
,

(3.9)

for any n large enough. That is −cε
b(1−h) ≤ W(t) ≤ cε

b(1−h) for any t large enough. Let ε → 0, we get

W(t)→ 0, which is |y2(t) − ỹ2(t)| → 0, as t → ∞. We complete the proof. �
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For convenience, we suppose conditions as
(H1)

rω < β

[
y∗1 + y∗2

b
(1 − e−bω) −

By∗1
b + c

]
;

(H2)

rω <
β

1 + αK

[
y∗1 + y∗2

b
(1 − e−bω) −

By∗1
b + c

]
;

(H3)

rω > β

[
y∗1 + y∗2

b
(1 − e−bω) −

By∗1
b + c

]
.

4. The dynamics

Theorem 4.1. If satisfy condition (H1), the periodic solution of prey-vanishing (0, ỹ1(t), ỹ2(t))
′

of
system (2.3) is locally asymptotically stable. If satisfy condition (H2), the periodic solution of prey-
vanishing (0, ỹ1(t), ỹ2(t))

′

of system (2.3) is global attraction.

Proof. Defining O(t) = x(t), P(t) = y1(t) − ỹ1(t), Q(t) = y2(t) − ỹ2(t), thus we can get the system:

dO(t)
dt

= rO(t)
(
1 −

O(t)
K

)
−
βO(t)(Q(t) + ỹ2(t))

1 + αO(t)
,

dP(t)
dt

= −(c + b)P(t),

dQ(t)
dt

= cP(t) − bQ(t) +
kβO(t)(Q(t) + ỹ2(t))

1 + αO(t)
,


t , nω,

4O(t) = 0,

4P(t) =
−umaxθP(t)

[1 + θ(ỹ1(t) + P(t))](1 + θỹ1(t))
,

4Q(t) = −hQ(t),

 t = nω.

(4.1)

Further, we obtain the linear system by Taylor expansion:

dO(t)
dt

= (r − βỹ2(t))O(t),

dP(t)
dt

= −(c + b)P(t),

dQ(t)
dt

= kβỹ2(t)O(t) + cP(t) − bQ(t),


t , nω,

4O(t) = 0,

4P(t) = −
θumax

(1 + θỹ1(t))2
P(t),

4Q(t) = −hQ(t),

 t = nω.

(4.2)
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That is 
Ȯ(t)

Ṗ(t)

Q̇(t)

 =


r − βỹ2(t) 0 0

0 −(c + b) 0

kβỹ2(t) c −b




O(t)

P(t)

Q(t)

 , (4.3)

and 
O(nω+)

P(nω+)

Q(nω+)

 =


1 0 0

0 1 − θumax

(1+θ ˜y1(nω))2 0

0 0 1 − h




O(nω)

P(nω)

Q(nω)

 . (4.4)

Through simple calculation, the basic solution matrix of (4.3) can be obtained:

Φ(t) =


e
∫ t

0 [r−βỹ2(s)]ds 0 0

0 e−(c+b)t 0

∗ ∗ e−bt

 ,
and the monodromy matrix of system (4.3) with respect to Φ(t) is as follows:

0 =


1 0 0

0 1 − θumax

(1+θỹ1(ω))2 0

0 0 1 − h

 Φ(ω)

=


1 0 0

0 1 − θumax

(1+θỹ1(ω))2 0

0 0 1 − h




e
∫ ω

0 [r−βỹ2(t)]dt 0 0

0 e−(c+b)ω 0

∗ ∗ e−bω

 .
(4.5)

The eigenvalues of 0 determine the stability of (0, ỹ1(t), ỹ2(t))
′

, and the ∗ in the matrix 0 can’t influence

it’s eigenvalues. The eigenvalues of 0 are λ1 = e
∫ ω

0 [r−βỹ2(t)dt], λ2 = e−(c+b)ω
[
1 − θumax

(1+θ ˜y1(ω))2

]
and λ3 =

(1 − h)e−bω. According to the Floquet theory [28] and condition (H1), we can get |λ1| < 1, |λ2| < 1 and
|λ3| < 1. Therefore, (0, ỹ1(t), ỹ2(t))

′

is locally asymptotically stable.
Next, we demonstrate the global attractiveness of the solution. We find that dy2(t)

dt ≥ cy1(t) − dy2(t),
then we examine the comparative system:

dψ1(t)
dt

= −(c + b)ψ1(t),

dψ2(t)
dt

= cψ1(t) − bψ2(t),

 t , nω,

4ψ1(t) =
umax

1 + θψ1(t)
,

4ψ2(t) = −hψ2(t),

 t = nω.

(4.6)
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By using Lemma 3.3 and comparison theorem, we can get:y1(t) ≥ ψ1(t) ≥ ỹ1(t) − ε,
y2(t) ≥ ψ2(t) ≥ ỹ2(t) − ε,

(4.7)

when t is large enough. For avoiding the trouble brought by too many symbols, we suppose (4.7) be
valid for t ≥ 0. According to the system (2.3), we observe that

dx(t)
dt
≤ rx(t) −

r
K

x2(t).

Hence, we examine the comparative system
dm(t)

dt = rm(t) − r
K m2(t), t , nω,

m(t+) = m(t), t = nω,

m(0+) = x(0+),

(4.8)

then we can get x(t) ≤ m(t). m(t) is the solution of Eq (4.8). We can easily calculate that m(t) =
1

1
K (1−e−rt)+ 1

m(0+) e−rt , m(t) → K as t → ∞. Thus, x(t) ≤ K when t is large enough. We suppose that

0 < x(t) ≤ K for all t ≥ 0. According to condition (H2), using local sign preserving theorem of limit,
we can select ε > 0, such that

rω −
β

1 + αK

[
y∗1 + y∗2

b
(1 − e−bω) −

By∗1
c + b

− εω

]
< 0.

By observing the system (2.3), we can get

dx(t)
dt
≤

r − β(ỹ2(t) − ε)
1 + αK

 x(t).

We examine the system: 
dx(t)

dt ≤

(
r − β(ỹ2(t)−ε)

1+αK

)
x(t), t , nω,

x(t+) = x(t), t = nω,
(4.9)

through simple calculus, we can get

x(t) ≤ x(nω+)e
rω− β

1+αK

[
y∗1+y∗2

b (1−e−bω)−
By∗1
c+b−εω

]
= x(nω+)ρ, t ∈ (nω, (n + 1)ω].

We get x((n + 1)ω+) ≤ x(nω+)ρ, for all n ∈ Z+. So, x(nω+) ≤ x(0+)ρn. we can derive x(nω+) ≤
x(0+)ρn → 0, as t → ∞. Therefore x(t)→ 0, as t → ∞.

Afterwards, we demonstrate y1(t) → ỹ1(t), y2(t) → ỹ2(t). Using the definition of the limit, we can
get ∀0 < ε < b

kβ , ∃t0 > 0, ∀t ≥ t0, 0 < x(t) < ε is valid. We suppose that 0 < x(t) < ε for ∀t ≥ 0. Then,
according to system (2.3), we can observe that

cy1(t) − by2(t) ≤
dy2(t)

dt
≤ cy1(t) +

(
kβε

1 + αε
− b

)
y2(t),
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then, it can be obtained ϕ1(t) ≤ y1(t) ≤ ϕ̂1(t), ϕ2(t) ≤ y2(t) ≤ ϕ̂2(t), and ϕ1(t) → ỹ1(t), ϕ2(t) → ỹ2(t),
ϕ̂1(t)→ ˆ̃ϕ1(t), ϕ̂2(t)→ ˆ̃ϕ2(t), as t → ∞. ϕ(t) = (ϕ1(t), ϕ2(t))

′

is the solution of

dϕ1(t)
dt

= −(c + b)ϕ1(t),

dϕ2(t)
dt

= cϕ1(t) − bϕ2(t),

 t , nω,

4ϕ1(t) =
umax

1 + θϕ1(t)
,

4ϕ2(t) = −hϕ2(t),

 t = nω,

(4.10)

and ϕ̂(t) = (ϕ̂1(t), ϕ̂2(t))
′

is the solution of

dϕ̂1(t)
dt

= −(c + b)ϕ̂1(t),

dϕ̂2(t)
dt

= cϕ̂1(t) +

(
kβε

1 + αε
− b

)
ϕ̂2(t),


t , nω,

4ϕ̂1(t) =
umax

1 + θϕ̂1(t)
,

4ϕ̂2(t) = −hϕ̂2(t),

 t = nω.

(4.11)

Where ˆ̃ϕ1(t) = ϕ̂∗1e−(c+b)(t−nω), t ∈ (nω, (n + 1)ω],
ˆ̃ϕ2(t) = e−b(t−nω)

[ (1+αε)cϕ̂∗1
(1+αε)c+kβε (e

kβε
1+αε (t−nω) − e−c(t−nω)) + ϕ̂∗2e

kβε
1+αε (t−nω)

]
, t ∈ (nω, (n + 1)ω],

(4.12)

and 
ϕ̂∗1 = y∗1,

ϕ̂∗2 =
(1−h)ce−bω(e−cω−e

kβεω
1+αε )ϕ̂∗1

[(1−h)e−bω−1](c+
kβε

1+αε )
,

(4.13)

y∗1 is defined by (3.6). Then, ∀ε1 > 0, ∃t1 > 0, ∀t > t1ỹ1(t) − ε1 ≤ ϕ1(t) ≤ y1(t) ≤ ϕ̂1(t) ≤ ˆ̃ϕ1(t) + ε1,

ỹ2(t) − ε1 ≤ ϕ2(t) ≤ y2(t) ≤ ϕ̂2(t) ≤ ˆ̃ϕ2(t) + ε1.
(4.14)

Let ε→ 0, ỹ1(t) − ε1 ≤ y1(t) ≤ ỹ1(t) + ε1,

ỹ2(t) − ε1 ≤ y2(t) ≤ ỹ2(t) + ε1,
(4.15)

for ∀t > t1, which implies y1(t)→ ỹ1(t), y2(t)→ ỹ2(t), as t → ∞. This proof is complete. �

Thereafter, we examine the persistence of system (2.3). We first present the definition of system
persistence.
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Definition 4.1. We state a system (2.3) is persistent, if ∃l, L > 0, ∀X(0+) > 0 ∃T0 > 0, ∀X(t) =

(x(t), y1(t), y2(t))
′

, we always can get l ≤ x(t) ≤ L, l ≤ y1(t) ≤ L, l ≤ y2(t) ≤ L for all t ≥ T0. Where X(t)
is the solutions of system (2.3) corresponding to the original value X(0+).

Theorem 4.2. If condition (H3) holds, system (2.3) is permanent.

Proof. Let X(t) is a solution of system (2.3) corresponding to the original value X(0+) > 0. By
Lemma 3.2, we have demonstrated ∃U > 0 such that x(t) 6 U, y1(t) 6 U, y2(t) 6 U when t is large
enough. From (4.7), we know y1(t) ≥ ỹ1(t) − ε, y2(t) ≥ ỹ2(t) − ε when t is large enough, where ε > 0.
Thus

y1(t) ≥ min
[0,ω]

ỹ1(t) = m2, y2(t) ≥ min
[0,ω]

ỹ2(t) = ḿ2,

when t is large enough. So, we only need to examine the lower bound of x(t). Next, we will proceed
in two steps.

Step1. According to the condition (H3), ∃m3 > 0, ε1 > 0 such that

σ = rω −
rm3

K
ω − βε1ω − β

[
∆1 + ξ∗2
∆2 − b

(e(∆2−b)ω − 1) +
∆1

c + b
(e−(c+b)ω − 1)

]
> 0,

∆2 < b,

where 
∆1 =

(1+αm3)cy∗1
(1+αm3)c+kβm3

,

∆2 =
kβm3

1+αm3
,

ξ∗2 =
(1−h)ce−bω(e−cω−e

kβm3ω
1+αm3 )y∗1

[(1−h)e−bω−1](c+
kβm3

1+αm3
)
.

(4.16)

The reasons are as follows. Because σ → rω − β
[ y∗1+y∗2

b (1 − e−bω) − By∗1
c+b

]
> 0, when m3 → 0 and

ε1 → 0. Then according to the local sign preserving theorem of limit, we can always find m3 and ε1

that make the σ > 0 hold.
For the above m3, we will prove that ∃t2 > 0 such that x(t2) ≥ m3. We use the method of

contradiction and suppose that the proposition is not tenable. That is x(t) < m3, for any t > 0. Checking
the comparative system: 

dξ1(t)
dt

= −(c + b)ξ1(t),

dξ2(t)
dt

= cξ1(t) + (
kβm3

1 + αm3
− b)ξ2(t),

 t , nω,

4ξ1(t) =
umax

1 + θξ1(t)
,

4ξ2(t) = −hξ2(t),

 t = nω.

(4.17)

According to the Lemma 3.3, we can obtain that y1(t) ≤ ξ1(t), y2(t) ≤ ξ2(t) and ξ1(t) → ξ1(t), ξ2(t) →
ξ2(t), t → ∞, where(ξ1(t), ξ2(t))

′

is the solution of (4.17).
Where
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
ξ1(t) = y∗1e−(c+b)(t−nω), t ∈ (nω, (n + 1)ω],

ξ2(t) = e−b(t−nω)
[

(1+αm3)cy∗1
(1+αm3)c+kβm3

(e
kβm3

1+αm3
(t−nω)

− e−c(t−nω)) + ξ∗2e
kβm3

1+αm3
(t−nω)

]
, t ∈ (nω, (n + 1)ω],

(4.18)

and

ξ∗2 =
(1 − h)ce−bω(e−cω − e

kβm3ω
1+αm3 )y∗1

[(1 − h)e−bω − 1](c +
kβm3

1+αm3
)
,

y∗1 is defined by Eq (4.13). Therefore, we find a t1 > 0 satisfiesy1(t) ≤ ξ1(t) ≤ ξ1(t) + ε1,

y2(t) ≤ ξ2(t) ≤ ξ2(t) + ε1,
(4.19)

and  dx(t)
dt ≥ x(t)[r − rm3

K − β(ξ2(t) + ε1)], t ∈ (nω, (n + 1)ω],
x(t+) = x(t), t = nω,

(4.20)

for t > T1. Let N1 ∈ N and N1ω > T1, integrating (4.20) on (nω, (n + 1)ω], n ≥ N1, we get

x((n + 1)ω) ≥ x(nω)e
∫ (n+1)ω

nω

[
r− rm3

K −β(ξ2(t)+ε1)
]
dt = x(nω)eσ, (4.21)

then, x((N1 + k)ω) ≥ ekσx(N1ω
+) → ∞ (k → ∞). This is contrary to the boundedness of x(t). Hence,

∃t2 > 0 such that x(t2) ≥ m3.
Step2. If x(t) ≥ m3 for t > t2, only need to let l = min{m2, ḿ2,m3}, then our proof is complete. If

∃t́ > t2 in such way that x(t́) < m3, let A = {t : t > t2, x(t) < m3}. Then A is not empty and has a lower
bound t́, according to the supremum principle, t∗ = in f A = in f {t : t > t2, x(t) < m3} exists. According
to the continuity of x(t), we have x(t∗) = m3.

For above t∗, ∃ϑ1 ∈ Z, such that t∗ ∈ (ϑ1ω, (ϑ1 + 1)ω]. For above ϑ1 ∈ z, we select ϑ2, ϑ3 ∈ Z+, such
that

ϑ2ω > max


ln(

ε1

3(U + ξ∗2)
)

∆2 − b
,

ln(
ε1

6U
)

∆2 − b
,

ln(
ε1

6U
)

−c − b

 ,
eσ1(ϑ2+1)ωeϑ3σ > 1,

where σ1 = r(1 − m3
K ) − βU < 0, ξ∗2 is defined by Eq (4.16). Next, we assert that ∃t3 ∈ (t∗, (ϑ1 + ϑ2 +

ϑ3 + 1)ω], such that x(t3) ≥ m3. Otherwise x(t) < m3, t ∈ (t∗, (ϑ1 +ϑ2 +ϑ3 + 1)ω]. Consider (4.17) with
ξ2((ϑ1 + 1)ω+) = y2((ϑ1 + 1)ω+), we have

ξ2(t) = e−b(t−(ϑ1+1)ω)
[
e∆2(t−(ϑ1+1)ω)ξ2((ϑ1 + 1)ω+) +

cξ1((ϑ1+1)ω+)
c+∆2

(e∆2(T−(ϑ1+1)ω) − e−c(T−(ϑ1+1)ω))
]
,

ξ2(t) = e−b(t−(ϑ1+1)ω)
[
e∆2(t−(ϑ1+1)ω)ξ∗2 +

cξ∗1
c+∆2

(e∆2(t−(ϑ1+1)ω) − e−c(t−(ϑ1+1)ω))
]
,
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where t ∈ (nω, (n + 1)ω], then,∣∣∣ξ2(t) − ξ2(t)
∣∣∣

=

∣∣∣∣∣e−b(t−(ϑ1+1)ω)
[
e∆2(t−(ϑ1+1)ω)(ξ2((ϑ1 + 1)ω+) − ξ∗2) +

c(ξ1(ϑ1+1)ω+)−ξ∗2)
c+∆2

(e∆2(t−(ϑ1+1)ω) − e−c(t−(ϑ1+1)ω))
]∣∣∣∣∣

≤ e(∆2−b)(t−(ϑ1+1))ω(|ξ2((ϑ1 + 1)ω+)| + |ξ∗2|) +
c(|ξ1((ϑ1+1)ω+)|+|ξ∗1 |)

c+∆2

∣∣∣(e∆2(t−(ϑ1+1)ω) − e−c(t−(ϑ1+1)ω))
∣∣∣

≤ e(∆2−b)ϑ2ω(U + |ξ∗2|) + 2Ue(∆2−b)ϑ2ω + 2Ue−(c+b)ϑ2ω

≤
ε1
3 + ε1

3 + ε1
3

= ε1,

where ϑ1 +1 ≤ n ≤ ϑ1 +ϑ2 +ϑ3. Thus y2(t) ≤ ξ2(t) ≤ ξ2(t)+ε1, (ϑ1 +1+ϑ2)ω ≤ t ≤ (ϑ1 +1+ϑ2+ϑ3)ω.
This indicates (4.20) is valid for (ϑ1 + 1 + ϑ2)ω ≤ t ≤ (ϑ1 + 1 + ϑ2 + ϑ3)ω. According to the (4.21), we
get

x((ϑ1 + 1 + ϑ2 + ϑ3)ω)) ≥ x((ϑ1 + 1 + ϑ2)ω)eϑ3σ.

System (2.3) gives dx(t)
dt ≥ x(t)[r(1 − m3

K ) − βU] = x(t)σ1. Integrating it on (t∗, (ϑ1 + ϑ2 + 1)ω], then

x((ϑ1 + ϑ2 + 1)ω) ≥ m3eσ1(ϑ2+1)ω.

Thus x((ϑ1 + 1 + ϑ2 + ϑ3)ω) ≥ m3eσ1(ϑ2+1)ωeϑ3σ > m3, a contradiction. Let Ã = {t : t ≥ t∗, x(t) ≥ m3},
t̃ = in f Ã. Then, we get x(̃t) ≥ m3. For t ∈ (t∗, t̃], by integrating dx(t)

dt ≥ x(t)σ1 on [t∗, t), we have
x(t) ≥ x(t∗)eσ1(t−t∗) ≥ m3eσ1(n2+n3+1)ω = m1. Since x(̃t) ≥ m3, for the part where t > t̃, we can perform
the same process. Hence x(t) ≥ m1 for ∀t ≥ t2. We complete the proof. �

5. Numerical simulations

In order to validate our theoretical findings, we will carry out numerical simulations in this part. We
notice that

rω − β
[ y∗1+y∗2

b (1 − e−bω) +
By∗1
c+b

]
= rω − β

[
y∗1(1−(1−h)e−bω)[(c+b)(1−e−bω)−(1−e−(b+c)ω)b]+(1−h)e−bω(1−e−cω)(1−e−bω)y∗1(c+b)

b(c+b)[1−(1−h)e−bω]

]
,

where

y∗1 =
−(1 − e−(c+b)ω) +

√
(1 − e−(c+b)ω)2 + 4(1 − e−(c+b)ω)θue−(c+b)ω

2(1 − e−(c+b)ω)θe−(c+b)ω .

We select a series of fixed parameters as follows,

r = 0.3, K = 1, k = 0.5, b = 0.2, c = 0.7, β = 2, α = 1, θ = 1, ω = 2.

5.1. The role of the maximum release amount umax.

First, setting h = 0.5, umax = 0.1, we can calculate that

y∗1 =
−1 + e−1.8 +

√
(1 − e−1.8)2 + 4(1 − e−1.8) × 1 × 0.1 × e−1.8

2 × e−1.8(1 − e−1.8)
≈ 0.118,

and
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β

[
y∗1 + y∗2

b
(1 − e−bω) −

By∗1
c + b

]
≈ 0.3179 < 0.6 = rω.

It follows from the conditions of Theorem 4.2, the system (2.3) is persistent as shown in Figure. 1.

(a) (b)

Figure 1. The diagrams of population change of system (2.3) with (x(0+), y1(0+), y2(0+)) =

(0.5, 0.5, 0.5) and h = 0.5, umax = 0.1. (a) Time-series diagram, (b) The phase graph.

Moreover, when we take maximum release amount umax = 0.5, and keep the other parameters
unchanged. Consequently,

y∗1 =
−1 + e−1.8 +

√
(1 − e−1.8)2 + 4(1 − e−1.8) × 1 × 0.5 × e−1.8

2 × e−1.8(1 − e−1.8)
≈ 0.549,

and

β

1 + αK

[
y∗1 + y∗2

b
(1 − e−bω) +

By∗1
c + b

]
=

0.549 × (1 − 0.5e−0.4) × 0.1298 + 0.5e−0.4 × (1 − e−1.4)(1 − e−0.4) × 0.549 × 0.9
0.18 × (1 − 0.5e−0.4)

≈ 0.7396 > 0.6 = rω.

According to the conditions of Theorem 4.1, the periodic solution of prey-vanishing of system (2.3) is
globally asymptotically stable (see Figure 2).
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(a) (b)

(c) (d)

Figure 2. The diagrams of the population change of system (2.3) and h = 0.5, umax = 0.5.
(a)–(b) The original values take (x(0+), y1(0+), y2(0+)) = (0.5, 0.5, 0.5). (c)-(d) The original
values take (x(0+), y1(0+), y2(0+)) = (2, 2, 2).

5.2. The role of harvesting proportion coefficient h.

First, setting umax = 0.2, h = 0.7, by calculating, we have

y∗1 =
−1 + e−1.8 +

√
(1 − e−1.8)2 + 4(1 − e−1.8) × 1 × 0.2 × e−1.8

2 × e−1.8(1 − e−1.8)
≈ 0.2308,

and

β

[
y∗1 + y∗2

b
(1 − e−bω) −

By∗1
c + b

]
=2 ×

0.2308 × (1 − 0.3e−0.4) × 0.1298 + 0.0103
0.18 × (1 − 0.3 × e−0.4)

≈0.4772 < 0.6 = rω.

According to the conditions of Theorem 4.2, the system (2.3) is persistent (see Figure 3).
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(a) (b)

Figure 3. The diagrams of the population change of system (2.3) with
(x(0+), y1(0+), y2(0+)) = (0.5, 0.5, 0.5) and umax = 0.2, h = 0.7. (a) Time-series diagram. (b)
The phase graph of system (2.3).

Similarly, we set h = 0.1 and remain other parameters remain unchanged. Then, we have

y∗1 =
−1 + e−1.8 +

√
(1 − e−1.8)2 + 4(1 − e−1.8) × 1 × 0.2 × e−1.8

2 × e−1.8(1 − e−1.8)
≈ 0.2308,

and

β

1 + αK

[
y∗1 + y∗2

b
(1 − e−bω) +

By∗1
c + b

]
=

0.2308 × (1 − 0.9e−0.4) × 0.1298 + 0.9e−0.4 × (1 − e−1.4)(1 − e−0.4) × 0.549 × 0.9
0.18 × (1 − 0.9e−0.4)

≈ 0.6023 > 0.6 = rω,

the periodic solution of prey-extinction of system (2.3) is globally asymptotically stable from
Theorem 4.1 (see Figure 4).
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(a) (b)

(c) (d)

Figure 4. The diagrams of the population change of system (2.3) and h = 0.1, umax = 0.2.
(a)–(b) The original values take (x(0+), y1(0+), y2(0+)) = (0.5, 0.5, 0.5). (c)–(d) The original
values take (x(0+), y1(0+), y2(0+)) = (1.5, 1, 1).

From the above numerical simulations, we can increase the maximum release amount umax or
decrease the harvest proportion coefficient h may result in the vanishing of the prey in the system (2.3).
The system (2.3) can persist when umax and h take appropriate values.

To study how the nonlinear pulse umax
1+θy1(t) affects the dynamical performance of the system (2.3),

the bifurcation parameter graphs are used to reflect the impact of some specific parameters on the
dynamical performance of the system. First, we select pulse period ω as the bifurcation parameter. We
choose a series of parameters:

r = 1, K = 2, b = 0.9, c = 0.8, β = 3, α = 1.5, θ = 1.5, k = 1, h = 0.45, umax = 1,
x(0+) = 0.6, y1(0+) = 0.4, y2(0+) = 0.2,

and let ω from 10 to 47, we obtain the bifurcation parameter diagrams (see Figure 5).
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(a) (b)

(c) (d)

Figure 5. (a)–(b) Bifurcation graphs of x(t) and y2(t) are influenced by ω. (c) The phase
chart of system (2.3) on the ω=40. (d) The phase chart of system (2.3) on the ω=42.

From the drawn bifurcation parameters diagrams, it can be seen that there are rich dynamical
properties in the system (2.3), such as period doubling bifurcation, period halving bifurcation, chaos,
and other complex phenomena. When ω increases form 10 to 36, there were three period-doubling
bifurcations and period-reducing bifurcations in the system. When ω increases from 36 to 47, the
dynamical properties of system (2.3) is period-doubling bifurcation → chaos → period-reducing
bifurcation→period-doubling bifurcation→ chaos→ period-reducing bifurcation.

Next, we select the maximum release amount umax as the bifurcation parameter. Setting a series of
parameters:

r = 1, K = 2, b = 0.9, c = 0.8, β = 3, α = 1.5, θ = 1.5, k = 1, h = 0.1, ω = 2,
x(0+) = 0.6, y1(0+) = 0.4, y2(0+) = 0.2,

and let umax from 0.01 to 5, we obtain the bifurcation parameter diagrams (see Figure 6). We found that
system (2.3) exhibits complex dynamical behavior. When umax increases from 0.01 to 0.31, complex
chaotic phenomena appear in the system (2.3). When umax > 0.31, the system enters stable ω periodic
solutions. From the drawn bifurcation parameters, we found that the maximum release amount umax

is very small, so the system will become difficult to control and predict. Moreover, when the release
amount is relatively large, the dynamic behavior of the system will become controllable.
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Figure 6. (a)–(b) Bifurcation graphs of x(t) and y2(t) are influenced by umax. (c) The
phase chart of system (2.3) on the umax = 0.01. (d) The phase chart of system (2.3) on
the umax = 1.38.

6. Conclusions

We research the stability of a prey-vanishing periodic solution and the persistence of system (2.3) in
Section 4. Through the Floquet theorem and analytical methods, we obtained the sufficient conditions
for the solution’s stability and system permanence. In Section 5, we verify our findings using
softwares. By Theorem 4.1, if rω < β

[ y∗1+y∗2
b (1 − e−bω) − By∗1

c+b

]
, the prey-vanishing periodic solution

of the system (2.3) is locally asymptotically stable. Regrettably, due to the limitations of existing
mathematical tools, it is difficult to determine the local attraction domain of this periodic solution.
From Theorems 4.1 and 4.2, we can see β

[ y∗1+y∗2
b (1 − e−bω) − By∗1

c+b

]
is a threshold for persistence and

extinction for prey populations. However this extinct threshold is a valid argument only at a local
domain. Using numerical simulations, we research the effects of harvesting proportion coefficient h
and the maximum release amount umax on system (2.3), respectively. The numerical results showed that
the system (2.3) can persist when umax and h take appropriate values. Moreover, we showed that the
system with nonlinear impulses has very complex dynamic properties such as chaos, period-doubling
bifurcation, and period-reducing bifurcation by depicting bifurcation graphs that select ω and h as
bifurcation parameters, respectively. We found that if the parameter regulation is improper, that is, the
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artificial intervention strategy is improper, then the system will present complex dynamic behaviors,
such as chaos, and thus become difficult to control. Additionally when we adopt an appropriate
strategy, that is, to carry out artificial parameter regulation according to the conditions of Theorems 4.1
and 4.2, we can achieve the extinction and permanence of system populations.

In Theorem 4.2, we explored only the persistence of the system, so we were unable to further
discuss whether the system would have positive periodic solutions. Thus we will utilize bifurcation
theory to discuss this in the future. Future research could involve modifications to model (2.3), such as
considering other functional response and exploring the effects of harvesting and releasing at distinct
time points. In addition, the ecological systems in life are always affected by time delay. Considering
time delay in the model will be more in line with the actual situation; this will be important research
for us in the future.

In this paper, we analyzed a three-dimensional impulsive ecological aquaculture management model
that incorporates: (i) The predator of a system that possesses stage-structure; and (ii) the larval predator
in the system are released using pulse nonlinear releasing. The sufficient conditions for coexistence
between the prey and the predators and global stability of prey-vanishing periodic solutions are
obtained using the Floquet theorem and other analytic tactics. Thus, we obtain the following principal
results:

1) Solutions of system (2.3) are consistently and eventually bounded.
2) If system (2.3) satisfies condition (H1), the periodic solution (0, ỹ1(t), ỹ2(t))

′

of the system (2.3) is
locally asymptotically stable.

3) If system (2.3) satisfies condition (H2), the periodic solution (0, ỹ1(t), ỹ2(t))
′

of the system (2.3) is
globally asymptotically stable.

4) If system (2.3) satisfies condition (H3), system (2.3) is permanent.

We employ numerical simulations to validate our findings. The country and aquaculture enterprises
can formulate reasonable harvesting and releasing strategies with reference to these conditions to make
the aquaculture ecosystem controllable. These results are expected to establish a theoretical basis for
practical ecological aquaculture management.
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