
https://www.aimspress.com/journal/Math

AIMS Mathematics, 9(10): 28906–28930.
DOI:10.3934/math.20241403
Received: 27 July 2024
Revised: 19 September 2024
Accepted: 25 September 2024
Published: 14 October 2024

Research article

Approximate controllability of second-order neutral stochastic differential
evolution systems with random impulsive effect and state-dependent delay

Chunli You1, Linxin Shu1,* and Xiao-bao Shu2

1 College of Mathematics and Information Science, Nanchang Hangkong University, Nanchang
330063, Jiangxi, China

2 College of Mathematics, Hunan University, Changsha 410082, Hunan, China

* Correspondence: Email: shulinxin2066@126.com.

Abstract: In this paper, we have discussed a class of second-order neutral stochastic differential
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The system is an extension of impulsive stochastic differential equations, since its random effect is
not only from stochastic disturbances but also from the random sequence of the impulse occurrence
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1. Introduction

As an essential topic in modern control theory, controllability plays an important role in designing
control systems. Approximate controllability is frequently considered by researchers because it
is relatively easier to realize than exact controllability, especially in infinite dimensional systems.
Therefore, approximate controllability problems for various types of control systems have been
investigated in many articles. Additionally, second-order differential equations have attracted more
attention due to their applications in physics, mechanics, and engineering [8, 9]. Recently, there are
several investigations about approximate controllability to second-order abstract differential equations.
For example, the approximate controllability of second-order differential equations with finite delay
and the impulsive integro-differential equations have been discussed in [16]. A set of sufficient
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conditions for the evolution of second-order nonlocal neutral differential inclusions to be approximately
controllable have been established in [28]. Palanisamy et al. [21] studied the following second-order
neutral stochastic differential:

d
[
x′ (t) − f (t, xt)

]
= [Ax (t) + Bu (t)] dt + g (t, xt) dW (t)

+
∫

Z
h (t, xt, η) Ñ (dt, dη) , t ∈ J := [0, b] ,

x0 = φ ∈ B, x′ (0) = ξ.

Authors constructed a Cauchy sequence by means of the range condition, and then obtained the
sufficient conditions of its approximate controllability.

In many science engineering fields, differential equations with delay are usually used to simulate
dynamic systems. Application of delay differential equations in the field of biological sciences have
been explored by Rihan in his monograph [23]. Bellen et al. [4] established a numerical scheme to
analyze the stability of differential equations with time delay. Some researchers have noticed that the
time delay may not always be a constant; it may change with the state of the system. Differential
equations with state-dependent delay arise from applications and have attracted increasing attention
from scholars. Bélair [3] considered the population model with state-dependent delay. Hernández et
al. [11] discussed the existence, uniqueness, and approximate controllability of solutions of first-order
differential equations based on state-dependent delay. Ravichandran et al. [22] combined the fixed
point theorem and resolvent operator to deduce the exact controllability of solutions of neutral integro-
differential equations with state-dependent delay, and further deduced the continuous dependence of
the system. The scholar of [19, 20] discussed the stability and existence of periodic solutions of state-
dependent delay differential equations, respectively.

On the other hand, impulse perturbations are ubiquitous in natural phenomena. Stochastic impulsive
differential equations have attracted considerable attention in current research. For the approximate
controllability problem of second-order neutral stochastic impulsive systems, we refer the readers
to [14,26] and the references therein. Very recently, Huang et al. [13] considered the following second-
order neutral impulsive stochastic equations with state-dependent delay and a Poisson jump:

d [x′ (t) − F (t, xt)] =
[
Ax (t) + f (t, xt) + Bu (t)

]
dt + σ

(
t, xρ(t,xt)

)
dW (t)

+
∫
U

h (t, x (t−) , ν) Ñ (dt, dυ) , t ∈ J = [0,T ] , t , tk,

△x (tk) = Ik
(
xtk

)
,△x′ (tk) = Ĩk

(
xtk

)
, k = 1, 2, · · · , n,

x0 = ϕ ∈ B, x′(0) = x1 ∈ H,

where the history xt : (−∞, 0]→ H, xt(θ) = x(t+θ), t ≥ 0, belongs to the phase spaceB, ρ : J×B → H,
Ik, Ĩk : B → H(k = 1, 2, . . .), and ∆x(tk) represents the jump of the function x at tk. Using Sadovskii’s
fixed point theorem, Lipschitz continuity, and phase space theory, the existence of a system solution is
proved, and then the sufficient conditions of the approximate controllability to the system is established.

However, systems with determining impulse occurrence time may not adequately describe the
characteristics of some complex phenomena in real life. It is significant to study the systems with
the influence of random impulses, which means its impulse occurrence time is a group of random
sequences. So, the system with random impulses fairly differs from that with determining impulses.
In recent years, there are several articles devoted to the existence, uniqueness, and other quantitative
and qualitative properties of mild solutions of random impulsive differential equations. Guo et al. [10]
obtained the existence of mild solutions of first-order Hamiltonian stochastic impulsive differential
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equations by using a variational method and Legendre transformation. Jose et al. [15] deduced the
existence of solutions of integro-differential equations with random impulses through the Banach fixed
point theorem and appropriate estimation. Existence and Hyers-Ulam stability of stochastic functional
differential equations with random impulses and finite delays were investigated in [17]. In [25], the
following second-order neutral random impulsive stochastic equation was considered:

d
[
x′ (t) − g (t, xt)

]
=

[
Ax (t) + f (t, xt)

]
dt + σ (t, xt) dW (t) , t > t0, t , ξk,

x (ξk) = bk (τk) x
(
ξ−k

)
, x′ (ξk) = bk (τk) x′

(
ξ−k

)
, k = 1, 2, · · · ,

xt0 = ϕ, x′ (t0) = ψ.

The form of the solution of the equation is derived by Laplace transformation, and then the existence
of the solution is verified by noncompact measures and Mönch’s fixed point theory. Then, the
exponential stability is given accordingly. Yang et al. [33] proved the existence of solutions of random
impulsive partial differential equations by using noncompact semigroup theory. Recently, the existence
of upper and lower solutions to second-order random impulsive differential equations with a boundary
value problem has been considered in [18]. In the latest research [5, 30, 31], random impulses have
been introduced into network models, chaotic systems, and so on. Stability, control, and its application
issues have been studied.

With the continuous advancement of the theory of random impulsive differential systems, great
progress has been made, but there is still much space for research on the approximate controllability of
random impulsive differential systems. Based on the previous cited works of [13, 21, 25], we studied
the existence and approximate controllability of mild solutions to second-order neutral stochastic
differential equations with random impulsive and state-dependent delay, as follow:

d
[
x′ (t) − g (t, xt)

]
= Ax (t) dt + Bu (t) dt + f

(
t, xρ(t,xt)

)
dt

+ η
(
t, xρ(t,xt)

)
dW (t) , t ∈ J = [0,T ] \ {ξk}, k = 1, 2, · · · , (1.1)

x (ξk) = qk (εk) x
(
ξ−k

)
, x′ (ξk) = qk (εk) x′

(
ξ−k

)
, (1.2)

x0 = φ, x′ (0) = ψ, (1.3)

where x(·) takes value in a Hilbert space X with the norm ∥ · ∥. A is the infinitesimal generator of a
strongly continuous cosine operator C(t) on X. u(·) is the control function and u(·) ∈ L2(J, L2(Ω,U)).
B is a bounded linear operator from U to X. Suppose K is another Hilbert space, and W(t) is a given
K−valued Wiener process with a finite trace Q. The functions f , g : J × B → X, and η : J × B →
LQ(K, X), where LQ(K, X) is the space of all Q-Hilbert-Schmidt operators. Function xt : (−∞, 0]→ X,
xt(s) = x(t + s) belongs to some phase space B, and xρ(t,xt) stands for time delay depending on the state
ρ(t, xt), where ρ : J × B → (−∞,T ] is a continuous function. x

(
ξ−k

)
represents the left limit of x(ξk).

Suppose ξ0 = 0 and {ξk} is an increasing sequence, that is, 0 = ξ0 < ξ1 < · · · < ξk < ∞, satisfying
ξk = ξk−1 + εk, (k = 1, 2, · · · ). {εk} is a sequence of random variables mutually independent from Ω to
Dk = (0, dk), where 0 < dk < ∞. qk maps Dk into R for each k = 1, 2, · · · . Assume that φ ∈ B and
ψ ∈ X are independent with εk.

The main motivations and contributions in this paper are as follows:
(i) We consider the existence and approximate controllability problem to a class of second-order

impulsive stochastic differential equations with state-dependent delay, which is a more realistic abstract
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wave equation involving the Wiener process and random impulses sequences. As far as we know, there
are very few studies of such issues.

(ii) To prove the main result, we employ evolution operator theory, stochastic analysis skills, the
inequality technique, the Ascoli-Azela theorem, and combine the measure of noncompactness under
a stochastic case. Then corresponding sufficient conditions of existence of a mild solution result have
been established.

(iii) We further discuss the approximate controllability of Eqs (1.1)–(1.3) based on the main
technique in [21]. Compared with [21], we considered the random impulsive effect and state-dependent
delay. We extend the corresponding conditions to the random impulse system. This method is different
from [13]. We also briefly analyzed the conclusion of the approximate controllability of the mild
solution to the system under nonlocal conditions.

(iv) Two examples are given to show the effectiveness of the results.
The framework of this paper is as follows: In Section 2, we give some notation and preparatory

knowledge adopted from [2,6, 7,27] and so on. In Section 3, some assumptions are given to verify the
existence of solutions of differential systems. In Section 4, we study the approximate controllability of
random impulsive neutral stochastic differential equations, and give proper assumptions on the premise
that the corresponding equations are approximately controllable, and then obtain sufficient conditions
for the approximate controllability of the system. Section 5 proves the approximate controllability
of second-order differential equations under nonlocal conditions. We give examples to verify the
theoretical results of this paper in Section 6.

2. Preliminaries

Let (Ω,F , {Ft}t≥0, P) be a complete probability space with flow, ω ∈ Ω. K and X are both
real separable Hilbert spaces. Let Q : K → K be a symmetric nonnegative trace family operator

with Tr(Q) =
∞∑

n=1
λn < ∞, where {λn}

∞
n=1 is a nonnegative eigenvalue sequence of operator Q. Let

{ fn}
∞
n=1 be a set of complete orthogonal bases in space K, and then Q fn = λn fn. Assume βn(t)

is a sequence of real-valued one-dimensional standard Wiener process defined on (Ω,F , {Ft}t≥0, P).

W(t) =
∞∑

n=1

√
λnβn(t) fn(t) is called a Q-Wiener process. Assume Ft = σ(W(s) : 0 ≤ s ≤ t). Denote

L(K, X) as the space of all bounded operators from K to X. An operator φ ∈ L(K, X) is called a
Q-Hilbert Schmidt operator if ∥φ∥Q < ∞, where ∥ · ∥Q is defined by

∥φ∥2Q = Tr(φQφ∗) =
∞∑

n=1

∥
√
λnφ fn∥

2.

Let LQ(K, X) denote the space of all Q-Hilbert Schmidt operators. The completion LQ(K, X) of
L(K, X) with respect to the topology induced by the norm ∥φ∥2Q =< φ, φ > is a Hilbert space. Assume
L2(Ω, X) is the set of all strongly measurable and mean integrable X-valued random variables with norm
∥x∥L2 = (E∥x∥2)

1/2
, where E stands for expectation define as E(x) =

∫
Ω

x(ω)dP, and then L2(Ω, X) is a
Banach space. The subset L2

0(Ω, X) is defined as L2
0 (Ω, X) = {x ∈ L2 (Ω, X) : x is F0-measurable}.

The family of bounded linear operators {C(t), t ∈ R} is called a strongly continuous cosine family, if
(i) C (s + t) +C (s − t) = 2C (s) C (t) for all s, t ∈ R;
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(ii) C(0) = I;
(iii) C(t)x is continuous in t on R for each fixed x ∈ X.

The strongly continuous sine family {S (t), t ∈ R} associated with the cosine family is defined by
S (t)x =

∫ t

0
C(s)xds, x ∈ X, t ∈ R. For more details on the theory of the cosine function of operators,

one can see [27].
Referring to [12], the axioms of phase space B can be establish.

Definition 2.1. [12] Assume phase space B consist of all F0−adapted functions from (−∞, 0] to X
with seminorm ∥·∥B, and then the following axiomatic conditions hold:

1) If x : (−∞, γ + a] → X, a > 0, such that xγ ∈ B and x|[γ,γ+a] ∈ C([γ, γ + a]; X), then for every
t ∈ [γ, γ + a], the following conditions hold:
(a) xt ∈ B;
(b) ∥x(t)∥ ≤ K∥xt∥B;
(c) ∥xt∥B ≤ R (t − γ) sup

γ≤s≤t
E∥x (s)∥ + T (t + γ) E∥xγ∥B;

where K > 0 is a constant, R(·), T (·) : [0,+∞) → [1,+∞), R(·) is continuous, T (·) is locally bounded,
and then K, R(·), and T (·) have no concern with x(·).
2) The space B is complete.

We denote DPC([a, b], L2 (Ω, X)) as the set of all piecewise continuous functions, with a
first derivative, mapping the interval [a, b] to L2 (Ω, X) and Ft-adapted processes. If x ∈

DPC((−∞,T ], L2 (Ω, X)), then x is continuous as t , ξk, x(ξ−k ) = x(ξk), and x(ξ+k ) exists, k =
1, 2, · · · , n. Then (DPC, ∥·∥DPC) is a Banach space with norm

∥x∥DPC = sup
t∈J

(∥xt∥
2
B)

1/2
,

where the estimate of ∥xt∥B is given by the following lemma.

Lemma 2.1. [32] Let x : (−∞,T ] → X be an Ft-adapted process such that F0-adapted process
x0 = φ(t) ∈ L2

0(Ω,B), x|J ∈ DPC(J, L2(Ω, X)), and then

∥xs∥B ≤ TmE ∥φ∥B + Rm sup
0≤s≤T

E ∥x(s)∥ ,

where Tm = sup
t∈J

T (t) and Rm = sup
t∈J

R(t).

Lemma 2.2. [7] Note map m : J → X is an arbitrary LQ (K, X)-valued predictable process, and then
for every t ∈ J, p ≥ 2, the following inequality holds:

E

∥∥∥∥∥∥
∫ t

0
m(s)dW(s)

∥∥∥∥∥∥p

≤ Cp

(∫ t

0

(
E ∥m(s)∥pQ

) 2
p ds

) p
2

,

where Cp =
(

p(p−1)
2

) p
2 .

Now, we introduce the definition and properties of the non-compactness measure used in the
theoretical proof of this paper.

AIMS Mathematics Volume 9, Issue 10, 28906–28930.



28911

Definition 2.2. [2] β (·) represents the Hausdorff non-compactness measure (NCM), which is defined
on bounded subsetD of the Banach space by

β (D) = in f {ϵ > 0, D has a f inite ϵ − net in X} .

Lemma 2.3. [2] There exists nonempty bounded subsets C,D ⊆ X, where X is a real separable space,
and then the following properties hold:

(i) β (D) = 0 iffD is pre-compact on X.
(ii) β (D) = β

(
D

)
= β (conv (D)), where D and conv (D) are for the closure and convex hull of D,

respectively.
(iii) If C ⊆ D, then β (C) ≤ β (D).
(iv) β ({κ} ∪ D) = β (D), for all κ ∈ X.
(v) β (C +D) ≤ β (C) + β (D), where C +D = {κ + ι; κ ∈ C, ι ∈ D}.
(vi) β (C ∪D) ≤ max {β (C) , β (D)}.
(vii) β (µD) ≤ |µ| β (D) , µ ∈ R.

Lemma 2.4. [2] For bounded and equicontinuous set D ⊆ L2(Ω, X), β (D) is continuous on J, and
β (D) = sup

t∈J
β (D (t)).

Lemma 2.5. [2] Suppose sequence {xn}
∞
n=1 relating to Bochner integrable functions maps J to

L2(Ω, X), and then D = {xn}
∞
n=1 is a bounded and countable set, and β (D (t)) is a Lebegue integral

on L2(Ω, X), which satisfies

β

({∫ t

0
xn (s) ds : n ≥ 1

})
≤ 2

∫ t

0
β (D (s)) ds.

Lemma 2.6. [24] If the set D ⊂ Lp(J, LQ(K,H)), W(t) is a Q-Wiener process, then for any p ≥ 2,
t ∈ [0,T ], Hausdorff NCM β satisfies

β
( ∫ t

0
D(s)dW(s)

)
≤

√
T

p
2

(p − 1)Tr(Q)β(D(t)),

where ∫ t

0
D(s)dW(s) =

{∫ t

0
u(s)dW(s) : f or all u ∈ D, t ∈ [0,T ]

}
.

Remark 2.1. Specially, when p = 2,

β

(∫ t

0
D (s) dW (s)

)
≤

√
Tr (Q)

∫ t

0
β(D (s))ds.

Lemma 2.7. [6] Let α ∈ R+, m (·) be nonnegative continuous function. If there is

u (t) ≤ α +
∫ t

0
m (s) u (s) ds, f or t ∈ [0,T ] ,

then,
u (t) ≤ αe

∫ t
0 m(s)ds.
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3. Existence of mild solutions

In this section, the existence of mild solutions of evolution systems (1.1)–(1.3) will be derived.

Definition 3.1. [25] An Ft-adapted process x : (−∞,T ]→ X is a mild solution of systems (1.1)–(1.3)
if xt, xρ(t,xt) ∈ B, x|J ∈ DPC(J, L2(Ω, X)), and

(i) x0 = φ(t) ∈ L2
0(Ω,B) for t ∈ (−∞, 0];

(ii) x′(0) = ψ(t) ∈ L2
0(Ω, X) for t ∈ J;

(iii) The function g (t, xt) is continuous and f
(
t, xρ(t,xt)

)
and η

(
t, xρ(t,xt)

)
are integrable. For given

T ∈ (0,∞), x(t) satisfies:

x (t) =
+∞∑
k=0

[ k∏
i=1

qi (εi)C (t)φ (0) +
k∏

i=1

qi (εi)S (t)
[
ψ − g (0, φ)

]
+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

C (t − s) g (s, xs) ds +
∫ t

ξk

C (t − s) g (s, xs) ds

+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

S (t − s)
(
Bu (s) + f

(
s, xρ(s,xs)

))
ds

+

∫ t

ξk

S (t − s)
(
Bu (s) + f

(
s, xρ(s,xs)

))
ds

+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

S (t − s) η
(
s, xρ(s,xs)

)
dW (s)

+

∫ t

ξk

S (t − s) η
(
s, xρ(s,xs)

)
dW (s) ds

]
δ[ξk ,ξk+1) (t) , t ∈ [0,T ] ,

where
k∏

j=i
q j

(
ε j

)
= qk (εk) qk−1 (εk−1) · · · qi (εi), and δA (t) is the index function, that is,

δA (t) =
{

0, t < A,
1, t ∈ A.

To acquire the desired results, we give the following assumptions:
(H1): For every v1, v2 ∈ B, t ∈ J, there exists positive constant L1 such that

E∥g(t, v1) − g(t, v2)∥2+E∥ f (t, v1) − f (t, v2)∥2+E∥η(t, v1) − η(t, v2)∥2Q ≤ 3L1 ∥v1 − v2∥
2
B ,

where L1 = sup
t∈J

E
{
∥g(t, 0)∥2, ∥ f (t, 0)∥2,Tr(Q) ∥η(t, 0)∥2

}
.

(H2): E
{

max
i,k

k∏
j=i

∥∥∥q j(ε j)
∥∥∥} is uniformly bounded, and there is M̃ > 0 such that

E

max
i,k

k∏
j=i

∥∥∥q j(ε j)
∥∥∥2

 ≤ M̃,
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for every ε j, j = 1, 2, · · · .
(H3): C(t) and S (t) are continuous in the uniform operator topology for every t > 0, and there exists
constants M1,M2 > 0 such that

sup
t∈R+
∥C(t)∥2 ≤ M1, sup

t∈R+
∥S (t)∥2 ≤ M2.

(H4): We assume function ρ : J × B → (−∞,T ] is continuous. Function t → φt maps set
ℜ(ρ−) = {ρ(s, ς) ≤ 0, ρ(s, ς) : (s, ς) ∈ J × B} to B. There exists a continuous and bounded function
Dφ : ℜ(ρ−)→ (0,∞) such that

∥φt∥B ≤ Dφ(t)∥φ∥B, t ∈ ℜ(ρ−).

(H5): The functions g, f : J × B → L2 (Ω, X) and η : J × B → LQ

(
K, L2 (Ω, X)

)
have the following

properties:
(a) The functions g (t, ·) , f (t, ·) : B → L2 (Ω, X), and η (t, ·) : B → LQ

(
K, L2 (Ω, X)

)
are continuous

for every t ∈ J, and for v ∈ B, g (·, v) , f (·, v) : J → L2 (Ω, X), and η (·, v) : J → LQ

(
K, L2 (Ω, X)

)
are

measurable.
(b) There is integrable function nh ∈ L1 (J,R+) and continuous nondecreasing function Ph : R+ → R+

such that

E∥h (t, v)∥2 ≤ nh (t)Ph

(
E∥v∥2B

)
, lim

r→∞
in f
Ph (r)

r
= 0.

(c) There exists Lh ∈ L1 (J,R+) and any bounded set D ⊆ L2 (Ω, X) such that Hausdorff NCM β

satisfies:
β (h (t,D)) ≤ Lh (t) sup

t∈J
β (D) , sup

t∈J
Lh (t) = L̄h < ∞,

where it is effective for functions g, f , and η to replace h in (b) and (c).

Lemma 3.1. [1] Let x ∈ DPC((−∞,T ], X), such that x0 = φ and x′(0) = ψ, and then

∥∥∥xρ(s,xs)

∥∥∥
B
≤ (Tm + D̄φ)∥φ∥B + Rm sup {E ∥x(θ)∥ : θ ∈ [0,max {0, s}]} , s ∈ ℜ(ρ−) ∪ J,

where D̄φ = sup
{
Dφ(t) : t ∈ ℜ(ρ−)

}
.

Theorem 3.1. If hypotheses (H1)–(H5) are satisfied, then evolution systems (1.1)–(1.3) have at least
one mild solution.

Proof: Define the function z : (−∞,T ]→ X by

z (t) =


φ(t), t ∈ (−∞, 0],
+∞∑
k=0

[ k∏
i=1

qi (εi)C (t)φ (0)
]
δ[ξk ,ξk+1) (t) , t ∈ J.

Then, we denote the function x̄ that satisfies Definition 3.1, and can be decomposed as x̄ = x(t) + z(t)
for t ∈ J. From Lemmas 2.1 and 3.1, it is easy to get:

∥x̄t∥
2
B = ∥xt + zt∥

2
B ≤ 2∥xt∥

2
B + 2∥zt∥

2
B ≤ 2R2

m sup
0≤s≤t

E∥x(s)∥2 + c1, (3.1)

AIMS Mathematics Volume 9, Issue 10, 28906–28930.



28914

where c1 = 4R2
mM̃M1E∥φ(0)∥2 + 4T 2

mE∥φ∥2
B

;

∥x̄ρ(s,xs)∥
2
B ≤ 2∥xρ(s,xs)∥

2
B + 2∥zt∥

2
B ≤ 2R2

m sup
0≤s≤t

E∥x(s)∥2 + c2, (3.2)

where c2 = 4R2
mM̃M1E∥φ(0)∥2 + 4(Tm + D̄φ)2E∥φ∥2

B
.

Let Y = {x ∈ DPC : x(0) = 0} be a space endowed with a uniform convergence topology. Denote
Br(0,Y) =

{
x ∈ Y : E∥x∥2 ≤ r

}
for r > 0. Define operator θ : Y → Y , such that (θx)(t) = 0 as

t ∈ (−∞, 0], and

(θx) (t) =
+∞∑
k=0

[ k∏
i=1

qi (εi)S (t)
[
ψ − g (0, φ)

]
+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

C (t − s) g (s, x̄s) ds +
∫ t

ξk

C (t − s) g (s, x̄s) ds

+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

S (t − s)
(
Bu (s) + f

(
s, x̄ρ(s,x̄s)

))
ds

+

∫ t

ξk

S (t − s)
(
Bu (s) + f

(
s, x̄ρ(s,x̄s)

))
ds

+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

S (t − s) η
(
s, x̄ρ(s,x̄s)

)
dW (s)

+

∫ t

ξk

S (t − s) η
(
s, x̄ρ(s,x̄s)

)
dW (s)

]
δ[ξk ,ξk+1) (t) , t ∈ [0,T ] .

Now, we show that operator θ has a fixed point by the following steps.
Step 1. We first prove that there exists an r such that θ maps Br into Br. Without loss of generality, let
E∥(θx) (t)∥2 > r, and then

r <E∥x(t)∥2

≤10
k∏

i=1

∥qi(εi)∥2M2[E∥ψ∥2 + ∥g(0, φ)∥2]

+ 5
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥C(t − s)∥ E ∥g(s, x̄s)∥ ds +
∫ t

ξk

∥C(t − s)∥ E ∥g(s, x̄s)∥ ds
]2

+ 5
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥ E ∥Bu(s)∥ ds +
∫ t

ξk

∥S (t − s)∥ E ∥Bu(s)∥ds
]2

+ 5
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥ E
∥∥∥ f (s, x̄ρ(s,x̄s))

∥∥∥ ds

+

∫ t

ξk

∥S (t − s)∥ E
∥∥∥ f (s, x̄ρ(s,x̄s))

∥∥∥ ds
]2
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+ 5
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥ E
∥∥∥η(s, x̄ρ(s,x̄s))

∥∥∥ dW(s)

+

∫ t

ξk

∥S (t − s)∥ E
∥∥∥η(s, x̄ρ(s,x̄s))

∥∥∥ dW(s)
]2

≤10
k∏

i=1

∥qi(εi)∥2M2[E∥ψ∥2 + ∥g(0, φ)∥2]

+ 5 max
{
1, M̃

}
T

∫ t

0
∥C (t − s)∥2E∥g (s, x̄s)∥2ds

+ 5 max
{
1, M̃

}
T

∫ t

0
∥S (t − s)∥2E∥Bu∥2ds

+ 5 max
{
1, M̃

}
T

∫ t

0
∥S (t − s)∥2E∥ f

(
s, x̄ρ(s,x̄s)

)
∥2ds

+ 5 max
{
1, M̃

}
Tr (Q)

∫ t

0
∥S (t − s)∥2E∥η

(
s, x̄ρ(s,x̄s)

)
∥2Qds

≤10M̃M2

[
E∥ψ∥2 + L1

(
1 + ∥φ∥2B

)]
+ 5 max

{
1, M̃

}
M1T∥ng∥L1(J,X)Pg

(
2R2

mr + c1

)
+ 5 max

{
1, M̃

}
M2T E ∥Bu(t)∥2L2(J,X) + 5 max

{
1, M̃

}
M2T∥n f ∥L1(J,X)P f

(
2R2

mr + c2

)
+ 5 max

{
1, M̃

}
M2Tr(Q)∥nη∥L1(J,X)Pη

(
2R2

mr + c2

)
.

Both sides of the above formula are divided by r at the same time, and it is not difficult to find

10M̃M2

[
E∥ψ∥2 + L1

(
1 + ∥φ∥2

B

)]
r

+
5 max

{
1, M̃

}
M2T E ∥Bu(t)∥2L2(J,X)

r
= 0, as r → ∞.

Then, there is

1 ≤ 5 max
{
1, M̃

}
M1T 2∥ng∥L1(J,X)

Pg

(
2R2

mr + c1

)
r

+ 5 max
{
1, M̃

}
M2T 2∥n f ∥L1(J,X)

P f

(
2R2

mr + c2

)
r

+ 5 max
{
1, M̃

}
M2Tr(Q)T∥nη∥L1(J,X)

Pη

(
2R2

mr + c2

)
r

,

where

lim
r→∞

Pg

(
2R2

mr + c1

)
r

= lim
r→∞

Pg

(
2R2

mr + c1

)
2R2

mr + c1
·

2R2
mr + c1

r
= 0.

Similarly, lim
r→∞

P f (2R2
mr+c2)
r = lim

r→∞

Pη(2R2
mr+c2)
r = 0. Thus, 1 ≤ 0, which is obviously contradictory.

Accordingly, there exists an r > 0 such that θ (Br) ⊆ Br.
Step 2. θ : Y → Y is continuous. Assume {xn}

+∞
n=0 ⊆ Y such that xn → x, as n → ∞. Let control

function u(·) is continuous, and then

E∥(θxn)(t) − (θx)(t)∥2 ≤ 4
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥C(t − s)∥E
∥∥∥g(s, x̄n

s) − g(s, x̄s)
∥∥∥ ds
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+

∫ t

ξk

∥C(t − s)∥ E
∥∥∥g(s, x̄n

s) − g(s, x̄s)
∥∥∥ ds

]2

+ 4
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥ E ∥B(ux̄n(s) − ux̄(s))∥ ds

+

∫ t

ξk

∥S (t − s)∥ E ∥B(ux̄n(s) − ux̄(s))∥ ds
]2

+ 4
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥E
∥∥∥ f (s, x̄n

ρ(s,x̄n
s ) − f (s, x̄ρ(s,x̄s))

∥∥∥ ds

+

∫ t

ξk

∥S (t − s)∥ E
∥∥∥ f (s, x̄n

ρ(s,x̄n
s )) − f (s, x̄ρ(s,x̄s))

∥∥∥ ds
]2

+ 4
[ k∑

i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥E
∥∥∥η(s, x̄n

ρ(s,x̄n
s ) − η(s, x̄ρ(s,x̄s))

∥∥∥ dW(s)

+

∫ t

ξk

∥S (t − s)∥ E
∥∥∥η(s, x̄n

ρ(s,x̄n
s )) − η(s, x̄ρ(s,x̄s))

∥∥∥ dW(s)
]2

,

where xn → x implies x̄n → x̄. Since B is a bounded linear operator and ∥ux̄n(s) − ux̄(s)∥ → 0 as
x̄n − x̄→ 0, then B(ux̄n(s)− ux̄(s))→ 0 as x̄n → x̄. In view of the continuity of g(t, ·), f (t, ·), and η(t, ·),
we have

E∥(θxn)(t) − (θx)(t)∥2 → 0.

Step 3. We prove that θ(Br) is equicontinuous on every [ξk, ξk+1), (k = 1, 2, · · · ). Denote

r1 = 2R2
mr + c1, r2 = 2R2

mr + c2.

Let ξk ≤ t1 < t2 < ξk+1, and then as t1 → t2,

(θx)(t1) − (θx)(t2) ≤
+∞∑
k=0

[ k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

[C(t1 − s) −C(t2 − s)]g(s, x̄s)ds

+

∫ t1

ξk

[C(t1 − s) −C(t2 − s)]g(s, x̄s)ds −
∫ t2

t1
C(t2 − s)g(s, x̄s)ds

+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

[S (t1 − s) − S (t2 − s)]Bu(s)ds

+

∫ t1

ξk

[S (t1 − s) − S (t2 − s)]Bu(s)ds −
∫ t2

t1
S (t2 − s)Bu(s)ds

+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

[S (t1 − s) − S (t2 − s)] f (s, x̄ρ(s,x̄s))ds

+

∫ t1

ξk

[S (t1 − s) − S (t2 − s)] f (s, x̄ρ(s,x̄s))ds −
∫ t2

t1
S (t2 − s) f (s, x̄ρ(s,x̄s))ds

+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

[S (t1 − s) − S (t2 − s)]η(s, x̄ρ(s,x̄s))dW(s)
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28917

+

∫ t1

ξk

[S (t1 − s) − S (t2 − s)]η(s, x̄ρ(s,x̄s))dW(s)

−

∫ t2

t1
S (t2 − s)η(s, x̄ρ(s,x̄s))dW(s)

]
δ[ξk ,ξk+1)(t2),

and then,

E∥(θx)(t1) − (θx)(t2)∥2

≤ 8 max
{
1, M̃

}
T L1(1 + r1)

∫ t1

0
∥C(t1 − s) −C(t2 − s)∥2ds + 8(t2 − t1)M1T L1(1 + r1)

+ 8 max
{
1, M̃

}
E ∥Bu(s)∥2L2(J,X)

∫ t1

0
∥S (t1 − s) − S (t2 − s)∥2ds

+ 8(t2 − t1)M2E ∥Bu(s)∥2L2(J,X)

+ 8 max
{
1, M̃

}
T L1(1 + r2)

∫ t1

0
∥S (t1 − s) − S (t2 − s)∥2ds + 8(t2 − t1)M2T L1(1 + r2)

+ 8 max
{
1, M̃

}
Tr(Q)L1(1 + r2)

∫ t1

0
∥S (t1 − s) − S (t2 − s)∥2ds

+ 8(t2 − t1)M2Tr(Q)L1(1 + r2).

By the continuity of C(t) and S (t), E∥(θx)(t1) − (θx)(t2)∥2 → 0 as t1 → t2, which means that θ is
equicontinuous.
Step 4. Let O = {xm}

∞
m=1 . We demonstrate O (t) = {xm (t) |xm ∈ Br(J),m = 1, 2, · · · } is relatively

compact. Let xm+1 = θxm,m = 0, 1, 2, · · · . According to the properties of the Hausdorff NCM in
Lemma 2.3, we have

β (O) = β
(
{xm}

∞
m=0

)
= β

(
{x0} ∪ {xm}

∞
m=1

)
= β

(
{xm}

∞
m=1

)
.

Subsequently,

β
(
{xm (t)}∞m=1

)
= β

(
{θxm (t)}∞m=0

)
≤ β

[{ k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

C (t − s) g
(
s, x̄m

s
)

ds +
∫ t

ξk

C (t − s) g
(
s, x̄m

s
)

ds
}∞

m=0

]

+ β

[{ k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

S (t − s) f
(
s, x̄m

ρ(s,x̄m
s )

)
ds +

∫ t

ξk

S (t − s) f
(
s, x̄m

ρ(s,x̄m
s )

)
ds

}∞
m=0

]

+ β

[{ k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1

S (t − s) η
(
s, x̄m

ρ(s,x̄m
s )

)
dW (s)

+

∫ t

ξk

S (t − s) η
(
s, x̄m

ρ(s,x̄m
s )

)
dW (s)

}∞
m=0

]
≤ 2 max

{
1, M̃

}
M1Lg(t)

∫ t

0
β
({

x̄m
s (s)

}∞
m=0

)
ds
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+ 2 max
{
1, M̃

}
M2L f (t)

∫ t

0
β
({

x̄m
ρ(s,x̄m

s )(s)
}∞

m=0

)
ds

+ 2 max
{
1, M̃

}
M2Lη(t)

√
Tr(Q)

∫ t

0
β
({

x̄m
ρ(s,x̄m

s )(s)
}∞

m=0

)
ds

≤ 2 max
{
1, M̃

}
M1L̄gRm

∫ t

0
β
(
{xm (s)}∞m=0

)
ds

+ 2 max
{
1, M̃

}
M2L̄ f Rm

∫ t

0
β
(
{xm (s)}∞m=0

)
ds

+ 2 max
{
1, M̃

}
M2L̄η

√
Tr(Q)Rm

∫ t

0
β
(
{xm (s)}∞m=0

)
ds

= A

∫ t

0
β
(
{xm (s)}∞m=0

)
ds,

where A = 2 max
{
1, M̃

}
Rm

(
M1L̄g + M2L̄ f + M2L̄η

√
Tr(Q)

)
.

We acquire β (O (t)) ≤ A
∫ t

0
β (O (s)) ds. Due to Lemma 2.7, we have β (O (t)) ≤ 0, and then we

can deduce that β (O (t)) = 0, which implies O(t) is relatively compact. Combining Steps 1–3, O is
uniformly bounded and equicontinuous. Thus, β (O) = sup

t∈J
β (O (t)) and O is relatively compact. From

the Ascoli-Azela Theorem, there apparently exists a convergent subsequence of {xm}
∞
m=0 and x̂ such that

lim
m→∞

xm = x̂. In addition, operator θ is continuous, and then,

x̂ = lim
m→∞

xm = lim
m→∞

θxm−1 = θ
(

lim
m→∞

xm−1

)
= θx̂.

Therefore, x̂ ∈ Br (0,Y) is called the fixed point of θ, which is also the mild solution of systems
(1.1)–(1.3).

4. Approximate controllability

In this section, we deduce the approximate controllability of systems (1.1)–(1.3).

Definition 4.1. [21] Let x(T, u) be a mild solution of evolution systems (1.1)–(1.3) corresponding to
the control u at terminal time T . Set

R(T ) = {x(T, u) : u(·) ∈ L2(J, L2(Ω,U)}

denotes the reachable set of the systems (1.1)–(1.3) at terminal time T . If R(T ) = L2(Ω, X), then
systems (1.1)–(1.3) are said to be approximately controllable on J.

Now, define the Nemytskil operator Γ : DPC (J, X) → L2 (J, X) related to the nonlinear function f
by

Γ f (x) (t) = f
(
t, xρ(t,xt)

)
.

Definition 4.2. Define Ξ and bounded linear operators

ϕ : L2(J, LQ (K, X))→ L2 (Ω, X) , Φ : L2(J, X)→ L2 (Ω, X) ,
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and then,

Ξ =

+∞∑
k=0

[ k∏
i=1

qi(εi)C(T )φ(0) +
k∏

i=1

qi(εi)S (T )[ψ − g(0, φ)]

+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

C(T − s)g(s, xs)ds +
∫ T

ξk

C(T − s)g(s, xs)ds
]
δ[ξk ,ξk+1)(T ),

Φh1 =

+∞∑
k=0

[ k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

S (T − s)h1(s)ds +
∫ T

ξk

S (T − s)h1(s)ds
]
δ[ξk ,ξk+1)(T ),

ϕh2 =

+∞∑
k=0

[ k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

S (T − s)h2(s)dW(s) +
∫ T

ξk

S (T − s)h2(s)dW(s)
]
δ[ξk ,ξk+1)(T ),

where h1 ∈ L2(J, X) and h2 ∈ L2(J, LQ(K, X)).
Similarly, we give the following assumptions to verify the approximate controllability of systems

(1.1)–(1.3).
(H6): Systems (1.1*)–(1.3*) denote systems corresponding to (1.1)–(1.3) with f = 0 and η = 0, and
RT (0, 0) is the reachable set of the systems (1.1*)–(1.3*) at terminal time T . Systems (1.1*)–(1.3*)
are approximately controllable, i.e., RT (0, 0) = L2(Ω, X).
(H7): (i) For every ε > 0, h1 ∈ L2(J, X), and h2 ∈ L2(J, LQ(K, X)), there exists a control function
u ∈ L2(J, L2(Ω,U)) such that

E∥Φh1 + ϕh2 − ΦBu∥2 < ε.

(ii) E∥Bu∥2L2(J,X) ≤ C(E∥h1∥
2
L2(J,X) + E ∥h2∥

2
L2(J,X)),

where C is a constant independent of h1 and h2.
(iii) 2CL1R2

mT L′ < 1,
where

L′ = [1 − (L̃1 + L̃2 + L̃3)]−1L̃, L̃1 = 4 max{1, M̃}M1L1T 2R2
m,

L̃2 = 4 max{1, M̃}M2L1T 2R2
m, L̃3 = 4 max{1, M̃}M2T L1Tr(Q)R2

m,

L̃ = 4 max{1, M̃}M2T.

Lemma 4.1. Any mild solution of systems (1.1)–(1.3) satisfies the following inequality if hypotheses
(H1)–(H5) hold:

sup
0≤t≤T

E
∥∥∥x1 − x2

∥∥∥2
≤ L′E ∥Bu1 − Bu2∥

2
L2(J,X) ,

where xm(m = 1, 2) is the solution of systems (1.1)–(1.3) related to control um(m = 1, 2).
Proof: xm has the following form

xm =

+∞∑
k=0

[ k∏
i=1

qi(εi)C(t)φ(0) +
k∏

i=1

qi(εi)S (t)[ψ − g(0, φ)]

+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

C(t − s)g(s, xm
s )ds +

∫ t

ξk

C(t − s)g(s, xm
s )ds
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+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

S (t − s)(Bum(s) + f (s, xm
ρ(s,xm

s )))ds

+

∫ t

ξk

S (t − s)(Bum(s) + f (s, xm
ρ(s,xm

s )))ds

+

k∑
i=1

k∏
j=i

q j(ε j)
∫ ξi

ξi−1

S (t − s)η(s, xm
ρ(s,xm

s ))dW(s)

+

∫ t

ξk

S (t − s)η(s, xm
ρ(s,xm

s ))dW(s)
]
δ[ξk ,ξk+1)(t).

So, for x1, x2 ∈ X, we obtain that

sup
0≤t≤T

E
∥∥∥x1 − x2

∥∥∥2
≤ E

{ +∞∑
k=0

[ k∑
i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥C(t − s)∥
∥∥∥g(s, x1

s) − g(s, x2
s)
∥∥∥ ds

+

∫ t

ξk

∥C(t − s)∥
∥∥∥g(s, x1

s) − g(s, x2
s)
∥∥∥ ds

+

k∑
i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥
(
∥Bu1(s) − Bu2(s)∥

+
∥∥∥∥ f (s, x1

ρ(s,x1
s )) − f (s, x2

ρ(s,x2
s ))

∥∥∥∥ )
ds

+

∫ t

ξk

∥S (t − s)∥
(
∥Bu1(s) − Bu2(s)∥ +

∥∥∥∥ f (s, x1
ρ(s,x1

s )) − f (s, x2
ρ(s,x2

s ))
∥∥∥∥) ds

+

k∑
i=1

k∏
j=i

∥∥∥q j(ε j)
∥∥∥ ∫ ξi

ξi−1

∥S (t − s)∥
∥∥∥∥η(s, x1

ρ(s,x1
s )) − η(s, x2

ρ(s,x2
s ))

∥∥∥∥ dW(s)

+

∫ t

ξk

∥S (t − s)∥
∥∥∥∥η(s, x1

ρ(s,x1
s )) − η(s, x2

ρ(s,x2
s ))

∥∥∥∥ dW(s)
]
δ[ξk ,ξk+1)(t)

}2

≤ 4 max{1, M̃}M1L1T 2R2
m sup

0≤t≤T
E
∥∥∥x1 − x2

∥∥∥2

+ 4 max{1, M̃}M2T E∥Bu1 − Bu2∥
2
L2(J,X)

+ 4 max{1, M̃}M2L1T 2R2
m sup

0≤t≤T
E
∥∥∥x1 − x2

∥∥∥2

+ 4 max{1, M̃}M2T L1Tr(Q)R2
m sup

0≤t≤T
E
∥∥∥x1 − x2

∥∥∥2

= (L̃1 + L̃2 + L̃3) sup
0≤t≤T

E
∥∥∥x1 − x2

∥∥∥2
+ L̃E∥Bu1 − Bu2∥

2
L2(J,X).

Therefore,

sup
0≤t≤T

E
∥∥∥x1 − x2

∥∥∥2
≤ [1 − (L̃1 + L̃2 + L̃3)]−1L̃E ∥Bu1 − Bu2∥

2
L2(J,X)

= L′E ∥Bu1 − Bu2∥
2
L2(J,X) .
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The proof is complete.
Now, we prove the approximate controllability of systems (1.1)–(1.3).

Theorem 4.1. Suppose that Lemma 4.1 and hypotheses (H6)–(H7) hold. Then, systems (1.1)–(1.3) are
approximately controllable.

Proof: We can obtain the equivalent condition of approximate controllability of systems (1.1)–(1.3)
from Definition 4.1.

For any desired state of the terminal ω ∈ X, ∀ε > 0, if there exists a control function uε ∈
L2(J, L2(Ω,U)) such that the mild solution of systems (1.1)–(1.3) satisfy:

E
∥∥∥ω − Ξ − ΦΓ f (xε) − ϕΓη (xε) − Φ(Buε)

∥∥∥2
< ε,

where xε = x(·, uε), then systems (1.1)–(1.3) are approximately controllable.
Due to RT (0, 0) ⊂ R(T ), let ω ∈ RT (0, 0), and we construct a sequence that converges to ω.

According to (H6), systems (1.1*)–(1.3*) are approximately controllable. So, for ∀ε > 0, there exists
u ∈ L2(J, L2(Ω,U)) and n ∈ Z+ such that

E∥(ω − Ξ − Φ(Bu))∥2 ≤
ε

2n+4 . (4.1)

Let x1 ∈ L2(Ω, X) be a mild solution of systems (1.1)–(1.3) under control u1. Because of (H7)(i),
there exists u2 ∈ L2(J, L2(Ω,U)) such that

E
∥∥∥∥Φ (

(Bu) − Γ f

(
x1

))
− ϕΓη

(
x1

)
− Φ(Bu2)

∥∥∥∥2
<

ε

2n+4 . (4.2)

Combining (4.1) and (4.2), we have

E
∥∥∥∥ω − Ξ − ΦΓ f

(
x1

)
− ϕΓη

(
x1

)
− Φ(Bu2)

∥∥∥∥2

≤ 2E∥ω − Ξ − Φ(Bu)∥2

+ 2E
∥∥∥∥Φ (

(Bu) − Γ f

(
x1

))
− ϕΓη

(
x1

)
− Φ(Bu2)

∥∥∥∥2

<
ε

2n+2 .

(4.3)

By using (H7) (i) again, there exists control function v2 such that

E
∥∥∥∥Φ (

Γ f

(
x2

)
− Γ f

(
x1

))
+ ϕ

(
Γη

(
x2

)
− Γη

(
x1

))
− Φ(Bv2)

∥∥∥∥2
<

ε

2n+3 . (4.4)

Based on hypothesis (H7) (ii) and Lemma 4.1, we have

E ∥Bv2∥
2
L2(J,X) ≤ C

(
E∥Γ f

(
x2

)
(·) − Γ f

(
x1

)
(·)∥2L2(J,X) + E∥Γη

(
x2

)
(·) − Γη

(
x1

)
(·)∥2L2(J,X)

)
≤ C

(∫ T

0
E

∥∥∥∥ f (·, x2
ρ(s,x2

s)) − f (·, x1
ρ(s,x1

s))
∥∥∥∥2

ds

+

∫ T

0
E

∥∥∥∥η(·, x2
ρ(s,x2

s)) − η(·, x1
ρ(s,x1

s))
∥∥∥∥2

Q
ds

)
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≤ 2CR2
mL1T sup

0≤t≤T
E
∥∥∥x1 − x2

∥∥∥2

≤ 2CR2
mL1T L′E ∥Bu1 − Bu2∥

2
L2(J,X) .

Set u3 = u2 − v2, and combine (4.3) and (4.4),

E
∥∥∥∥ω − Ξ − ΦΓ f

(
x2

)
− ϕΓη

(
x2

)
− Φ(Bu3)

∥∥∥∥2

≤ 2E
∥∥∥∥ω − Ξ − ΦΓ f

(
x1

)
− ϕΓη

(
x1

)
− Φ(Bu2)

∥∥∥∥2

+ 2E
∥∥∥∥Φ (

Γ f

(
x2

)
− Γη

(
x1

))
+ ϕ

(
Γη

(
x2

)
− Γη

(
x1

))
− Φ(Bv2)

∥∥∥∥2

< (
1

2n+1 +
1

2n+2 )ε.

(4.5)

By mathematical induction, we construct un+1 = un − vn ∈ L2(J, L2(Ω,U)) satisfying

E
∥∥∥ω − Ξ − ΦΓ f (xn) − ϕΓη (xn) − Φ(Bun+1)

∥∥∥2

< (
1
23 +

1
24 + · · · +

1
2n+2 )ε <

1
4
ε,

(4.6)

and

E ∥Bun − Bun+1∥
2
L2(J,X) ≤ 2CR2

mL1T L′E ∥Bun−1 − Bun∥
2
L2(J,X) . (4.7)

Due to (H7) (iii), we infer that {Bun}
∞
n=1 is Cauchy and convergent. Then, for ∀ε > 0, there exists

positive integer number N, n > N such that

E ∥ΦB(un) − ΦB(un+1)∥2 <
ε

4
.

Hence,

E
∥∥∥ω − Ξ − ΦΓ f (xn) − ϕΓη (xn) − Φ(Bun)

∥∥∥2

≤ 2E
∥∥∥ω − Ξ − ΦΓ f (xn) − ϕΓη (xn) − Φ(Bun+1)

∥∥∥2

+ 2E∥Φ(Bun) − Φ(Bun+1)∥2 < ε.

In summary, systems (1.1)–(1.3) are approximately controllable.

5. Nonlocal conditions

In this section, we study the approximate controllability of second-order stochastic differential
equations with nonlocal conditions.

d[x′(t) − g(t, xt)] = Ax(t)dt + Bu(t)dt + f (t, xρ(t,xt))dt

+ η(t, xρ(t,xt))dW(t), t ∈ J = [0,T ], t , ξk, k = 1, 2, · · · , (5.1)
x(ξk) = qk(εk)x(ξ−k ), x′(ξk) = qk(εk)x′(ξ−k ), (5.2)
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x0 = φ +H1(x), x′(0) = ψ +H2(x). (5.3)

In order to get the result, it is necessary to give some properties of functionsH1 andH2.
(H8): H1,H2 are continuous and compact, and satisfy the following conditions.
(a) For any x, y ∈ B,

E∥H1(x) −H1(y)∥2 ≤ N1 ∥x − y∥2B , E∥H2(x) −H2(y)∥2 ≤ N2 ∥x − y∥2B .

(b) There are integrable function nH1 , nH1 ∈ L1 (J,R+), and continuous nondecreasing functions
PH1 ,PH1 : R+ → R+, such that

E∥H1(x)∥2 ≤ PH1

(
E∥x∥2B

)
, lim

r→∞
in f
PH1 (r)

r
= 0,

E∥H2(x)∥2 ≤ PH2

(
E∥x∥2B

)
, lim

r→∞
in f
PH2 (r)

r
= 0.

Definition 5.1. An Ft-adapted process x : (−∞,T ] → X is a mild solution of systems (5.1)–(5.3), if
xt, xρ(t,xt) ∈ B, x|J ∈ DPC(J, L2(Ω, X)), and

(i) x0 = φ(t) +H1(x) ∈ L2
0(Ω,B) for t ∈ (−∞, 0];

(ii) x′(0) = ψ(t) +H2(x) ∈ L2
0(Ω, X) for t ∈ J;

(iii) The function g (t, xt) is continuous and f
(
t, xρ(t,xt)

)
and η

(
t, xρ(t,xt)

)
are integrable. For given

T ∈ (0,∞), x(t) satisfies

x (t) =



φ, (−∞, 0] ,
+∞∑
k=0

[ k∏
i=1

qi (εi)C (t)
[
φ (0) +H1 (x)

]
+

k∏
i=1

qi (εi)S (t)
[
ψ +H2 (x) − g (0, φ)

]
+

k∑
i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1
C (t − s) g (s, xs) ds +

∫ t

ξk
C (t − s) g (s, xs) ds

+
k∑

i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1
S (t − s)

(
Bu (s) + f

(
s, xρ(s,xs)

))
ds

+
∫ t

ξk
S (t − s)

(
Bu (s) + f

(
s, xρ(s,xs)

))
ds

+
k∑

i=1

k∏
j=i

q j

(
ε j

) ∫ ξi

ξi−1
S (t − s) η

(
s, xρ(s,xs)

)
dW (s)

+
∫ t

ξk
S (t − s) η

(
s, xρ(s,xs)

)
dW (s)

]
δ[ξk ,ξk+1) (t) , t ∈ [0,T ] ,

and then, the Ft-adapted stochastic process x : (−∞,T ] → X is called a mild solution to systems
(5.1)–(5.3).

Theorem 5.1. If (H1)–(H8) are established, referring to the proof process of Theorems 3.1 and 4.1,
then evolution systems (5.1)–(5.3) are approximately controllable.

6. Examples

Example 1. In order to verify the abstract conclusions, we give the following hyperbolic wave
equations with impulse at random moments:

∂

∂t

[
∂z(t, y)
∂t

−

∫ t

−∞

∫ π

0
c1 (s − t, τ, y) z (s, τ) dτds

]
=

∂2

∂y2 z(t, y) + Bu(t, y)
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+

∫ t

−∞

c2(s − t)z(s − ρ1(t)ρ2(|z(t)| , y))ds (6.1)

+ b
(
t,
∫ t

−∞

c3(s − t)z(s − ρ1(t)ρ2(|z(t)| , y))ds
)

dβ(t)
dt

, t , ξk,

z(ξk, y) = p(k)εkz(ξ−k , y), z′(ξk, y) = p(k)εkz′(ξ−k , y), t = ξk, (6.2)
z(t, 0) = z(t, π) = 0, t ∈ [0, 1], (6.3)

z(t, y) = φ(t, y), − r < t ≤ 0, 0 ≤ y ≤ π, r ∈ (0,∞), (6.4)
∂

∂t
z (0, y) = ψ (y) , (6.5)

where ρ1 : [0,∞) → [0,∞) and ρ2 : [0,∞) → [0,∞) are continuous functions. c1, c2, and c3 are
suitable functions. β(t) denotes a standard cylindrical Wiener process in Hilbert space K = L2([0, π])
defined on a stochastic space (Ω,F , P). Let εk be a random variable defined on Dk ≡ (0, dk), where 0 <
dk < +∞, for k = 1, 2, · · · . Suppose εi and ε j are independent of each other as i , j for i, j = 1, 2, · · · .
ξ0 = t0 = 0 and ξk = ξk−1 + εk for k = 1, 2, · · · . q is a function regarding k.

Let Z = K = L2([0, π]) and define operator A : D(A) ⊂ Z → Z as Ax = x′′, where

D(A) = {z ∈ Z : z, z′ are absolutely continuous, z′′ ∈ Z, z(0) = z(π) = 0}.

Operator A has a discrete spectrum, and its eigenvalue is −n2 and en =

√
2
π
einz, n ∈ Z. {C(t) : t ∈ R} is

a family of strongly continuous cosine operators, and A is its infinitesimal generator. Then

C(t)z =
∞∑

n=1

cos(nt)(z, en)en, z ∈ Z.

The correlative sine family S (t) is given by

S (t)z =
∞∑

n=1

1
n

sin(nt)(z, en)en, z ∈ Z.

It is easy to infer ∥S (t)∥2 ≤ 1 and ∥C(t)∥2 ≤ 1. Hence, C(t) and S (t) are uniformly bounded for t ∈ R.
B is a phase space with norm ∥µ∥B = sup

θ≤0
∥µ (θ)∥, and define B as a set of bounded and uniformly

continuous functions from (−∞, 0] to Z. Define the functions g, f : J × B → L2 (Ω,Z) , η : J × B →
LQ

(
K, L2(Ω,Z)

)
, ρ : J × B → (0,∞) , zt : J→ L2 (Ω,Z) , and qk(εk),

g(t, µ)(y) =
∫ t

−∞

∫ π

0
c1 (s, τ, y) µ (s, τ) dτds,

f (t, µ)(y) =
∫ 0

−∞

c2(s)µ(s, y)ds,

η(t, µ)(y) = b
(
t,
∫ 0

−∞

c3(s)µ(s, y)ds
)
,

ρ(s, µ) = ρ1(t)ρ2(|µ(s, y)|), zt = z(t − r), qk(εk) = p(k)εk.
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In this way, we can rewrite the equations (6.1)–(6.5) in the form of (1.1)–(1.3). In order to get
controllable results, we need to make the following assumptions.
(a) Continuous functions c1, c2, c3 : R→ R satisfy:

Lc1 =

∫ 0

−∞

∫ π

0
c1 (s − t, τ) dτds < ∞, Lc2 =

∫ 0

−∞

c2 (s) ds < ∞, Lc3 =

∫ 0

−∞

c3 (s) ds < ∞.

(b) E
{

max
i,k
∥

k∏
j=i

p ( j) ε j∥
2

}
< ∞.

(c) Dφ : ℜ (ρ−)→ φt is continuous, and

∥φt∥B ≤ Dφ (t) ∥φ∥B, t ∈ ℜ
(
ρ−

)
.

(d) For (t, µ) ∈ (−∞, 0] × B,

E∥g (t, µ)∥2 = E

∫ π

0

(∫ 0

−∞

∫ π

0
c1 (s − t, τ, y) µ (s) (y) dτds

)2

dy

 ≤ hg (t)Gg

(
E∥µ∥2B

)
,

E∥ f (t, µ)∥2 = E

∫ π

0

(∫ 0

−∞

c2 (s − t) µ (s) (y)
)2

dy

 ≤ h f (t)G f

(
E∥µ∥2B

)
,

E∥η (t, µ)∥2 = E
∫ π

0
(b (t,G (µ) (y)))2 dy ≤ hη (t)Gη

(
E∥µ∥2B

)
,

where G(µ)(y) =
∫ 0

−∞
c3(s)µ(s, y)ds, hg, h f and hη are integral, and Gg, G f and Gη are all positive

continuous nondecreasing functions.
Under the above conditions, for every t ∈ [0, 1], µ1, µ2 ∈ B,

E∥g (t, µ1) − g (t, µ2)∥2 = E

∫ π

0

(∫ 0

−∞

∫ π

0
c1 (s − t, τ, y)

[
µ1 (s) (y) − µ2 (s) (y)

]
dτds

)2

dy


≤

(∫ 0

−∞

∫ π

0
c1 (s − t, τ)

[
µ1 (s) − µ2 (s)

]
dτds

)2

≤

(∫ 0

−∞

∫ π

0
c1 (s − t, τ) dτds

)2

∥µ1 − µ2∥
2
B

≤ lg∥µ1 − µ2∥
2
B.

For arbitrary bounded setD ∈ B,

β (g (t,D)) ≤
√

lg sup
θ≤0

β (D) .

Similarly, E∥ f (t, µ1) − f (t, µ2)∥2 ≤ lg∥µ1 − µ2∥
2
B

, and for arbitrary bounded setD ∈ B,

β ( f (t,D)) ≤
√

l f sup
θ≤0

β (D) .
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Suppose b follows the Lipschitz condition:

E∥b (t, γ1) − b (t, γ2)∥2 ≤ lγ∥γ1 − γ2∥
2.

Let G be bounded,

E∥η (t, µ1) − η (t, µ2)∥2Q = Tr(Q)E
∫ π

0
∥b (t,G (µ1) (y)) − b (t,G (µ2) (y))∥2Qdy

≤ Tr(Q)lγ∥G∥∥µ1 − µ2∥
2
B.

For arbitrary bounded setD ∈ B,

β (η (t,D)) ≤
√

Tr(Q)lγ∥G∥ sup
θ≤0

β (D) .

Assume L1 = max{lg, l f ,Tr(Q)lγ∥G∥}, and then conditions (H1) and (H5) hold.

Define U =
{

u : u =
∞∑

n=2
unen with

∞∑
n=2

u2
n < ∞

}
. B : U → L2 (Ω, X) and Bu = 2u2e1 +

∞∑
n=2

unen.

Then assumption (H7) holds. For a more detailed explanation, see [34]. Then, as the related systems
with f = 0 and η = 0 are approximately controllable, based on Theorem 4.1, systems (6.1)–(6.5) are
approximately controllable.
Example 2. We then provide a numerical example to further prove the feasibility of the theoretical
results.

d
dt

[
x′ (t) −

e−t sin (x (t − r))
5 + et

]
= x(t) + Bu −

cos
(
x
(
t − ex(t−r)

))
8

+
e−t sin

(
x
(
t − ex(t−r)

))
7

dβ(t)
dt

, t , ξk,

(6.6)

x (ξk) = 21−kτkx
(
ξ−k

)
, x′ (ξk) = 21−kτkx′

(
ξ−k

)
, t = ξk, (6.7)

x(t) = cost,
∂

∂t
x (t) = sint, − r < t ≤ 0, r ∈ [0,+∞) , (6.8)

where β(t) denotes a standard one-dimensional Wiener process. Let τk be a random variable following
the exponential distribution. We assume A = 1, T = 30 and J = [0, 30].

We choose the state of terminal time T as x(T ) = 5. For every h1 ∈ L2(J, X), h2 ∈ L2(J, LQ (K, X)),
let

Φ1h1 =

+∞∑
k=0

 k∑
i=1

k∑
j=i

21− jτ j

∫ ξi

ξi−1

S (30 − s) h1 (s) ds +
∫ 30

ξk

S (30 − s) h1 (s) ds

δ[ξk ,ξk+1) (30) ,

ϕ1h2 =

+∞∑
k=0

 k∑
i=1

k∑
j=i

21− jτ j

∫ ξi

ξi−1

S (30 − s) h2 (s) dβ (s) +
∫ 30

ξk

S (30 − s) h2 (s) dβ (s)

δ[ξk ,ξk+1) (30) .

Let B = 1, and we choose control function u as Φ1u = ϕ1h1 +Φ1h2.

Figure 1 shows a sample path of the systems (6.6)–(6.8) with Bu = 0, and it can see that the systems
(6.6)–(6.8) are not equal to 5 at t = 30. Figure 2 shows a sample path of the systems (6.6)–(6.8) under
control u. It can be seen that the state value of systems (6.6)–(6.8) is very close to 5 and the error is
very small.
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Figure 1. A sample path of the systems (6.6)–(6.8) with Bu = 0.

Figure 2. A sample path of the systems (6.6)–(6.8).

7. Conclusions

In this paper, we pay attention to the existence and approximate controllability of mild solutions
to systems (1.1)–(1.3), which can be abstracted from the second-order stochastic wave equation and
extended to more general random impulses cases. To obtain the result of existence, we apply evolution
operator theory, stochastic analysis skills, and the measure of noncompactness. Then, under some
appropriate conditions, the approximate controllability is established. Further, we consider relevant
conclusions under the nonlocal conditions. At the end of this paper, two examples are given to show
the effectiveness of the results. Our work may generalize some existing results on this topic.

Stochastic differential systems with random impulsive effect have applications in many practical
problems, and there are many relative problem worth studying. In recent reference [29], Vinodkumar
et al. discussed the existence, uniqueness, and stability of solutions of fractional differential equations
with random impulses. As we know, the literature related to approximate controllability of fractional
stochastic differential systems with random impulses remains very limited. In later work, we will
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continue to consider approximate controllability of fractional impulsive stochastic differential systems
under the interference of various random factors such as random sequence, fractional Brownian motion,
or Rosenblatt process.
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