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Abstract: In this research, we apply some new mathematical methods to the study of solving couple-
breaking soliton equations in two dimensions. Soliton solutions for equations with free parameters like
the wave number, phase component, nonlinear coefficient and dispersion coefficient can be obtained
analytically by adding trigonometric, rational and hyperbolic functions. We will also look into how
two-dimensional diagrams are affected by the wave phenomena, illustrating the answers with a mix of
two- and three-dimensional graphs. The proposed system will be transformed into a numerical system
by using the finite difference method to simulate Black-Scholes equations numerically. Furthermore,
we will evaluate the stability and accuracy of the numerical findings by making analytical and graphical
comparisons with precise solutions and we will talk about the error analysis of the numerical scheme.
All forms of nonlinear evolutionary systems can benefit from the methods utilized in this work because
they are sufficient and acceptable.
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1. Introduction

The pursuit of numerical and soliton solutions for nonlinear partial differential equations is a
challenging topic in mathematical physics. Nonlinear partial differential equations are used extensively
in the field of analysis to study nonlinear systems. These equations are valuable in various scientific
domains. There are a lot of numerical and analytical methods that are used to find solutions, including
the exp-function and (P/Q)-expansion [1–13]. Several methodologies have been used to investigate
the equations presented to obtain soliton solutions for nonlinear partial differential equations.

In their study, Zaki [14] provided single-wave solutions with positive and negative amplitudes
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that have the same widths, positive speeds and positive phase shifts. Wazwaz [15] investigated the
Kadomtsev-Petviashivilli-modified equal width equatio by using the tanh and sine-cosine methods,
revealing distinct exact solutions, including solitary wave and periodic solutions. This approach has
been previously documented in various works [15–17]. In 1995, Radha and Lakshmanan examined
the localized structures inside of a pair of couple-breaking soliton equations, as well as investigated
the presence of the Painleve property [18]. In recent years, Radha and Lakshmanan [18] conducted a
study on the existence of exponentially localized systems in a (2 + 1)-dimensional pair Bogoliubov-
de Gennes equation and its relationship to the Painleve property. Yan and Zhang [19] have developed
families of solutions for the two-and-a-half-dimensional plus one-dimensional Benjamin-Ono-Schmidt
problem and they exhibit soliton-like behavior. Chen et al. (2003) employed the newly acquired
generalized expansion strategy of the Riccati problem to obtain a soliton solution for the (2 + 1)-
dimensional pair couple-breaking soliton equation after the elapse of a one-year period [20].

In their study, Wang et al. [21] were able to derive the three-component coupled Hirota hierarchy by
utilizing the dressing approach. In their paper, Tian et al. [22] introduced a method that effectively and
directly addresses the symmetry-preserving discretization of a specific group of generalized higher-
order equations. Additionally, they presented an unresolved issue pertaining to the relationship
between symmetries and the multipliers of conservation law. Furthermore, Li et al. [23] successfully
addressed the Cauchy problem associated with the generic n-component nonlinear Schrödinger
equations, providing the N-soliton solutions. Additionally, a hypothesis regarding the phenomenon
of nonlinear wave propagation was put up. Nonlinear partial differential equations are solved by using
various techniques, which are generally associated with the wave function ansatz approach. However, it
is essential to note that these strategies have certain limitations and restrictions. The interested reader
may consult the references provided by Dong [24, 25]. The nonlinear partial differential equation
has garnered significant attention in recent academic research [26–32]. In their study, Peng and
Krishnan [33] employed the singular manifold approach to investigate two novel types of accurate
soliton solutions for the two-and-a-half-dimensional pair Bose-Einstein condensate scattering problem.
In a study conducted by Inan (2010), the researcher investigated the two-and-a-half-dimensional pair
couple breaking soliton equation by using the approach of generalized Jacobi elliptic functions [34].
The problem under consideration yielded periodic and numerous soliton solutions as a consequence of
the inquiry conducted. Furthermore, Cheng and Chen [35] successfully derived the nonlocal symmetry
obtained from the Lax pair, in addition to the residual symmetry associated with the truncated Painleve
expansion. Osman [36] successfully derived the multiple-soliton solutions to the two-dimensional-pair
couple-breaking soliton problem by using the generalized unified technique. The answers were derived
in order to address the challenge at hand. In recent years, a considerable number of scholars have
conducted extensive research on diverse analytical approaches pertaining to the (2 + 1)-dimensional
pair couple breaking soliton model. The scholars in question originate from many academic disciplines.
Various techniques have been employed to address the problem of the two-dimensional-pair couple-
breaking soliton. These methodologies include the Hirota bilinear methodology [37], the similarity
modification process [38] and the cos-Gordon expansion method [39], among others. Numerous
methodologies have been amalgamated to provide a singular and definitive solution. In recent research,
Alharbi [40] employed the parabolic Monge-Ampere technique to provide the numerical solution for
the two-dimensional fourth-order parabolic thin-film equation. In their study, Ren and Chu (2021)
examined soliton molecules and investigated the generalized Bogoliubov-de Gennes equations in both
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two-dimensional and one-dimensional systems [41]. The research was conducted by the authors. To
the best of our knowledge, existing literature does not contain any documented solution to the (2 + 1)-
dimensional Zakharov-Kuznetsov modified equa-width equations and a few couple-breaking soliton
equations by using the method proposed in this study. Furthermore, the data presented in this paper
might serve as a supplementary resource for other publications pertaining to the same overarching
subject matter. Furthermore, we have initiated the development of a solution that integrates hyperbolic
and trigonometric function solutions, incorporating free parameters. The solutions to these difficulties
will have broad applications in scientific research, maritime engineering and other disciplines. The
Kudryashov technique utilizes the transformed rational function approach proposed by Kaplan and
Akbulut [42] and leverages the coefficient of variation to analyze the behavior of generalized breaking
solitons, as discussed by Qin [43]. Kumar [44] conducted a study on the generalized Schrodinger
equation, while Mirzazadeh et al. [45] examined the Jaulent-Miodek equation. Additionally, Xia
and Xiong [46] researched fractional partial differential equations. In their study, Alharbi et al. [47]
effectively addressed the Kadomtsev-Petviashvili problem by employing the adaptive moving mesh
technique. Alharbi [48] focused on examining the structures of traveling waves and exploring their
stability and accuracy in the context of two-dimensional Riemann problems. Ma [49] focused on the
soliton solutions of the nonlocally integrable modified Korteweg-de Vries problem. Additionally, he
explored the inverse scattering transformations and soliton solutions of nonlocal integrable equations
by employing the Riemann-Hilbert problems derived from the one-group reduction technique [50].

The couple-breaking soliton system, as discussed by various scholars [35, 36], is often regarded
as follows:

Γt + 4βΓ Ψx + 4βΓx Ψ + βΓxxy = 0,
Ψx − Γy = 0.

(1.1)

Bogoyovlenskii [51] is credited with the initial introduction of this equation. In 1996, Calogero
and Degasperis [52, 53] utilized the (2 + 1)-dimensional coupled couple-breaking soliton equation
to describe the interaction between a Riemann wave propagating down the y axis and a long wave
propagating along the x axis. The application of the equation to the matter of the Riemann wave was
employed to achieve this. The wave phenomena represented by the equations play a crucial role in
preserving the coherence of water wave occurrences and ensuring close interaction. This discovery
has the potential to facilitate additional investigations into nonlinear wave phenomena, which hold
considerable importance within the domain of ocean engineering. In their study, Kazeykina and
Klein [54] conducted an examination wherein they examined the stability of solutions for a specific
equation and presented numerical solutions for said problem. The Kansa technique [55] was employed
to assess the quantitative implications of the proposed system. However, a comprehensive examination
of the system’s stability and an error analysis of the numerical method employed in system (1.1) have
yet to be undertaken. Engaging in more research is necessary in order to enhance our understanding
of this particular topic matter. The fundamental objective of this research is to obtain several analytic
solutions to a problem represented by Eq (1.1) through the utilization of modified S -expansion and
generalized algebraic techniques. To achieve the desired objective, the numerical solution has been
integrated with finite differences to generate numerical outcomes for the investigated system. We have
significantly contributed to the understanding of physical issues in practical applications through a
comprehensive analysis and visual comparison of solutions to traveling-wave problems, as well as the
corresponding numerical results.
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The subsequent sections of this essay will be presented in outline format. Section 2 provides a
comprehensive analysis of mathematical models, offering a broad perspective on the subject matter.
The third section of this paper presents the methodology that has been established to extract results
from nonlinear partial differential squations. The numerical methods employed to compute the
numerical solutions of the proposed system (1.1) are outlined in Section 4. This section also provides
comprehensive information on the stability, accuracy and convergence properties of these numerical
methods. Subsequently, we proceeded to manipulate the given equations in order to obtain a diverse
range of solutions for the differential equation collection. The subsequent section of this paper will go
into the graphical and physical elucidations of the selected solutions. A juxtaposition of the responses
is exhibited in the subsequent section (Section 5) and the final remarks are expounded upon in the
subsequent section (Section 6).

2. Overview of proposed procedures

The expression below represents the development equation for Γ(x, y, t) and Ψ(x, y, t), which depend
on x, y and t.

G1(Γt, Γx, Γy, Γxxy, Ψ, Ψy,Ψx . . . ) = 0. (2.1)

Step 1. The traveling-wave solutions of system (1.1) are obtained via the following procedure:

Γ(x, y, t) =Φ(ζ), ζ = x + y − α t,

Ψ(x, y, t) =Θ(ζ),
(2.2)

where α represents the speed of the wave.
Step 2. The subsequent ordinary differential equation (ODE) reflects the nonlinear evolution equation

denoted as Eq (2.1):
G2(Φ, Φζ , Φζζζ , Θ, Θζ , . . . ) = 0, (2.3)

where G2 is a polynomial in terms of Θ(ζ), Φ(ζ) and their respective derivatives.

The generalized indirect algebraic technique proposes that the solution to Eq (2.3) is as follows:

Φ(ζ) = p0 +

M∑
k=1

(
pkψ(ζ)k +

sk

ψ(ζ)k

)
, (2.4)

where ψ(ζ) represents a solution of the following equation:

ψ′(ζ) =

 4∑
k=0

γkψ
k(ζ)


1
2
. (2.5)

The values of pk and sk are yet to be determined, while M is a positive integer that serves to balance
the greatest degree of the nonlinear terms and the highest order of the derivatives. The values of γk,
where 0 ≤ k ≤ 4, are presented in Table 1 as reported in the reference [56].
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Table 1. Associations between the variable γk, where 0 ≤ k ≤ 4 and the function ψ(ζ).

(γ0, γ1, γ2, γ3, γ4) ψ(ζ)(
γ0 =

γ2
2

4γ4
, γ1 = 0, γ2 < 0, γ3 = 0, γ4 > 0

)
ψ(ζ) =

√
−
γ2

2γ4
tanh

(√
−
γ2

2
ζ

)
.

(γ0 = 0, γ1 = 0, γ2 > 0, γ3 = 0, γ4 < 0) ψ(ζ) =

√
−
γ2

γ4
sech

(√
γ2ζ

)
.(

γ0 =
γ2

2

4γ4
, γ1 = 0, γ2 > 0, γ3 = 0, γ4 > 0

)
ψ(ζ) =

√
γ2

2γ4
tan

(√
γ2

2
ζ

)
.

(γ0 = 0, γ1 = 0, γ2 = 0, γ3 = 0, γ4 > 0, ) ψ(ζ) = −
1
√
γ4ζ

.

(γ0 = 0, γ1 = 0, γ2 < 0, γ3 = 0, γ4 > 0) ψ(ζ) =

√
−
γ2

γ4
sec

(√
−γ2ζ

)
.

(γ0 = 0, γ1 = 0, γ2 > 0, γ3 , 0, γ4 = 0) ψ(ζ) = −
γ2

γ3
sech2

( √
γ2

2
ζ

)
.

The modified S -expansion method provides the following solution to Eq (2.3):

ψ(ζ) = λ0 +

N∑
k=1

(
λkS (ζ)k +

qk

S (ζ)k

)
, (2.6)

where S (ζ) represents a solution of the following equation:

S ′(ζ) = µ0 + µ1S (ζ) + µ2S (ζ)2, (2.7)

where the values of µk, where 0 ≤ k ≤ 2, can be found in Table 2 [57]. The values of qk and λk will be
determined at a later stage.

Table 2. Relationships between µk, 0 ≤ k ≤ 2 and the function S (ζ).

(µ0, µ1, µ2) S (ζ)
(µ0 = 0.5, µ1 = 0.0, µ2 = 0.5) S (ζ) = sec(ζ) + tan(ζ), csc(ζ) − cot(ζ).
(µ0 = 0.5, µ1 = 0.0, µ2 = 0.5) S (ζ) = sec(ζ) − tan(ζ), csc(ζ) + cot(ζ).
(µ0 = ±1, µ1 = 0.0, µ2 = ±1) S (ζ) = tan(ζ), cot(ζ).

(µ0 = 0.0, µ1 = 1.0, µ2 = −1.0) S (ζ) =
1
2

(
1 + tanh

(
1
2
ζ

))
.

(µ0 = 1.0, µ1 = 0.0, µ2 = −1.0) S (ζ) = tanh(ζ), coth(ζ).
(µ0 = 1/2, µ1 = 0.0, µ2 = −1/2) S (ζ) = tanh(ζ) ± sech(ζ), coth(ζ) ± csch(ζ).

3. Methodology

Consider the couple-breaking soliton equations in the (2 + 1)-dimensional space

Γt + 4βΓ Ψx + 4βΓx Ψ + βΓxxy = 0,
Ψx − Γy = 0

(3.1)

as a partial differential equations system with unknown functions Γ = Γ(x, y, t) and Ψ = Ψ(x, y, t).
When the transformations are applied, Eq (3.1) is reduced to an ODE system.
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Γ(x, y, t) =Φ(ζ), ζ = x + y − α t,

Ψ(x, y, t) =Θ(ζ).
(3.2)

Consequently, the equations making up Eq (3.1) are given by

−αΦζ + 4βΦ Θζ + 4βΦζ Θ + βΦζζζ = 0,
Θζ − Φζ = 0.

(3.3)

By performing the integration of the second equation in Eq (3.3) with respect to the variable ζ, we
obtain the following result: Θ = Φ. Hence, the first equation in Eq (3.3) can be expressed as

−αΦ + 4βΦ2 + βΦζζ = 0. (3.4)

The value of M = 2 in Eq (3.4) is established by achieving equilibrium between Φζζ and Φ2.
The solution to Eq (3.4) can be obtained by using the modified S -expansion method with M = 2

as follows
ψ(ζ) = λ0 + λ1S (ζ) +

q1

S (ζ)
+ λ2S (ζ)2 +

q2

S (ζ)2 , (3.5)

where S (ζ) represents a solution of the following equation:

F′(ζ) = µ0 + µ1S (ζ) + µ2S (ζ)2. (3.6)

The values of µi for i = 0, 1, 2 are presented in Table 2. To investigate the analytical solutions to the
differential equation given by Eq (3.4), it is necessary to adhere to the following procedure.

(1) A set of equations may be derived for the variables λ0, λm, qm, where m = 1, 2, by combining
Eqs (3.5) and (3.6) with Eq (3.4) and equating the coefficients of S (ζ)m, where −4 ≤ m ≤ 4,
to zero.

(2) Utilize mathematical tools, such as Mathematica or Maple, to solve the resultant system.
(3) By inserting the values of µ0, µ1 and µ2 into Eq (3.5) together with the function S (ζ) from Table 2

and further substituting λ0, λk, qk, k = 1, 2, several trigonometric functions and rational solutions
to Eq (3.4) may be derived.

After completing the previous steps, we determine the values of λ0, λ1, λ2, q1, q2 and α.

(1) Assume that µ0 = 0, µ1 = ±1 and µ2 = ∓1; hence, the solutions of Eq (1.1) Γ, as follows

Γ1(x, y, t) = −
1
4

+
3
4

(1 + tanh((x + y + β t)/2)) −
3
8

(1 + tanh((x + y + β t)/2))2 ,

Γ2(x, y, t) = −
1
4

+
3
4

(1 + coth((x + y + β t)/2))
[
1 −

1
2

(1 + coth((x + y + β t)/2))
]
,

Γ3(x, y, t) =
3
4

(1 + tanh((x + y − β t)/2)) −
3
8

(1 + tanh((x + y − β t)/2))2 ,

Γ4(x, y, t) =
3
4

(1 + coth((x + y + β t)/2))
[
1 −

1
2

(1 + coth((x + y + β t)/2))
]
.

(3.7)

Figure 1(a),(b) illustrates the time-dependent behavior of the exact solutions, which can be
described by two fundamental components: (a) Γ1 and (b) Γ3. The parameter β is set to 1.20,
and t varies from 0 to 50 with a step size of 10.
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Figure 1. The time evolution of the exact solutions can be described by two components: (a)
Γ1 and (b) Γ3. The parameter is supplied for the parameter values of β = 1.20, where t ranges
from 0 to 50 with an increment of 10.

(2) When given the values of µ0 = 1, µ1 = 0 and µ2 = −1, two distinct cases arise. The proposed
solutions are as follows:

Γ5(x, y, t) =
3
2
−

3
2

tanh2((x + y − 4β t)),

Γ6(x, y, t) =
3
2
−

3
2

coth2((x + y − 4β t)),

Γ7(x, y, t) = − 1 −
3
2

(
tanh2((x + y + 16β t)) + coth2((x + y + 16β t))

)
,

Γ8(x, y, t) =
1
2
−

3
2

tanh2(4β t + x + y),

Γ9(x, y, t) =
1
2
−

3
2

coth2(4β t + x + y),

Γ10(x, y, t) =3 −
3
2

tanh2(16βt − x − y) −
3
2

coth2(16βt − x − y).

(3.8)

Observe the precise solutions time history depicted in Figure 2(a),(b) respectively labeled as Γ5

and Γ8. The parameter value is β = 1.20, and time values range from 0 to 10 in step 2. It is
imperative to note that the parameter value has already been supplied.
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Figure 2. Temporal progression of precise solutions denoted as (a) Γ5 and (b) Γ8. The
parameter is supplied for the parameter value of β = 1.20 and the range of values for time is
defined as t = 0 : 2 : 10.

(3) When µ0 =
1
2
, µ1 = 0, and µ2 =

1
2

, the solutions are provided as follows

Γ11(x, y, t) = −
3
8

(
1 + (sec (x + y + β t) ± tan (x + y + β t))2

)
,

Γ12(x, y, t) =
1
4
−

3
8

(
(sec (x + y + 4β t) + tan (x + y + 4β t))2 +

(sec (x + y + 4β t) + tan (x + y + 4β t))−2
)
.

(3.9)

(4) When µ0 =
1
2
, µ1 = 0, and µ2 = −

1
2

, the solutions are provided as follows

Γ13(x, y, t) =
1
8

(
−3 tanh2

(
1
2

(4βt + x + y)
)
− 3 coth2

(
1
2

(4βt + x + y)
)
− 2

)
,

Γ14(x, y, t) =
1
8
−

3
8

(coth(βt + x + y) + csch(βt + x + y))2,

Γ15(x, y, t) =
1
8
−

3
8

(coth(βt + x + y) + csch(βt + x + y))−2,

Γ16(x, y, t) =
1
8

(
1 − 3 coth2

(
1
2

(βt + x + y)
))
,

Γ17(x, y, t) =
3
8

sech2
(
1
2

(βt − x − y)
)
.

(3.10)

Figure 3(a),(b) undeniably demonstrates the time history of two precise solutions, expertly labeled
as (a) Γ11 and (b) Γ17 respectively. The provided parameter value is β = 1.20, and the range of
values for t is unequivocally defined as t = 0 : 2 : 10.
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Figure 3. Temporal progression of precise solutions denoted as (a) Γ11 and (b) Γ17. The
parameter is supplied for the parameter value of β = 1.20 and the range of values for t is
defined as t = 0 : 2 : 10.

The solution to Eq (3.4) can be determined by using the generalized algebraic technique with M = 2.

Φ(ζ) = ρ0 + ρ1ψ(ζ) + ρ2ψ(ζ)2 +
s1

ψ(ζ)
+

s2

ψ(ζ)2 , (3.11)

where ψ(ζ) represents a solution of the following equation:

ψ′(ζ) =
√
γ0 + γ1ψ(ζ) + γ2ψ2(ζ) + γ3ψ3(ζ) + γ4ψ4(ζ), (3.12)

where Table 1 contains a listing of all possible values for γ j, j = 0, 1, 2, 3, 4. In Table 1, one can find a
comprehensive list of potential values for γ j, where j can be 0, 1, 2, 3 or 4. To determine the coefficients
ρ0, ρ1, ρ2, s1, s2 and α for all scenarios mentioned before, we used a mathematical software tool called
Mathematica to derive the values. In this section, we will present the analytical solutions to Eq (3.4) by
using the generalized algebraic technique and incorporating various alternative values for γk, where k
ranges from 0 to 4.

(5) If γ0 = 0, γ1 = 0, γ2 > 0, γ3 = 0 and γ4 < 0, then

Γ18(x, y, t) =
3
2
γ2 sech2 (√

γ2 (x + y − 4 βγ2 t)
)
,

Γ19(x, y, t) = − γ2 +
3
2
γ2 sech2 (√

γ2 (x + y − 4 βγ2 t)
)
.

(3.13)
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(6) If γ0 =
γ2

2

4γ44
, γ1 = 0, γ2 < 0, γ3 = 0 and γ4 > 0, then

Γ20(x, y, t) =3γ2 csch2
(√

2
√
−γ2 (8βγ2t + x + y)

)
,

Γ21(x, y, t) =
3
4
γ2

[
tanh2

( √
−γ2 (2βγ2t + x + y)

√
2

)
− 1

]
,

Γ22(x, y, t) =
1
4
γ2

(
3 tanh2

( √
−γ2(−2βγ2t + x + y)

√
2

)
− 1

)
,

Γ23(x, y, t) =
3
4
γ2 csch2

( √
−γ2 (2βγ2t + x + y)

√
2

)
,

Γ24(x, y, t) =
1
4
γ2

(
3 tanh2

( √
−γ2(−8βγ2t + x + y)

√
2

)
+ 3 coth2

( √
−γ2(−8βγ2t + x + y)

√
2

)
+ 2

)
.

(3.14)

(7) If γ0 = 0, γ1 = 0, γ2 > 0, γ3 , 0, and γ4 = 0, then

Γ25(x, y, t) =
3
8
γ2 sech2

(
1
2
√
γ2(−βγ2t + x + y)

)
,

Γ26(x, y, t) = −
γ2

4
+

3
8
γ2 sech2

(
1
2
√
γ2(βγ2t + x + y)

)
.

(3.15)

(8) If γ0 = 0, γ1 = 0, γ2 < 0, γ3 = 0 and γ4 > 0, then

Γ27(x, y, t) =
3
2
γ2 sec2

(√
−γ2(−4βγ2t + x + y)

)
,

Γ28(x, y, t) =
3
2
γ2 sec2

(√
−γ2(4βγ2t + x + y)

)
− γ2.

(3.16)

(9) If γ0 =
γ2

2

4γ4
, γ1 = 0, γ2 > 0, γ3 = 0 and γ4 > 0, then

Γ29(x, y, t) = −
3
4
γ2 tan2

( √
γ2(8βγ2t + x + y)

√
2

)
−

1
4

3γ2 cot2
( √

γ2(8βγ2t + x + y)
√

2

)
−

3γ2

2
,

Γ30(x, y, t) = −
1
4

3γ2 tan2
( √

γ2(2βγ2t + x + y)
√

2

)
−

3γ2

4
,

Γ31(x, y, t) = −
1
4

3γ2 cot2
( √

γ2(2βγ2t + x + y)
√

2

)
−

3γ2

4
,

Γ32(x, y, t) = −
1
4

3γ2 tan2
( √

γ2(−2βγ2t + x + y)
√

2

)
−
γ2

4
,

Γ33(x, y, t) = −
1
4

3γ2 cot2
( √

γ2(−2βγ2t + x + y)
√

2

)
−
γ2

4
.

(3.17)
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In the respective scenarios, the solutions represented by Ψ are equivalent to Γ, whereas β represents
arbitrary constants. This discussion will encompass the couple-breaking soliton equation, which
incorporates a constant denoted as β. The equations mentioned above delineate the interplay between
a prolonged wave propagating down the x axis and a Riemann wave that traverses the y axis. The
symbol α is employed to denote the velocity of the singularity. The surface plots in Figure 1 shows
the soliton solutions, which are shown as (a) Γ1(x, y, t) and (b) Γ3, for all times between t = 0 and 50.
Additionally, Figure 2 shows the 3D wave profiles for the soliton solutions Γ5 and Γ8 given β = 1.2
and t ranging from 0 to 10. The surface plots depicted in the solution illustrate the wave profile
corresponding to the dazzling type.

4. Numerical solution

In order to obtain precise analytical solutions for the ODE represented by Eq (3.4), we utilize a
range of numerical methods. Taking Γ7 as a case study, we establish the values of Φ and Θ as 0 at the
endpoint where ζ = 0. Subsequently, we make initial approximations for the values of Φζ and Θζ . At
the initial time t = 0, we employ nonlinear shooting and boundary value problem (BVP) methods to
determine the second boundary condition Φ = 0 at a designated remaining endpoint within the domain.
After acquiring the numerical data, we proceeded to compare it with the analytical solution denoted
as Γ7 at the initial time t = 0. The numerical solution can be obtained by utilizing the FSOLVE and
ODE15s functions in MATLAB [58]. The discretized form of the resulting ODE given by Eq (3.4),
which represents the equation in a discrete manner, i.e.,

− αΦ + 2βΘ2 + 2βΦ2 +
β

δζ2
(Φi+1 − 2Φi + Φi−1) = 0 (4.1)

is subjected to the shooting method. In order to verify the accuracy of the analytical solution, the
shooting method was applied and the obtained numerical solutions were compared with the analytical
solution. Figure 4 illustrates the comparison between the analytical and numerical solutions, which
shows that all of the numerical methods used yield consistent results with the analytical solution.
Furthermore, the numerical solution obtained can be used as an initial condition for the numerical
scheme presented in the following section. At time t = 25, we have two solutions to present: The
solitary traveling-wave solution and the numerical solution, as depicted in Figure 5(a),(b). These
solutions were obtained utilizing the parameter value β = 1.2, with x ranging from 0 to 20 and y
ranging from 0 to 1. The grid size has been set at N = 3200 and J = 100.
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Figure 4. Comparison of the evaluation of Γ7 at t = 0 by using analytical and numerical
methods. The parameter is supplied for the parameter value of β set to 1.2; the range of x is
from 0 to 20, and the total number of observations is N = 3200.

Figure 5. The solitary traveling-wave and numerical solutions at time t = 25, as obtained by
using the parameter value β = 1.2, x ranging from 0 to 20, y ranging from 0 to 1 and a grid
size of N = 3200 with J = 100.

In order to compute the numerical solutions of system (1.1) over the rectangular domain [a, b] ×
[0, 1], the finite difference approach can be employed. The horizontal extent of the rectangle, as
measured along the x direction, is denoted by the variables a and b for the starting and finishing points,
respectively. The rectangular region defined by the interval [a, b] on the x axis and the interval [0, 1]
on the y direction is partitioned into a grid of (N + 1) × (J + 1) mesh points. The points are organized
in a specific manner:

xi =a + i ∆x, i = 0, 1, 2, . . . , N,

y j = j ∆y, j = 0, 1, 2, . . . , J.

The step sizes in the x and y domains are represented by ∆x and ∆y, respectively. To transform the
system described by Eq (1.1) into a system of ODEs, the spatial derivatives are discretized while
maintaining the continuity of the time derivative. Successful execution of this procedure leads to
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achieving the intended results.

Γt|
n
i, j = −

2 β
∆x

[
Γn+1

i+ 1
2 , j

(Ψn+1
i+1, j − Ψn+1

i−1, j) + Ψn+1
i+ 1

2 , j
(Γn+1

i+1, j − Γn+1
i−1, j)

]
−

β

2∆y
δ2

x(Γ
n+1
i, j+1 − Γn+1

i, j−1),

0 =
1

2∆x
(Ψn+1

i+1, j − Ψn+1
i−1, j) −

1
2∆y

(Γn+1
i, j+1 − Γn+1

i, j−1),

(4.2)

where

δ2
xΓ

n+1
i, j =

(
Γn+1

i+1, j − 2Γn+1
i, j + Γn+1

i−1, j

)
.

According to the boundary conditions, we have

Γx(a, y, t) = Γx(b, y, t) = 0, ∀y,

Γy(x, 0, t) = Γy(x, 1, t) = 0, ∀x.
(4.3)

The use of boundary constraints allows for the assessment of spatial derivatives at domain boundaries
by employing virtual points. Several factors determine the initial conditions:

Γ10(x, y, t = 0) =
3
2
γ2 sech2 (√

γ2 (x + y + x0)
)
, (4.4)

where γ2 is a positive value selected by the user. The parameter values remain constant for all of the
numerical results reported in this section, as follows: β = 0.1, x0 = −5.0, y = 0 → 1, x = 0 → 20 and
t = 0 → 25. It is worth mentioning that the DDASPK solver [59] was used to solve the system (4.2).
This FORTRAN software is known for its ability to solve ODEs efficiently. To solve the system, a
regressive differentiation method was employed, which required an LU-factorization approximation of
the Jacobian matrix of the linearized system. This was necessary because there was no initial condition
available for the space derivatives. The numerical results obtained are considered satisfactory and
the figures presented below will help in understanding them. Figure 6(a),(b) shows three-dimensional
representations of both the analytical (on the left) and numerical (on the right) solutions, Γ10. The
determination of parameter values involved applying β = 0.1, x0 = −5.0, y = 0 → 1, x = 0 → 20,
t = 0→ 25, J = 100 and N = 3200. Figure 7 represents the changes that occurred within the specified
time range of the numerical results. Here, we fixed the value of y = 0.5 at t = 25; doing so is crucial.
After analyzing the wave, the numerical and analytical solutions are pretty similar. The parameters
were selected using a methodical approach, which included the following: β = 0.1, x0 = −5.0, x =

0→ 20, t = 0→ 25, J = 100 and N = 3200.
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Figure 6. The 3D representations showing both the analytical (left) and numerical (right)
solutions, Γ10. The determination of parameter values involved applying β = 0.1, x0 = −5.0,
y = 0→ 1, x = 0→ 20, t = 0→ 25, J = 100 and N = 3200.
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Figure 7. Illustration of changes in the time range of the numerical results. It is crucial to
maintain a constant value of y = 0.5 at t = 25. Upon analyzing the wave, it is clear that there
is a significant resemblance between the numerical and analytical solutions. The parameter
values were determined by using a systematic process: β = 0.1, x0 = −5.0, x = 0 → 20,
t = 0→ 25, J = 100 and N = 3200.

The Fourier analysis, commonly referred to as the von Neumann analysis, was the only method
employed to evaluate the stability of scheme (4.2). It is crucial to acknowledge that this strategy is
solely applicable to linear schemes. Therefore, the scheme must be assessed in its linear form to
ensure its stability:

Γt + 4βΓ Ψx + 4βΓx Ψ + βΓxxy = 0,
Ψx − Γy = 0.

(4.5)

By examining the second equation of system (3.3), it can be deduced that Γ is equal to Ψ. Hence, the
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initial equation of Eq (4.5) is expressed as

Γt + 8βΓ Γx + βΓxxy = 0, (4.6)

where β represents a fixed value. To effectively implement the Fourier stability approach, it is
imperative to convert Eq (4.6) into a linear equation that is fully compatible with the approach
being used.

Γt + d0Γx + βΓxxy = 0, (4.7)

where d0 = 8βΓ is a constant quantity given by

d0 = max
1≤i≤N
1≤ j≤J

(
8βΓn

i, j

)
.

Using the finite difference method, Eq (4.7) is given by

Γn
i, j =Γn+1

i, j + D0Γ
n+1
i+1, j − D0Γ

n+1
i−1, j + D1

(
Γn+1

i+1, j+1 − 2Γn+1
i, j+1 + Γn+1

i−1, j+1

)
− D1

(
Γn+1

i+1, j−1 − 2Γn+1
i, j−1 + Γn+1

i−1, j−1

)
,

(4.8)

where D0 = d0∆t
2∆x , D1 =

β∆t
2∆y .

It is important to note that the conditions at the boundary will not be factored into consideration.
Suppose that xi = i∆x, y j = j∆y and tn = n∆t; then

Γn
i, j = µn exp(ι ξπi∆x) exp(ι ηπ j∆y) and then Γn+1

i, j = µΓn
i, j,

i = 1, 2, . . . ,N, j = 1, 2, . . . ,M and ∀n.
(4.9)

By inserting Eq (4.9) into Eq (4.7), we obtain the following outcomes:

Γn
i, j =µΓn

i, j + 2D0 sin(ξπ∆x)µΓn
i, j − 8ιD1 sin2

(
ξπ∆x

2

)
sin (ηπ∆y) µΓn

i, j. (4.10)

Hence,

1 =

(
1 + 2D0 sin(ξπ∆x) − 8ιD1 sin2

(
ξπ∆x

2

)
sin (ηπ∆y)

)
µ. (4.11)

Let

ν = 2D0 sin(ξπ∆x) − 8ιD1 sin2
(
ξπ∆x

2

)
sin (ηπ∆y) . (4.12)

Equation (4.11) can be rewritten as

|µ| =

∣∣∣∣∣ 1
1 + ν

∣∣∣∣∣ ≤ 1. (4.13)

Our study unequivocally demonstrates that the scheme under consideration is stable and strictly adheres
to the Fourier stability criteria. It is imperative to ensure that the magnitude of µ remains less than one
and we can confidently assert that the system satisfies this critical criterion. The equation depicted
in Eq (4.11) provides unequivocal evidence that the absolute value of µ is less than one, ensuring that
the numerical system remains stable under all possible conditions.
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To determine the order of accuracy of the scheme (4.2), the Taylor series is utilized and the
truncation error is assessed. It is assumed that:

en+1
i, j = Γn+1

i, j − Γ
(
xi, y j, tn+1

)
. (4.14)

To analyze errors at a specific location and time (xi, y j, tn+1), we use the error term en+1
i, j . The

estimated solution is denoted as Γn
i, j, while the analytical solution is represented as Γ

(
xi, y j, tn+1

)
in

the context of this study. The final result can be found by substituting Eq (4.14) into scheme (4.8).

en
i, j =en+1

i, j + D0en+1
i+1, j − D0en+1

i−1, j + D1

(
en+1

i+1, j+1 − 2en+1
i, j+1 + en+1

i−1, j+1

)
− D1

(
en+1

i+1, j−1 − 2en+1
i, j−1 + en+1

i−1, j−1

)
− ∆tT n

i, j,
(4.15)

where D0 and D1 are defined as d0∆t
2∆x and β∆t

2∆y , respectively. The truncation error of T n
i, j may be expressed

by using the method described by T n
i, j as follows:

T n
i, j =Γ

(
xi, y j, tn+1

)
+ D0Γ

(
xi+1, y j, tn+1

)
− D0Γ

(
xi−1, y j, tn+1

)
+ D1

(
Γ
(
xi+1, y j+1, tn+1

)
− 2Γ

(
xi, y j+1, tn+1

)
+ Γ

(
xi−1, y j+1, tn+1

))
− D1

(
Γ
(
xi+1, y j−1, tn+1

)
− 2Γ

(
xi, y j−1, tn+1

)
+ Γ

(
xi−1, y j−1, tn+1

))
.

(4.16)

Hence,

T n
i, j ≤

∆t
2

Γtt

(
xi, y j, η0n+1

)
−

∆x∆y
4

Γxxxyy

(
η1i, η2 j, tn+1

)
−

∆x2

6
Γxxx

(
η1i, y j, tn+1

)
, (4.17)

where η0n+1 ∈ (tn, tn+1) , η1i ∈ (xi−1, xi+1) , and η2 j ∈
(
y j−1, y j+1

)
. Thus, the numerical scheme’s

truncation error is T n
i, j = O(∆t) + O(∆y2) + O

(
∆x2

)
. Consequently, every step’s truncation error is

indicated by
T n

i, j = O
(
∆t,∆y2,∆x2

)
.

We can perform a series of computations using the initial data and refining them with distinct meshes so
that (∆x, ∆y, ∆t → 0). To determine if a numerical scheme is convergent within a chosen domain D,
we can evaluate each fixed point (x∗, y∗, t∗) ∈ D and verify if (xi, y j, tn) → (x∗, y∗, t∗); then, Γn

i, j =

Γ(x∗, y∗, t∗). Earlier, we showed that the implicit schema guarantees unconditional stability. Now, to
prove its unconditional convergence, please continue reading. Suppose that the error is denoted by e.
It is provided by

en
i, j = Γn

i, j − Γ
(
xi, y j, tn

)
. (4.18)

Now, Γn
i, j completely satisfies the conditions of the scheme (Eq (4.8)), whereas Γ

(
xi, y j, tn

)
ignores the

error revealed by the truncation error. Hence,

en
i, j =en+1

i, j + D0en+1
i+1, j − D0en+1

i−1, j + D1

(
en+1

i+1, j+1 − 2en+1
i, j+1 + en+1

i−1, j+1

)
− D1

(
en+1

i+1, j−1 − 2en+1
i, j−1 + en+1

i−1, j−1

)
− ∆tT n

i, j,
(4.19)

where D0 = d0∆t
2∆x , D1 =

β∆t
2∆y . Assume that the maximum error for the time step is defined as follows:

En = max
{∣∣∣en

i, j

∣∣∣ ,∀i, j and n ≥ 0
}
. (4.20)
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Thus, the result of applying Eq (4.20) in Eq (4.19) is

en+1
i, j ≤ En + ∆tT n

i, j; (4.21)

then, for each i = 1, . . . ,N, j = 1, . . . ,M, we obtain

En+1 ≤ En + ∆tT n
i, j. (4.22)

We can start by using the given initial condition to determine that E0 = 0. With this, we can rewrite
the inequality as follows:

E1 ≤ E0 + ∆tT n
i, j = ∆tT n

i, j ⇒ E2 ≤ E1 + ∆tT n
i, j ≤ 2∆tT n

i, j,

and so on; we have
En+1 ≤ n × ∆tT n

i, j. (4.23)

5. Result and discussion

This study focused on the use of effective methodologies and the resulting impressive results in
solving Eq (1.1). To obtain precise solutions, two methods were utilized, namely, the generalized
indirect algebraic and modified S -expansion methods. Figures 1–3 illustrate the solitary wave solutions
for the parameters β = 1.2, N = 100 and M = 3200. The accuracy of the analytical solutions was then
confirmed by performing numerical validation using the converted system (4.2). The primary findings,
which provide a direct comparison between the analytical and numerical solutions, are presented in
Figure 8 and Table 3. These results are significant, as they demonstrate the effectiveness of the
employed methodologies and provide further insights for future studies. Through the investigation
mentioned earlier, it is clear that the solutions share a significant level of resemblance, with errors
decreasing considerably as the values of ∆x and ∆y approach zero. To maintain stability, it is crucial
to keep the parameter β constant across all numerical schemes. Any alterations to this value have the
potential to cause instability and should be avoided.
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Figure 8. Convergence records based on ∆x, as obtained by utilizing the l2 norm relative
error from Table 3. As for the variable y, we specifically selected the value of 0.5 at t = 25
and x = 0→ 20.
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Table 3. The relative error formula results applied to measure the error with a fixed ∆t =

1 × 10−2 at a specific time t = 25.

∆x RLTV CPU
1.0 × 10−1 1.5 × 10−3 56.0 s
5.0 × 10−2 3.2 × 10−4 133.36 s
2.5 × 10−2 1.6 × 10−4 316.20 s

1.25 × 10−2 4.4 × 10−5 619.80 s
6.3 × 10−3 1.2 × 10−5 1492.86 s

Figure 1 provides clear representations of the temporal progression of the analytical solutions of (a)
Γ1 over the interval x = −70→ 10 and (b) Γ3 over the interval x = −10→ 70. The graphs were plotted
over a time interval of 0 to 50, with a value of β set to 1.2. The time evolution of the analytic solutions
is illustrated in Figure 2 for intervals of Γ5 and Γ8 from x = −10 to x = 60. The figure covers a time
interval of t = 0 to t = 10 with β = 1.2. Similarly, Figure 3 shows the analytical solutions’ temporal
progression for the intervals of integration for Γ11 from x = −1 → 1 and Γ17 from x = −10 → 60.
The time interval of these graphs is also t = 0 to t = 10, with β = 1.2. To obtain the numerical
results of Eq (4.2), the numerical scheme uses the analytic solution as the starting point. The exact
answer for a single traveling wave is shown in Figure 2, along with the solutions obtained by using
the shooting approach. These reciprocal solutions operate in unison, indicating that the procedures are
genuine and effective. The Taylor series expansion assesses the accuracy of the system, starting with
the second order. The numerical approach has second-order accuracy, as demonstrated in Figure 1.
The von Neumann analysis provides evidence for the unconditional stability of the numerical system.

Figure 6 illustrates how the precise computational results change over time for a given set of
parameters. The parameters used in this scenario are as follows: β = 0.1, x0 = −5.0, y ranging
from 0 to 1, x ranging from 0 to 20, t ranging from 0 to 25, J = 100 and N = 3200. It is clear
from the alignment between the analytical and numerical solutions that they are similar. The exact
solitary traveling-wave and numerical solutions at time t = 25 are illustrated in a three-dimensional
representation in Figure 5. The graphical representations effectively demonstrate that the exact
solutions exhibit behaviors similar to those observed for the numerical solutions. Figure 7 illustrates
the alterations in the time span of the numerical findings. Ensuring a consistent value of y = 0.5 at
t = 25 is of utmost importance. After careful analysis of the wave, it is evident that there is a substantial
similarity between the numerical and analytical solutions. The parameter values were established by a
systematic procedure: β = 0.1, x0 = −5.0, x ranging from 0 to 20 and t ranging from 0 to 25. The value
of J is 100 and the value of N is 3200. The applied strategies’ effectiveness is further demonstrated
in Table 3 and Figure 8. Table 3 shows the L2 error and the computational time required to reach
time step 25 by using the numerical technique. The augmentation of data points leads to a significant
decrease in imprecision while simultaneously increasing the computational resources necessary for
their processing. The finite difference technique is a computationally advantageous approach for
solving nonlinear partial differential equations because it captures high-error regions effectively by
employing an adequate number of data points, thus rapidly reducing the overall error.
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6. Conclusions

As part of our investigation, we utilized two techniques, i.e., the generalized indirect algebraic and
modified S -expansion techniques, to identify different solitary wave solutions for the couple-breaking
soliton equations. We used hyperbolic and trigonometric functions, along with the shooting approach,
to obtain these solutions. After constructing a solution, we employed a numerical scheme to solve
the problem, completed without any issues. To ensure the accuracy of our results, we conducted
a comprehensive analysis of the differences and similarities between the analytical and numerical
outcomes. We found that the results were practically identical in how they were obtained, but the
finite differences-based approach was more accurate. We also observed a correlation between the
total number of points and the relative error, which suggested that the numerical scheme is stable. In
summary, the methodologies we applied were effective in performing the computations.
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