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Abstract: Nonlinear matrix equation often arises in control theory, statistics, dynamic programming,
ladder networks, and so on, so it has widely applied background. In this paper, the nonlinear matrix
equation Xs + AHF(X)A = Q are discussed, where operator F are defined in the set of all n×n positive
semi-definite matrices, and Q is a positive definite matrix. Sufficient conditions for the existence
and uniqueness of a positive semi-definite solution are derived based on some fixed point theorems.
It is shown that under suitable conditions an iteration method converges to a positive semi-definite
solution. Moreover, we consider the perturbation analysis for the solution of this class of nonlinear
matrix equations, and obtain a perturbation bound of the solution. Finally, we give several examples
to show how this works in particular cases, and some numerical results to specify the rationality of the
results we have obtain.
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1. Introduction

Let P(n) denote the set of n × n positive semi-definite matrices, and M(n) denote the set of all n × n
matrices. In this paper we consider the following class of nonlinear matrix equations

Xs + AHF(X)A = Q, (1.1)

where F(·) : P(n)→ M(n) is continuous, i.e., F transforms positive definite matrices into non-negative
definite ones. s ≥ 1, A,Q ∈ M(n), and Q is a positive definite matrix. Note that X is a solution of
Eq (1.1) if and only if it is a fixed point of the map

G(X) = (Q − AHF(X)A)
1
s , (1.2)
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so the map G(·) plays an important role throughout this paper.
Several authors have considered such a nonlinear matrix equation problem. In [1], Qingchun Li

and Panpan Liu considered the Eq (1.1), in the case that s ≥ 1 and map F(·) is also defined in P(n).
The authors in [2] discussed an iteration method for the Eq (1.1) in the case s = 1 and with the
condition AHF(Q)A < Q, i.e., G(Q) > O. Moreover when s = 1, the perturbation theory for the
Eq (1.1) can be found in [3]. Other authors discussed this equation for particular choices of the map
F(·). For example, Beatrice Meini [4] established and proved theorems for the necessary and
sufficient conditions of existence of a positive definite solution of the equation as F(X) = ±X−1, where
Q is a positive definite matrix. In [5, 6], the case F(X) = ±X−2 is discussed. And the case
F(X) = ±X−m,m ∈ {3, 4, · · · } is treated in [7, 8]. Xuefeng Duan and Anping Liao [9] considered the
situation where AHF(X)A = −

∑m
i=1 AH

i Xδi Ai, (0 < |δi| < 1) when the Ai (i = 1, 2, 3, · · · ) denoted in [9]
are equal with each other, they proved that the nonlinear matrix equation always has an unique
positive definite solution, and multi-step stationary iterative method is proposed to work out the
unique positive definite solution. In addition, Xuefeng Duan and Anping Liao solved a conjecture
which is proposed in [10], and they obtained a conclusion that the nonlinear matrix equation
Xs − A>X−tA = I does not always has an unique positive definite solution unless when some
conditions are satisfied.

Our main contributions in this paper include the following aspects. Firstly, we give the existent
interval of the solution of Eq (1.1) in the case that F maps into P(n) or F maps into −P(n), respectively.
As compared to previous results, the results from which we have obtained have a better estimates for
the solution X in some certain. Secondly, we also give the perturbation analysis of the solution of
Eq (1.1) when F : P(n) → M(n), where the range of values of F is expanded compared with previous
papers. Thirdly, we will promote and replenish the results in [1].

The paper is organized as follows. In Section 2, we shall derive some necessary and sufficient
conditions for the existence of a solution for the nonlinear Eq (1.1) based on the the Schauder’s fixed
point theorem. And we also discuss the existence scope of the solution whenever the equation is
solvable. Section 3 discusses the uniqueness of a solution. In Section 4, we analysis perturbation
theory of the solution for Eq (1.1) and the perturbation bounds for the positive semi-definite solutions
of these equations are given. Finally, Section 5 illustrates the correctness of the results which we have
obtained with some numerical experiments and contains some examples on the matrix Eq (1.1) as well
as the results in the preceding sections.

The following notations will be used throughout the rest of this paper. For A ∈ M(n), λ1(A) and
λn(A) stand for the maximal and minimal eigenvalue of matrix A, respectively. AH is the conjugate
transpose of the matrix A, A−H is the inversion of AH. I is the identity matrix, and O is the 0-matrix. ‖·‖2
and ‖ · ‖F denote the l2 norm and the Frobenius norm, respectively. With A ≥ O (A > O) we denote that
matrix A is positive semi-definite (positive definite). As a different notation for A−B ≥ O (A−B > O),
we will write A ≥ B(A > B), This induces a partial ordering on the Hermitian matrices. When we say
that a Hermitian matrix is the smallest (largest) in some set, then this is always meant with respect to
the partial ordering induced in this way. Further, the sets [A, B] and (A, B) are defined by

[A, B] = {X|A ≤ X ≤ B}, (A, B) = {X|A < X < B},

whereas LA,B denotes the line segment joining A and B, i.e., LA,B = {tA + (1 − t)B|t ∈ [0, 1]}. G(G(X))
is denoted by G2(X), and the jth iterate of G on X is denoted by G j(X). For B = (b1, b2, · · · , bn) = (bi j)
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and a matrix C, B ⊗ C = (bi jC) is a Kronecker product and vec(A) is a vector defined by vec(A) =

(a>1 , a
>
2 , · · · , a

>
n )>. In order to develop the paper , we need that

vec(AXB) = (B> ⊗ A)vec(X) and ‖vec(X)‖2 = ‖X‖F ,

where A, X and B are n × n complex matrix.

2. Existence and properties of solutions

In this section, we discuss the sufficient conditions for the existence of a positive definite or
positive semi-definite solution of Eq (1.1) based on the Schauder’s Fixed Point Theorem [11], and
some properties of solutions are given.

Lemma 2.1. (see Parodi [12]). If A > B > O(or A ≥ B > O), then Aα > Bα (or Aα ≥ Bα > O) for all
α ∈ (0, 1], and Aα < Bα(or O < Aα ≤ Bα) for all α ∈ [−1, 0).

Theorem 2.1. Let F : P(n) → M(n) be continuous, If Eq (1.1) is solvable and X is a positive semi-
definite solution of Eq (1.1), then the following results hold true.

(i) If F : P(n)→ P(n), then O ≤ AHF(X)A ≤ Q, and O ≤ X ≤ Q
1
s ,

(ii) If F : P(n)→ −P(n), then X ≥ Q
1
s .

Proof. (i) Because of X ∈ P(n), we obtain that F(X) ≥ O. This implies that AHF(X)A ≥ O. Note that
X ≥ O, X

s
+ AHF(X)A = Q, we have AHF(X)A ≤ Q, and X

s
≤ Q. From Lemma 2.1, we have X ≤ Q

1
s .

This proves statement (i).
(ii) Because F maps into −P(n), we know that F(X) ≤ O, which implies that AHF(X)A ≤ O. So

we have

X
s

= Q − AHF(X)A ≥ Q.

According to Lemma 2.1, we obtain X ≥ Q
1
s , and this proves the second part of the theorem. �

Remark 2.1. The positive semi-definite solution of the nonlinear matrix Eq (1.1) are not always exist,
if the solution is existent, according to Theorem 2.1, we can obtain the existent interval of the solution
in the case that F maps into P(n) or F maps into −P(n), respectively.

Sufficient conditions for the existence of a positive semi-definite solution are derived in the
following discussion.

Theorem 2.2. Let F : P(n)→ P(n) be continuous on [O,Q
1
s ], if inequality AHF(X)A ≤ Q are satisfied

for all X ∈ [O,Q
1
s ], then Eq (1.1) has a positive semi-definite solution in [O,Q

1
s ].

Proof. From F : P(n)→ P(n), we obtain F(X) ≥ O, which implies that for all X ∈ [O,Q
1
s ] must have

O ≤ G(X) = (Q − AHF(X)A)
1
s ≤ Q

1
s .

So we know that G maps [O,Q
1
s ] into [O,Q

1
s ]. Moreover, because of the continuity of map F, we

obtain that G is continuous. Obviously, interval [O,Q
1
s ] is a compact convex set, so according to the

Schauder’s Fixed Point Theorem, Eq (1.1) has a positive semi-definite solution in [O,Q
1
s ]. �
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Theorem 2.3. Let F : P(n)→ −P(n) be continuous on [Q
1
s ,+∞), if there exists B ≥ Q such that

Q − B ≤ AHF(X)A ≤ O, (2.1)

for all X ∈ [Q
1
s , B

1
s ], then Eq (1.1) has a positive definite solution in [Q

1
s , B

1
s ]. Moreover, if the Eq (2.1)

is satisfied for every X ≥ Q
1
s , then all solutions of Eq (1.1) are in [Q

1
s , B

1
s ].

Proof. From F : P(n) → −P(n), we obtain F(X) ≤ O for all X ∈ [Q
1
s , B

1
s ]. It follows from that

G(X) = (Q − AHF(X)A)
1
s ≥ Q

1
s . Note that Q − B ≤ AHF(X)A ≤ O, we obtain Q − AHF(X)A ≤ B, i.e.,

G(X) ≤ B
1
s . So G(X) ∈ [Q

1
s , B

1
s ], which implies G maps [Q

1
s , B

1
s ] into [Q

1
s , B

1
s ]. Also we can prove

that [Q
1
s , B

1
s ] is a compact convex set, so according to the Schauder’s Fixed Point Theorem, Eq (1.1)

has a fixed point in [Q
1
s , B

1
s ]. This fixed point is a positive definite solution solution of Eq (1.1).

Moreover, if the Eq (2.1) is satisfied for every X ≥ Q
1
s , and let X̂ be a arbitrary solution of Eq (1.1),

then
Q − AHF(X̂)A ≤ B.

From Lemma 2.1, we have
Q

1
s ≤ X̂ = (Q − AHF(X̂)A)

1
s ≤ B

1
s .

This completes the proof. �
An operator F is monotone if and only if F(X) ≥ F(Y) for all X ≥ Y , and the operator F is anti-

monotone if and only if F(X) ≤ F(Y) for all X ≥ Y . More specific characters for these function can be
seen in [13]. For the rest parts of this section we will discuss the map F which is either monotone or
anti-monotone.

Theorem 2.4. Let F : P(n) → P(n) be continuous, monotone and invertible on [O,Q
1
s ], and matrix A

is invertible. If Eq (1.1) has a positive semi-definite solution X, then
X ∈ [max{O,G(Q

1
s )},min{Q

1
s , F−1(A−∗QA−1)}].

Proof. From Theory 2.1, we obtain X ∈ [O,Q
1
s ] and AHF(X)A ∈ [O,Q], i.e., AHF(X)A ≤ Q. So we

have F(X) ≤ A−∗QA−1. Then we obtain X ≤ F−1(A−∗QA−1), which implies
X ≤ min{Q

1
s , F−1(A−∗QA−1)}. Moreover, combine X ≤ Q

1
s and the monotonicity of F, we obtain

F(X) ≤ F(Q
1
s ), so AHF(X)A ≤ AHF(Q

1
s )A, which implies that

X = (Q − AHF(X)A)
1
s ≥ (Q − AHF(Q

1
s )A)

1
s , then we have X ≥ max{O, (Q − AHF(Q

1
s )A)

1
s }.

This complete the proof. �

Remark 2.2. From Theorem 2.4, we obtain that if Q > AHF(Q
1
s )A, i.e., G(Q

1
s ) > O, then the solution

X of Eq (1.1) must be in [G(Q
1
s ),Q

1
s ]. On the contrary, if G(Q

1
s ) < O, then the solution X must be

in [O, F−1(A−∗QA−1)]. Compared with Theorem 2.2, we can narrow the scope of the solution when
G(Q

1
s ) , O are satisfied, but for the case that G(Q) = O, then the solution can’t be narrowed.

Next we will give the sufficient condition of the existence of the positive definite solution for the
Eq (1.1) when F : P(n)→ P(n) be continuous, monotone and invertible on [O,Q

1
s ].

Theorem 2.5. Let F : P(n)→ P(n) be continuous, monotone and invertible on [O,Q
1
s ]. If G(Q

1
s ) > O,

then Eq (1.1) has a positive definite solution in [G(Q
1
s ),Q

1
s ] . If G(Q

1
s ) < O, F(Q) < Q, A is invertible,

and F−1(A−∗QA−1) ≥ G(X) are satisfied for every X ∈ [O, F−1(A−∗QA−1)], then Eq (1.1) has a positive
semi-definite definite solution in [O, F−1(A−∗QA−1)].
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Proof. Obviously, the map G is continuous and G(X) ≤ Q
1
s . Because F is monotone on [G(Q

1
s ),Q

1
s ],

we can obtain F(X) ≤ F(Q
1
s ) when X ∈ [G(Q

1
s ),Q

1
s ]. This implies Q−AHF(X)A ≥ Q−AHF(Q

1
s )A, i,e.,

G(X) ≥ (Q − AHF(Q
1
s )A)

1
s = G(Q

1
s ), so we have G map [G(Q

1
s ),Q

1
s ] into [G(Q

1
s ),Q

1
s ]. According to

the Schauder’s Fixed Point Theorem, G has a fixed point which is a positive definite solution of Eq (1.1)
in [G(Q

1
s ),Q

1
s ]. This proved the first part of the theorem. One step closer, if F−1(A−∗QA−1) ≥ G(X) are

satisfied for every X ∈ [O, F−1(A−∗QA−1)], then we have AHF(X)A ≤ F(Q) for O ≤ X ≤ F−1(A−∗QA−1)
because of the monotonicity of F. This implies Q − AHF(X)A ≥ Q − F(Q), so we can obtain G(x) ≥
(Q − F(Q))

1
s ≥ O, which indicate G maps [O, F−1(A−∗QA−1)] into [O, F−1(A−∗QA−1)]. Then G has a

fixed point which is a positive semi-definite definite solution of Eq (1.1) in [O, F−1(A−∗QA−1)]. The
proof is completed. �

Remark 2.3. The assumption that F be continuous on [O,Q
1
s ] in the conditions of Theorem 2.5 is very

important to guarantee existence of a solution of Eq (1.1). That is, if the map F is not continuous, then
Eq (1.1) may have no solution in the interval. To show this, we give a simple example in the following.

Example 2.1. Consider the scalar case, take A = 1,Q = b > 1, and let F be a piecewise constant
function as follows:

F(X) =


c, X >

b
2
,

d, X ≤
b
2
,

where c ≥
b
2

and d <
b
2

, clearly there is no solution to Eq (1.1). So this account for the assumption
that F be continuous play an important role to guarantee existence of a solution of Eq (1.1).

For the case that F : P(n) → P(n) be continuous, monotone, if the nonlinear matrix Eq (1.1) has
a positive definite solution, then the existence scope of the solution had also been given in Theorem 2
of [1], where the conclusion is proved though mathematical induction. There the map F has some
difference with here proposed in above Theorem, and need to solve two positive solutions of two
equations, respectively. Also in [1] some conclusions had been given when the map F is anti-monotone,
here we will give the existence scope of the solution when Eq (1.1) is solvable.

Theorem 2.6. Let F : P(n) → P(n) be continuous, anti-monotone and invertible. If Eq (1.1) has a
positive definite solution X, then X ∈ (F−1(A−∗QA−1),G(Q

1
s )]. Moreover, if F−1(A−∗QA−1) ≤ G(X) for

all [F−1(A−∗QA−1),G(Q
1
s )], then Eq (1.1) has a positive definite solution.

Proof. See Theorem 1 of [1]. �

3. Uniqueness of a solution and iterative method

In the previous section, some conditions were derived for the existence of a solution of Eq (1.1)
and some properties about the solution. But nothing was said about uniqueness, here we will apply the
Banach’s Fixed Point Theorem [14] to deduce our conclusion.

Lemma 3.1. For any positive integer s, and X,Y ∈ M(n), we always have

Xs − Y s =

s−1∑
i=0

Xi(X − Y)Y s−1−i.
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Proof. Obviously by mathematical induction method we can proved the conclusion, here we omit the
proof process. �

Lemma 3.2. (cf. Theorem I.1.8 in [15]) Let F : U → M(n) (U ⊂ M(n) open) be differentiable at any
point of U, then

‖F(X) − F(Y)‖ ≤ sup
Z∈LX,Y

‖D(F(Z))‖‖X − Y‖,

for all X,Y ∈ U.

Lemma 3.3. (Theorem X.38 in [13]) If the operators X,Y satisfy X ≥ aI and Y ≥ aI for some positive
number a, and 0 < r < 1, then ‖Xr − Yr‖ ≤ rar−1‖X − Y‖.

In the following discussion φ(n) will denote a closed and bounded interval in P(n), i.e., φ(n) will be
of the form [B; C] = {X|B ≤ X ≤ C}, with B,C ∈ P(n). Let S φ(n) be the smallest positive value such
that supZ∈φ(n) ‖D(F(Z))‖ = maxZ∈φ(n) ‖D(F(Z))‖ ≤ S φ(n) holds.

Theorem 3.1. When s is a positive integer, G(Q
1
s ) > O, and F : P(n)→ P(n) be continuous, monotone

and invertible, ‖AH‖F‖A‖FS φ(n) < s̃λs−1. If Eq (1.1) has a solution X in φ(n) then X is the unique
solution in φ(n) which is positive definite. Here φ(n) = [G(Q

1
s ),Q

1
s ], λ̃ = λn(G(Q

1
s )).

Proof. Assume that X̃ be a solution of Eq (1.1) and X̃ , X, from remark 2.1, we obtain that X̃, X ∈
[G(Q

1
s ),Q

1
s ], so we have X ≥ λ̃I, X̃ ≥ λ̃I. According to Lemma 3.1, we can obtain

‖X
s
− X̃s‖F = ‖AHF(X̃)A − AHF(X)A‖F

= ‖AH(F(X̃) − F(X))A‖F
≤ ‖AH‖F‖A‖F‖F(X) − F(X̃)‖F
≤ ‖AH‖F‖A‖FS φ(n)‖X − X̃‖F .

Also from Lemma 3.1, we have

‖X
s
− X̃s‖F = ‖

s−1∑
i=0

X
i
(X − X̃)X̃s−1−i‖F

= ‖(
s−1∑
i=0

X̃s−1−i ⊗ X
i
)vec(X − X̃)‖2

≥ s̃λs−1‖X − X̃‖F .

Combine above two inequality, we have s̃λs−1‖X − X̃‖F ≤ ‖AH‖F‖A‖FS φ(n)‖X − X̃‖F . Because

G(Q
1
s ) > O, λ̃ > 0 is guarantee, so we have ‖X − X̃‖F ≤

‖AH‖F‖A‖FS φ(n)

s̃λs−1
‖X − X̃‖F < ‖X − X̃‖F .

This is a contradiction, so X̃ = X.
The proof is completed. �
When s is not a positive integer, we can also give a sufficient condition for the existence of the

unique solution of Eq (1.1).
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Theorem 3.2. Let H(Y) = Q − AHF(Y
1
s )A, and F : P(n) → P(n) be continuous, monotone. a =

1
s S [H(Q),Q]‖A‖2λ1−s

n (H(Q)) < 1. Then the following results hold.
(i) Equation (1.1) has and only has a positive semi-definite definite solution X in [(H(Q))

1
s ,Q

1
s ]

= [G(Q
1
s ),Q

1
s ].

(ii) If we consider the following iterative method:

∀Y0 ∈ [H(Q),Q],Yk+1 = Q − AHF(Y
1
s

k )A = H(Yk), k = 0, 1, 2, · · · . (3.1)

Then the sequence {Yk}
∞
k=0 in (3.1) converges to the unique solution Y of the equation Y + AHF(Y

1
s )A =

Q, and X = Y
1
s , moreover, we can obtain ‖Yk+1 − Yk‖ < a‖Yk − Yk−1‖.

Proof. (i) Because F maps into P(n),we have H(Y) ≤ Q for all Y ∈ [H(Q),Q]. Note that F is
monotone, we have F(Y

1
s ) ≤ F(Q

1
s ), which implies H(Y) ≥ Q − AHF(Q

1
s )A = H(Q). So H maps

[H(Q),Q] into [H(Q),Q]. Moreover, ∀Y1,Y2 ∈ [H(Q),Q], we have Y1 ≥ λn(H(Q))I,Y2 ≥ λn(H(Q))I,
combine Lemma 3.1–3.3, we can obtain

‖H(Y1) − H(Y2)‖ = ‖AHF(Y
1
s

2 )A − AHF(Y
1
s

1 )A‖

= ‖AH(F(Y
1
s

2 ) − F(Y
1
s

1 ))A‖

≤ ‖A‖2 max
Z∈L

Y
1
s

1 ,Y
1
s

2

‖D(Z)‖‖Y
1
s

1 − Y
1
s

2 ‖

≤
1
s

S [H(Q),Q]‖A‖2λ1−s
n (H(Q))‖Y1 − Y2‖.

From a < 1, we obtain that H is a contraction map on [H(Q),Q]. Because [H(Q),Q] is a closed
subset of P(n) which implies [H(Q),Q] is a complete metric space. Then it follows from Banach’s
Fixed Point Theorem that the map H has a unique fixed point Y in [H(Q),Q] i.e., H(Y) = Y . Let

X = Y
1
s
∈ [(H(Q))

1
s ,Q

1
s ] = [G(Q

1
s ),Q

1
s ], then the matrix X is the unique solution of Eq (1.1). This

prove the first part of the Theorem.
(ii) From the proof of the (i), H is a contraction map which maps [H(Q),Q] into [H(Q),Q], and

for allY1,Y2 ∈ [H(Q),Q], we have ‖H(Y1) − H(Y2)‖ < a‖Y1 − Y2‖. So the sequence {Yk}
∞
k=0 in (3.1)

converges to the unique solution Y of the equation Y + AHF(Y
1
s )A = Q, and X = Y

1
s is the unique

solution of Eq (1.1), also we have ‖Yk+1 − Yk‖ < a‖Yk − Yk−1‖. The proof is completed. �

Corollary 3.1. If the conditions of the Theorem 3.2 are satisfied, then we have

‖Yk − Y‖ ≤
ak

1 − a
‖Y1 − Y0‖, ‖Yk − Y‖ ≤

a
1 − a

‖Yk − Yk−1‖.

Proof. From the prove of Theorem 3.2, we obtain that ‖Yk+1 − Yk‖ < a‖Yk − Yk−1‖. So we have

‖Yk+p − Yk‖ ≤

p∑
i=1

‖Yk+i − Yk+i−1‖

≤ (ap−1 + · · · + a + 1)‖Yk+1 − Yk‖ (3.2)

AIMS Mathematics Volume 8, Issue 8, 18392–18407.
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≤
ak

1 − a
‖Y1 − Y0‖.

Let p→ ∞, then we get ‖Yk−Y‖ ≤ ak

1−a‖Y1−Y0‖, and from the second inequality, i.e.,(3.1) we can obtain
that ‖Yk − Y‖ ≤ a

1−a‖Yk − Yk−1‖. This implies that the error of approximate solution can be estimated by
the scope of difference between the iteration sequences Yk and Yk+1. �

For the case that F : P(n) → P(n) is continuous, anti-monotone and invertible had been discussed
in The Theorem 3 of [1], there the conclusion is similar with the above Theorem which we have obtain.

The next corollary describes the number of iterations to be taken to ensure that ‖Yk − Y‖ ≤ ‖ε‖.

Corollary 3.2. If Y0 = Q
1
s and ε is a convergence tolerance then the number k of iterations to be taken

is at most

k =
[ ln ε + ln ‖AHF(Q

1
s )A‖

ln a

]
+ 1.

Proof. Let Y0 = Q
1
s , from Lemma 3.1, we have ‖Yk − Y‖ ≤ ak

1−a‖Y1 − Y0‖ =
ak

1 − a
‖AHF(Q

1
s )A‖. If want

to ensure that ‖Yk − Y‖ ≤ ‖ε‖, we just need make ak

1−a‖A
HF(Q

1
s )A‖ ≤ ε, then we obtain

k ≤
ln ε + ln ‖AHF(Q

1
s )A‖

ln a
.

This implies that the number k of iterations to be taken is at most[ ln ε + ln ‖AHF(Q
1
s )A‖

ln a

]
+ 1.

�

Theorem 3.3. If F : P(n)→ P(n) is monotone, continuous and G(Q
1
s ) > O, then the following results

hold true.
(i) G is anti-monotone on P(X) which maps [G(Q

1
s ),Q

1
s ] into [G(Q

1
s ),Q

1
s ], and for any positive

definite matrix X for which G(X) is positive definite we have G(Q
1
s ) ≤ G2(X) ≤ Q

1
s .

(ii) There always exists either a periodic orbit of period 2 of the map G or a fixed point of G. The
sequence of matrices G2 j(Q

1
s )
∞

j=0 is a decreasing sequence of positive definite matrices converging to
a positive definite matrix X∞, and the sequence of matrices G2 j+1(Q

1
s )
∞

j=0 is an increasing sequence of
positive definite matrices converging to a positive definite matrix X−∞, and the matrices X∞, X−∞ form
either a periodic orbit of G of period 2,or X∞ = X−∞, in which case it is a fixed point of G, and hence
solution of Eq (1.1).

(iii) Moreover, G maps the set [X−∞, X∞] into itself, and any periodic orbit of G is contained in this
set. In particular, any solution of Eq (1.1) is in between X−∞ and X∞, and if X∞ = X−∞, then there is
an unique positive definite solution.

(iv) In the case where X∞ = X−∞ this matrix is the global attractor for the map G in the following
sense: For any positive definite X for which G(X) is positive definite as well, we have lim j→∞G j(X) =

X∞.
(v) In the case where X∞ = X−∞ the following holds: if X ≤ X−∞, then the orbit of X under G

converges to the periodic orbit X−∞, X∞ in the sense that lim j→∞G2 j−1(X) = X∞, and lim j→∞G2 j(X) =

X−∞. If X ≥ X∞ and G(X) is positive definite, then the orbit of X under G converges to the periodic
orbit X−∞, X∞ in the sense that lim j→∞G2 j−1(X) = X−∞ and lim j→∞G2 j(X) = X∞.
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Proof. (i) Noting F is monotone on P(n), for all X,Y ∈ P(n) and X ≤ Y , we have F(X) ≤ F(Y) which
implies G(X) = (Q − AHF(X)A)

1
s ≥ (Q − AHF(Y)A)

1
s = G(Y), so G is anti-monotone. Because F

maps into P(n), we can obtain G(X) = (Q − AHF(X)A)
1
s ≤ Q

1
s , also from the monotonicity of F, we

have F(X) ≤ F(Q
1
s ) for all X ∈ [G(Q

1
s ),Q

1
s ], which implies that Q − AHF(X)A ≥ Q − AHF(Q

1
s )A,

i.e., G(X) ≥ G(Q
1
s ). For any positive definite matrix X for which G(X) is positive definite, we have

G(X) ≤ Q
1
s and G2(X) ≤ Q

1
s . Combine G(X) ≤ Q

1
s and that G is anti-monotone, then we have

G2(X) ≥ G(Q
1
s ).

The proof for (ii)-(v) are similar to the interpretation of Theorem 2.2 in [2], which is omitted by this
paper. �

Theorem 3.4. If F : P(n) → −P(n) is monotone, continuous, Then the sequence of matrices
{G2 j(Q

1
s )}∞1 is a increasing sequence of positive definite matrices converging to a positive definite

matrix X̃−∞, and the sequence of matrices {G2 j+1(Q
1
s )}∞1 is an decreasing sequence of positive definite

matrices converging to a positive definite matrix X̃∞. If X̃∞ = X̃−∞ = X̃, then X̃ is the unique definite
solution of Eq (1.1).

Proof. Because F maps into −P(n), we have G(X) = (Q − AHF(X)A)
1
s ≥ Q

1
s , which implies G(Q

1
s ) ≥

Q
1
s > O and G2(Q

1
s ) ≥ Q

1
s . Similar with the proof of Theorem 3.2, we obtain that G is anti-monotone,

and G2 is monotone. So we have G3(Q
1
s ) ≤ G(Q

1
s ), then applying G2 repeatedly, we see that the

monotonicity of G2 on this set implies that the sequence {G2 j+1(Q
1
s )}∞1 is a decreasing sequence of

positive definite matrices that is bounded below by the positive definite matrix Q
1
s . Hence it converges

to a positive definite matrix X̃∞. Also apply the monotonicity of G2 to inequality G2(Q
1
s ) ≥ Q

1
s , we

can obtain the sequence {G2 j(Q
1
s )}∞1 is a increasing sequence of positive definite matrices. Note G is

anti-monotone and G(Q
1
s ) ≥ Q

1
s , we have G2(Q

1
s ) ≤ G(Q

1
s ). Combine the monotonicity of G2 and

{G2 j+1(Q
1
s )}∞1 is a decreasing sequence that we have proved, we can obtain G2 j(Q

1
s ) ≤ G2 j−1(Q

1
s ) ≤

G2 j−3(Q
1
s ) ≤ · · · ≤ G(Q

1
s ), which implies the sequence {G2 j(Q

1
s )}∞1 is bounded above by the positive

definite matrix G(Q
1
s ). So it converges to a positive definite matrix X̃−∞. Obviously, when X̃∞ = X̃−∞ =

X̃, then X̃ is a definite solution of Eq (1.1). In the following we prove uniqueness.
Assume that X is a definite solution of Eq (1.1), then we have X = G(X) ≥ Q

1
s , so we obtain

G2 j+1(Q
1
s ) ≥ G2 j(Q

1
s ). Hence, letting j → ∞, we see that X ≥ X̃−∞ = X̃. Moreover, from X = G(X) ≥

Q
1
s , we have X = G2(X) ≥ G(Q

1
s ). Then applying G2 repeatedly, we see that the monotonicity of G2

implies that G2 j(Q
1
s ) ≤ G2 j−1(Q

1
s ). So we obtain X ≤ X̃∞ = X̃. Hence, we obtain X̃ = X, i.e., X̃ is the

unique definite solution of Eq (1.1). This complete the proof. �

4. Perturbation analysis

In this section we will consider the perturbation analysis of the solution of Eq (1.1). The perturbed
equation will be as follows:

Xs + ÃHF(X)Ã = Q̃, (4.1)

where Q̃ be positive definite, Ã and Q̃ is a small perturbation of A and Q, respectively, and s is a positive
integer. Denote 4A = Ã − A,4Q = Q̃ − Q,4X = X̃ − X. Then the following theorems give us upper
bounds for ‖X − X̃‖F , here X is a solution of Eq (1.1), and X̃ is a solution of Eq (4.1).
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Theorem 4.1. If F : P(n) → M(n) is differentiable, ‖F(·)‖F ≤ c, X, X̃ be the positive definite
semi-definite solutions of Eq (1.1) and its perturbation Eq (4.1). X ∈ [B1,C1], X̃ ∈ [B2,C2]. We have

‖4X‖F ≤
d

sλs−1 − l
, and

‖4X‖F
‖X‖F

≤
d

λ(sλs−1 − l)
when l < sλs−1 are satisfied. Here

λ̂ = max{‖X‖F |X ∈ Ω}, λ = min{λn(B1), λn(B2)}, d = ĉλ(‖ÃH‖F + ‖A‖F)‖4A‖F + ‖4Q‖F , l =

rΩ‖A‖F‖ÃH‖F , rΩ = maxZ∈Ω‖DF(Z)‖F ,Ω = {αX + (1 − α)Y |α ∈ [0, 1], X ∈ [B1,C1],Y ∈ [B2,C2]}.

Proof. Because X, X̃ be the positive definite semi-definite solutions of Eq (1.1) and its perturbation
Eq (4.1), we have

X
s
− X̃s = ÃHF(X̃)Ã − Q̃ − AHF(X)A + Q

= ÃHF(X̃)(Ã − A) + ÃH(F(X̃) − F(X))A + (ÃH − AH)F(X)A + 4Q. (4.2)

Noting X ∈ [B1,C1], X̃ ∈ [B2,C2], λ̂ = max{‖X‖F |X ∈ Ω}, λ = min{λn(B1), λn(B2)}, we can obtain
X ≥ B1 ≥ λn(B)1I ≥ λI, X̃ ≥ B2 ≥ λn(B2)I ≥ λI, and ‖X‖F ≤ λ̂, ‖X̃‖F ≤ λ̂. Combining Lemma 3.2 and
substituting rΩ = maxZ∈Ω‖DF(Z)‖F , d = ĉλ(‖ÃH‖F + ‖A‖F)‖4A‖F + ‖4Q‖F for the Eq (4.2) we get

‖X
s
− X̃s‖F = ‖ÃHF(X̃)(Ã − A) + ÃH(F(X̃) − F(X))A + (ÃH − AH)F(X)A + 4Q‖F

≤ ‖ÃH‖F‖F(·)‖F‖X̃‖F‖4A‖F + ‖ÃH‖FmaxZ∈LX,X̃
‖DF(Z)‖F‖X̃ − X‖F‖A‖F

+‖4A‖F‖F(·)‖F‖X‖F‖A‖F + ‖4Q‖F
= ĉλ(‖ÃH‖F + ‖A‖F)‖4A‖F + ‖4Q‖F + rΩ‖A‖F‖ÃH‖F‖X − X̃‖F . (4.3)

From Lemma 3.2, we have

‖X
s
− X̃s‖F = ‖vec(X

s
− X̃s)‖2

=
∥∥∥∥vec

( s−1∑
i=0

X
i
(X − X̃)X̃s−1−i

)∥∥∥∥
2

=
∥∥∥∥( s−1∑

i=0

X̃s−1−i ⊗ X
i)

vec(X − X̃)
∥∥∥∥

2

≥ sλs−1
∥∥∥X − X̃

∥∥∥
F
. (4.4)

Combining (4.3) and (4.4), we can obtain

sλs−1‖X − X̃‖F ≤ ĉλ(‖ÃH‖F + ‖A‖F)‖4A‖F + ‖4Q‖F + rΩ‖A‖F‖ÃH‖F‖X − X̃‖F . (4.5)

Substituting d = ĉλ(‖ÃH‖F + ‖A‖F)‖4A‖F + ‖4Q‖F , l = rΩ‖A‖F‖ÃH‖F for (4.5), we can obtain

‖4X‖F ≤
d

sλs−1 − l
.

Moreover, we can get
‖4X‖F
‖X‖F

≤
d

λ(sλs−1 − l)
.

This complete the proof. �
In fact, if we don’t consider the high order quantity, i.e., ‖4A‖2, then we can obtain a simpler error

bound for ‖X − X̃‖F , which do not need calculate the value of ‖Ã‖F .
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Theorem 4.2. The conditions are similar to the conditions of Theorem 4.1 which we have obtained, if
we don’t consider the high order quantity, i.e., ‖4A‖2F , then we have the following absolute error

‖4X‖F = ‖X − X̃‖F ≤
2ĉλ‖A‖F‖4A‖F + ‖4Q‖F

sλs−1 − rΩ‖A‖2F

and the relative error
‖4X‖F
‖X‖F

≤
2ĉλ‖A‖F‖4A‖F + ‖4Q‖F

λ(sλs−1 − rΩ‖A‖2F)
.

Proof. Because X, X̃ be the positive definite semi-definite solutions of Eq (1.1) and its perturbation
Eq (4.1), we have

X
s
− X̃s = ÃHF(X̃)Ã − AHF(X)A + Q − Q̃

= AH(F(X̃) − F(X))A + AHF(X̃)(Ã − A) + (ÃH − AH)F(X̃)A
+(ÃH − AH)F(X̃)(Ã − A) + Q − Q̃. (4.6)

So we can obtain

‖X
s
− X̃s‖F = ‖AH(F(X̃) − F(X))A + AHF(X̃)(Ã − A) + (ÃH − AH)F(X̃)A

+(ÃH − AH)F(X̃)(Ã − A) + Q − Q̃‖F
≤ ‖A‖2F‖F(X̃) − F(X)‖F + ‖AH‖F‖4A‖F‖F(X̃)‖F + ‖A‖F‖4A‖F‖F(X̃)‖F

+‖4A‖2F‖F(X̃)‖F + ‖4Q‖F
≤ rΩ‖A‖2F‖X − X̃‖F + ĉλ‖AH‖F‖4A‖F + ĉλ‖A‖F‖4A‖F + ‖4Q‖F . (4.7)

Similar to Theorem 4.1, we have

‖X
s
− X̃s‖F ≥ sλs−1‖X − X̃‖F . (4.8)

Combine (4.7) and (4.8), we obtain

sλs−1‖X − X̃‖F ≤ rΩ‖A‖2F‖X − X̃‖F + ĉλ‖AH‖F‖4A‖F + ĉλ‖A‖F‖4A‖F + ‖4Q‖F .

So we have the absolute error

‖4X‖F = ‖X − X̃‖F ≤
2ĉλ‖A‖F‖4A‖F + ‖4Q‖F

sλs−1 − rΩ‖A‖2F
,

and we can also get the the relative error

‖4X‖F
‖X‖F

≤
2ĉλ‖A‖F‖4A‖F + ‖4Q‖F

λ(sλs−1 − rΩ‖A‖2F)
.

The proof is completed. �
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5. Examples and numerical results

So far we have considered the general nonlinear matrix Eq (1.1) and achieved general conditions
for the existence of a positive definite solution or a positive definite semi-definite solution for this class
of equations. Now we give several examples to show how this works in particular cases, and some
numerical results to specify the rationality of the results we have obtain above.

Example 5.1. Take F(X) = Xα (α ∈ (0, 1]), Q = I, and let A be an arbitrary square matrix with
‖A‖2 < 1. Then Eq (1.1) has a positive definite solution in [(I − AHA)

1
s , I].

Proof. Because of ‖A‖2 < 1, so we have
√
λ1(AHA) < 1, that is, λ1(AHA) < 1, which implies that

AHA < I. So we have AHF(Q
1
s )A = AHIA = AHA < I = Q, i.e., G(Q

1
s ) = (Q − AHF(Q

1
s )A)

1
s > O.

Then all conditions of Theorem 2.5 are satisfied. And from the conclusion of Theorem 2.5, we obtain
that equation Xs + AHXαA = I has a positive definite solution in [(I − AHA)

1
s , I]. �

Example 5.2. Take F(X) = −
m∑

i=1
X−δ

i
(X ≥ I,m ≥ 1, δi ∈ (0, 1]), Q = I, and let A be an arbitrary square

matrix . Then Eq (1.1) has a positive definite solution in interval [I, (I + mAHA)
1
s ], in particularly, all

solutions of equation Xs −
m∑

i=1
AHX−δ

i
A = I are in [I, (I + mAHA)

1
s ].

Proof. From Lemma 3.1, we obtain Xδi
are monotonous for i = 1, 2, · · · ,m, so X−δ

i
are

anti-monotonous for i = 1, 2, · · · ,m. This implies that X−δ
i
≤ I (i = 1, 2, · · · ,m) when X ≥ I, i.e.,

F(X) ≥ −mI, then AHF(X)A ≥ −mAHA. Let B = I + mAHA, then Eq (2.1) of Theorem 2.3 is set up for
all X ∈ [Q

1
s , B

1
s ] = [I, (I + mAHA)

1
s ]. So all conditions of Theorem 2.3 are satisfied. According to

Theorem 2.3, equation Xs −
m∑

i=1
AHX−δ

i
A = I has a positive definite solution in [I, (I + mAHA)

1
s ]. And

more specifically, all solutions of the above equation are in [I, (I + mAHA)
1
s ]. �

Example 5.3. Let F(X) = X−t, t ∈ (0, 1], if Eq (1.1) has a positive definite solution X, then from
the conclusion of Theorem 2.6, we have X ∈ (F−1(A−∗QA−1),G(Q

1
s )). Compared with the conclusion

from Theorem 2.1 in [7] that X ∈ ((AQ−1AH)
1
t ,Q

1
s ), the conclusion in our paper, i.e., the result from

Theorem 2.6 which we have obtained have a better estimates for the solution X.

Proof. Note that F maps into −P(n), we obtain G(Q
1
s ) ≤ Q

1
s . From F(X) = X−t, we have

F−1(A−∗QA−1) = (AQ−1AH)
1
t . So X ∈ (F−1(A−∗QA−1),G(Q

1
s )) ∈ ((AQ−1AH)

1
t ,Q

1
s ). The proof is

completed. �

The above example (i.e., example 5.4) which we have given show that the conclusion in our paper
may have a better estimates for the solution of Eq (1.1) to some extent.

An application of Theorem 2.4 is given to discuss the property of the positive definite solutions of
Eq (1.1) in the following example.

Example 5.4. For the matrix Eq (1.1), we choose s = 5, F(X) = X0.5, then F is monotone by
Lemma 3.1. Let

A =


1 0 0
0 1 0
0 0 1

 , X =


7.15 3.02 0.11
3.02 6.20 2.01
0.11 2.01 6.50
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and Q = Xs + AHF(X)A = X5 + X0.5, i.e.,

Q =


5.1837 4.7204 2.1658
4.7204 4.7578 2.7761
2.1658 2.7761 2.4251


with every element multiplying 104.

Obviously, X is an positive matrix, that is, X ≥ O. By using Matlab 7.0 we can obtain

λ1(Q) = 1.1099 × 105, λ2(Q) = 0.1248 × 105, λ3(Q) = 0.0019 × 105.

So we have Q ≥ O. Now let us judge if G(Q
1
5 ) = (Q−Q

1
10 )

1
5 > O or not. By the calculation, we obtain

that

G(Q
1
5 ) =


7.1500 3.0200 0.1100
3.0200 6.0200 2.0100
0.1100 2.0100 6.5000


and we also calculate the eigenvalue of G(Q

1
5 ), and obtain

λ1G(Q
1
5 ) = 6.5952, λ2G(Q

1
5 ) = 10.2107, λ3G(Q

1
5 ) = 2.8641.

This implies that G(Q
1
5 ) > O. Equation (1.1) with A and Q above has at least one positive definite

solution as a result of Q = Xs + AHF(X)A = X5 + X0.5. So according to the inherent meaning of
Theorem 2.4, all positive semi-definite solutions of Eq (1.1) must be in [G(Q

1
5 ),Q

1
5 ], that is all the

positive semi-definite solutions X of equation X5 + X0.5 = Q satisfy
7.1500 3.0200 0.1100
3.0200 6.0200 2.0100
0.1100 2.0100 6.5000

 ≤ X ≤


7.1515 3.0180 0.1109
3.0180 6.0229 2.0085
0.1109 2.0085 6.5010

 .
In the remainder of this section, we report some numerical results. These numerical results describe

the correctness of Theorem 3.4 that we have obtained. The numerical experiments were carried out
using MATLAB 2010a on ZWX-PC Intel i3 processor with 2.10 GHz and 4.0GB RAM computer with
double precision.The rounding unit is approximately 1.11 × 10−16. In the example we take s = 1,Q =

I, F(X) = −X−2, then the assumptions of Theorem 3.4 are satisfied. In Table 1, k denotes the number
of iterations, εk denotes ‖G2k(Q

1
s ) − G2k+1(Q

1
s )‖∞, Xk,Yk, respectively, denote the iteration results of

G2k(Q
1
s ), G2k+1(Q

1
s ) of the kth step. X̃−∞, X̃∞, respectively, is taken to be the final iterate of G2k(Q

1
s ),

G2k+1(Q
1
s ) after εk < 10−8 is satisfied. The algorithm to work out the Gk(Q

1
s ) is shown in the appendix

of section seven.

Table 1. Error analysis for Xk − Yk.

k 0 1 2 3
εk 0.4098 0.0023 1.8243e − 006 8.9540e − 011
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After calculating, we can also give the Xk, and Yk, k = 1, 2, 3 as follows, where omit the precision
of computer’s mechanical error.

X1 =


1.0533 0.0698 −0.0318 −0.0657
0.0698 1.1242 −0.0536 −0.1185
−0.0318 −0.0536 1.0269 0.0603
−0.0657 −0.1185 0.0603 1.1388

 , Y1 =


1.0538 0.0704 −0.0321 −0.0662
0.0704 1.1249 −0.0540 −0.1191
−0.0321 −0.0540 1.0271 0.0606
−0.0662 −0.1191 0.0606 1.1393

 ,

X2 =


1.0529 0.0704 −0.0321 −0.0659
0.0704 1.1249 −0.0540 −0.1191
−0.0321 −0.0540 1.0257 0.0606
−0.0659 −0.1191 0.0606 1.1390

 , Y2 =


1.0531 0.0704 −0.0321 −0.0661
0.0704 1.1250 −0.0540 −0.1191
−0.0321 −0.0540 1.0269 0.0606
−0.0661 −0.1191 0.0606 1.1393

 ,

X3 =


1.0538 0.0704 −0.0321 −0.0662
0.0704 1.1249 −0.0540 −0.1191
−0.0321 −0.0540 1.0271 0.0606
−0.0662 −0.1191 0.0606 1.1393

 , Y3 =


1.0538 0.0704 −0.0321 −0.0662
0.0704 1.1249 −0.0540 −0.1191
−0.0321 −0.0540 1.0271 0.0606
−0.0662 −0.1191 0.0606 1.1393

 .
Obviously, X3 ≥ X2 ≥ X1 ≥ X0, Y3 ≤ Y2 ≤ Y1 ≤ Y0, and X3 ' Y3. In fact, from the numerical
test process we can see that the sequence {Xk}

∞
1 are increasing and converging to X3, in the contrary,

the sequence {Yk}
∞
1 are decreasing and converging to Y3. Here the numerical results we obtained is

consistent with the internal interpretation of Theorem 3.4. Moreover, X̃−∞, X̃∞, and X̃ refer to the
Theorem 3.4 can also be obtained, that is, X̃−∞ = X3 = G6(Q

1
s ), X̃−∞ = Y3 = G7(Q

1
s ), and X̃ = X̃−∞ =

X̃∞ = X3. Which implies that the equation X − AHX−2A = I has an unique solution, i.e., X̃. This result
is true, which can be demonstrated according to the interpretation [5].

6. Conclusions

In this paper, we discuss a general nonlinear matrix equation, which include the existence and
properties of the solutions, uniqueness of a solution, iterative method for solve the equations,
perturbation analysis about the solutions. These results are more general than [5, 16–21], the iterative
procedure there may be better for the special case under consideration there
F(X) = X−1, F(X) = ±X−2 or F(X) = X−t, (t = 1, 2, 3, · · · ), but not readily applied to the very general
case we have under consideration here. In recent years, many authors have dedicated into finding a
good method to solve the nonlinear matrix equation where s = 1, F(X) = X−1, which is a special case
of the discrete algebraic Riccati equation studied in [22, 23]. For example, they have proposed the
structure-preserving doubling algorithm [21, 22, 24–26], cyclic reduction algorithm [4],
Latouche-Ramaswami algorithm [27], these methods may have a better rate of convergence in some
cases (where the critical case do not include in). Wether these methods can be applied for our general
case or not is an open problem and remains to be further research.
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