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Abstract: This paper is concerned with solving a class of generalized Boussinesq shallow-water
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1. Introduction

In this article, we investigate numerical solutions of a class of generalized Boussinesq equations:

∂2u
∂t2 + β1

∂2u
∂x2 + β2

(
us∂u
∂x

)
x

+ β3
∂4u
∂t2∂x2 = 0, (1.1)

∂2u
∂t2 + β1

∂2u
∂x2 + β2

(
us∂u
∂x

)
x

+ β3
∂4u
∂x4 = 0, (1.2)

∂2u
∂t2 + β1

∂2u
∂x2 + β2

(
us∂u
∂x

)
x

+ β3
∂4u
∂x4 + γ

∂6u
∂x6 = 0, (1.3)

where (·)x is the derivative for x, s is a positive integer, β1, β2, β3 are constants, and 0 < γ ≤ 1 is a
small parameter. For solving the above equations, we take the following initial condition:

u(x, 0) = w1(x), ut(x, 0) = w2(x), a ≤ x ≤ b, (1.4)
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and the following boundary condition:

u(a, t) = v1(t), u(b, t) = v2(t), t ≥ 0. (1.5)

Then, we obtain three (1 + 1) dimensional nonlinear PDEs. It is remarked that other forms of boundary
conditions may be studied in an identical way.

The Boussinesq equations have various kinds of applications in physics, such as describing
propagation of long waves in shallow water, vibrations in a nonlinear string, nonlinear lattice waves,
iron sound waves in plasma, see [1–5] and references therein. In [4, 5], Daripa et al. discussed some
physical implications of (1.3) under the background of water waves. It is remarked that if γ = 0
in (1.3), then (1.3) becomes the standard Bousinesq equation (1.2).

As we know, very complicated behaviors exist in nonlinear differential equations, such as
oscillation, bifurcation, and chaos, see [6–8]. It is natural to solve these equations to obtain their
solutions to study their dynamical behaviors. However, most of nonlinear equations, especially
nonlinear PDEs, can not be solved. Therefore, various of numerical methods for solving nonlinear
equations appeared, for example, the finite element method, the finite difference method, the
boundary element method, and the collocation method, see [9–12]. It is noted that the former three
methods are classical numerical computation methods, which treat the time and space variables
separately when solving PDEs. The last one is very simple but efficient numerical computation
method, especially with fits for nonlinear problems. This method can treat the time and space
variables equally and simultaneously, and establish collocation computation schemes for the initial
and boundary problems of PDEs, see [9–12].

In recent years, the barycentric rational interpolation [13–16] has been proposed by researchers
for the collocation method. Specifically, Floater [17, 18] presented one linear rational interpolation
formula and showed the convergence rate for equidistant partition. Wang et al. [9, 10, 19–21] used
the barycentric interpolation method to study various kinds of linear and nonlinear problems. Luo
et al. [22] has used the barycentric rational collocation method (BRCM) to solve the nonlinear parabolic
PDEs. More recently, Li et al. has used the linear barycentric rational collocation method (LBRCM) to
solve Volteria-differential equations [23,24], biharmonic equations [25], heat conduction and diffusion
equations [26,27], telegraph equations [28], and so on. From the above results, we see that the LBRCM
is very effective in solving nonlinear problems. This motivated us to study numerical solutions of the
nonlinear PDEs (1.1)–(1.3) by using the LBRCM. In addition, Akinyemi et al. [29] also studied the
numerical solutions of PDEs (1.1)–(1.3), where they used the homotopy perturbation technique method
(HPTM), which consisted of the homotopy perturbation method and the Laplace method. The error
between numerical and analytic solutions in their examples had very high accuracy. This showed that
the HPTM is very effective. However, the convergence rate of the errors was not given. Besides, it used
a power series expansion and had to compare the same power to get the coefficients of the power series,
which was very complicated and even difficult to obtain. In this paper, we will apply the LBRCM to
solve nonlinear PDEs (1.1)–(1.3). By using the method of direct linearization, nonlinear PDEs will
be transformed into linear PDEs whose forms can be expressed as simple matrix equations. By using
the LBRCM, the numerical solutions will be obtained. Furthermore, by using an error estimate for
the barycentric interpolation, the convergence rate of the errors will be verified. This shows that the
LBRCM does not require very complicated computations and is very simple and effective.

The paper is arranged as follows. The direct linearization of nonlinear PDEs and differentiation
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matrices of the corresponding discrete forms are given in Section 2. The error estimate is given in
Section 3. Three examples are presented to show validity of theoretical results in Section 4. Finally,
conclusions are made in Section 5.

2. Direct linearization and differentiation matrices

We first give the linearization equations. Let u0 be a known initial function. Then, the generalized
Boussinesq equations (1.1)–(1.3) are transformed into linear PDEs on Ω := [a, b] × [0,T ] by using the
direct linearization method [10]:

∂2u
∂t2 + (β1 + β2us

0)
∂2u
∂x2 + +β3

∂4u
∂t2∂x2 + sβ2us−1

0
∂u0

∂x
∂u
∂x

= 0, (2.1)

∂2u
∂t2 + (β1 + β2us

0)
∂2u
∂x2 + β3

∂4u
∂x4 + sβ2us−1

0
∂u0

∂x
∂u
∂x

= 0, (2.2)

∂2u
∂t2 + (β1 + β2us

0)
∂2u
∂x2 + β3

∂4u
∂x4 + γ

∂6u
∂x6 + sβ2us−1

0
∂u0

∂x
∂u
∂x

= 0. (2.3)

Therefore, we can obtain the iterative formats of the above equations on Ω as the following:

∂2up

∂t2 + (β1 + β2us
p−1)

∂2up

∂x2 + +β3
∂4up

∂t2∂x2 + sβ2us−1
p−1

∂up−1

∂x
∂up

∂x
= 0, (2.4)

∂2up

∂t2 + (β1 + β2us
p−1)

∂2up

∂x2 + β3
∂4up

∂x4 + sβ2us−1
p−1

∂up−1

∂x
∂up

∂x
= 0, (2.5)

∂2up

∂t2 + (β1 + β2us
p−1)

∂2up

∂x2 + β3
∂4up

∂x4 + γ
∂6up

∂x6 + sβ2us−1
p−1

∂up−1

∂x
∂up

∂x
= 0, (2.6)

where p = 1, 2, · · · . In practical computation, for a given control precision ε, when
‖up(x, t) − up−1(x, t)‖ ≤ ε, iterations will be stopped and an approximate solution for a nonlinear
problem will be derived. This process is called the direct linearization iteration method.

Next, we will apply the barycentric rational interpolation method to derive the differentiation
matrices of (2.4)–(2.6). Two forms of the partition for the domain Ω will be used in this paper. One is
the equidistant partition. Let xi = a + hi, t j = τ j with h = b−a

m , τ = T
n for 0 ≤ i ≤ m, 0 ≤ j ≤ n. Then,

(xi, t j) divides Ω into a uniform mesh. The other is the non-equidistant partition. Here, the second
kind of Chebyshev points xi = cos iπ

m , t j = cos jπ
n for 0 ≤ i ≤ m, 0 ≤ j ≤ n, are used to form a

nonuniform mesh. In this case, set h = max
0≤i≤m−1

(xi+1 − xi) and τ = max
0≤ j≤n−1

(ti+1 − ti).

Let umn(x, t) in the following be the approximate function of u(x, t),

umn(x, t) =

m∑
i=0

n∑
j=0

ξi(x)η j(t)ui j, (2.7)

where ui j = u(xi, t j),

ξi(x) =

wi

x − xi
m∑

j=0

w j

x − x j

, (2.8)
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η j(t) =

v j

t − t j
n∑

i=0

vi

t − ti

, (2.9)

and

wi =
∑
q∈Q1i

(−1)q
q+d1∏

p=q,p,i

1
xi − xp

, (2.10)

v j =
∑

q∈Q2 j

(−1)q
q+d2∏

p=q,p, j

1
t j − tp

, (2.11)

Q1i = {q ∈ Q1 : i − d1 ≤ q ≤ i} for Q1 = {0, 1, · · · ,m − d1} and Q2 j = {q ∈ Q2 : j − d2 ≤ q ≤ j} for
Q2 = {0, 1, · · · , n − d2}. With a direct calculation, one can obtain another form of umn(x, t) as follows:

umn(x, t) =

m+d1∑
i=0

n+d2∑
j=0

wi j

(x − xi)(t − t j)
ui j

m+d1∑
i=0

n+d2∑
j=0

wi j

(x − xi)(t − t j)

, (2.12)

where

wi j = (−1)i−d1+ j−d2
∑

q1∈Q1i

q1+d1∏
p1=q1,p1,i

1
|x − xi|

∑
q2∈Q2 j

q2+d2∏
p2=q2,p2, j

1
|t − t j|

. (2.13)

The expression of (2.12) has a barycentric interpolation form and is very suitable for the program
implementation in Matlab. It is obvious that ξi(xi) = 1, ξk(xi) = 0 for k , i, and η j(t j) = 1, ηk(t j) = 0
for k , j. By computing the derivative of the basis function (2.8) at x = xi, we can get the following
results:

ξ′k(xi) =
wk/wi

xi − xk
, k , i, ξ′i (xi) = −

m∑
k=1,k,i

ξ′k(xi), (2.14)

ξ′′k (xi) = −
2wk/wi

xi − xk

 m∑
j=1, j,i

w j/wi

xi − x j
+

1
xi − xk

 , k , i, (2.15)

ξ′′i (xi) = −

m∑
k=1,k,i

ξ′′k (xi). (2.16)

For convenience, denote the p-order derivative of (2.8) at xi as follows:

C(p)
ik = ξ

(p)
k (xi), k = 0, 1, · · · ,m; i = 0, 1, · · · ,m, (2.17)

where p is some positive integer. Then, by induction, one can get recurrence formulas for the p-order
derivative of (2.8) at xi

C(p)
ik = p

C(p−1)
ii C(1)

ik −
C(p−1)

ik

xi − xk

 , i , k, (2.18)
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C(p)
ii = −

m∑
k=1,k,i

C(p)
ik . (2.19)

Similarly, if we take the derivative of the basis function (2.9) at t j, we get

η′q(t j) =
vq/v j

t j − tq
, q , j, η′j(t j) = −

n∑
q=1,q, j

η′q(t j), (2.20)

η′′q (t j) = −
2vq/v j

t j − tq

 n∑
i=1,i, j

vi/v j

t j − ti
+

1
t j − tq

 , q , j, (2.21)

η′′q (t j) = −

n∑
q=1,q, j

η′′q (t j). (2.22)

We also denote the p-order derivative of (2.9) at t j as the following:

D(p)
jq = η(p)

q (t j), q = 0, 1, · · · , n; j = 0, 1, · · · , n, (2.23)

for some positive integer p.
Let

C(p) = (C(p)
ik ), k = 0, 1, · · · ,m; i = 0, 1, · · · ,m, (2.24)

and
D(p) = (D(p)

jq ), q = 0, 1, · · · , n; j = 0, 1, · · · , n, (2.25)

be the matrices of order (m + 1) and (n + 1), respectively. Before introducing differentiation matrices,
we need to give some other notations. Let x = (x1, x2, · · · , xn)T , y = (y1, y2, · · · , yn)T be vectors, c be a
real number, m be an integer, define the following operations:

x ◦ y = (x1y1, x2y2, · · · , xnyn)T ,

c + x = (c + x1, c + x2, · · · , c + xn)T ,

xm = (xm
1 , x

m
2 , · · · , x

m
n )T .

The Kronecker product of two matrices W = (wi j)k×m, N = (ni j)p×q is defined by

W ⊗ N = (wi jN)kp×mq.

Using the above symbols, and substituting (2.7) into Eqs (2.4)–(2.6), we can get the corresponding
differentiation matrices of them:

[Im+1 ⊗ D(2) + diag(β1 + β2U s
k−1)(C(2) ⊗ In+1) + β3C(2) ⊗ D(2)

+diag(sβ2U s−1
k−1 ◦ ((C(1) ⊗ In+1)Uk−1))(C(1) ⊗ In+1)]Uk = 0,

(2.26)

[Im+1 ⊗ D(2) + diag(β1 + β2U s
k−1)(C(2) ⊗ In+1) + β3C(4) ⊗ In+1

+diag(sβ2U s−1
k−1 ◦ ((C(1) ⊗ In+1)Uk−1))(C(1) ⊗ In+1)]Uk = 0,

(2.27)
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[Im+1 ⊗ D(2) + diag(β1 + β2U s
k−1)(C(2) ⊗ In+1) + β3C(4) ⊗ In+1 + γC(6) ⊗ In+1

+diag(sβ2U s−1
k−1 ◦ ((C(1) ⊗ In+1)Uk−1))(C(1) ⊗ In+1)]Uk = 0,

(2.28)

where
U = (u00, u01, · · · , u0n, u10, u11, · · · , u1n, · · · , um0, um1, · · · , umn)T ,

Im+1 and In+1 are the m + 1 and n + 1 identity matrices, respectively.
In general, there are three methods to apply initial-boundary conditions (1.4) and (1.5), which are

the elimination method, the replacement method, and the addition method, see [9,10] for more details.
Here, we take the replacement method to apply initial-boundary conditions.

It is remarked that Eqs (1.1)–(1.3) with other types of boundary conditions, such as the Neumann
boundary condition, can also be similarly considered. It is also remarked that the most important thing
in our method is to obtain the differentation matrices (2.26)–(2.28). Therefore, the method can also be
generalized to study Eqs (1.1)–(1.3) with the viscous term −utxx and other types of terms, which will
be our further studying.

3. Error estimate of numerical solutions

In the equidistant partition, the error function between numerical solution umn(x, t) and the exact
solution u(x, t) are defined as follows, see [27, 30]:

e(x, t) = u(x, t) − umn(x, t)

=

m−d1∑
i=0

(−1)iu[xi, · · · , xi+d1 , x, t]

m−d1∑
i=0

µi(x)

+

n−d2∑
j=0

(−1) ju[t j, · · · , t j+d2 , x, t]

n−d2∑
j=0

λ j(t)

+

m−d1∑
i=0

n−d2∑
j=0

(−1)i+ ju[xi, · · · , xi+d1 , t j, · · · , t j+d2 , x, t]

m−d1∑
i=0

µi(x)
n−d2∑
j=0

λ j(t)

,

(3.1)

where
µi(x) =

1
(x − xi) · · · (x − xi+d1)

, (3.2)

λ j(t) =
1

(t − t j) · · · (t − t j+d2)
, (3.3)

and u[xi, · · · , xi+d1 , x, t] represents the divided difference of u at xi, · · · , xi+d1 , x, t, and the other two
terms of (3.1) have the same meaning. It is remarked that the third term in (3.1) is a high order
infinitesimal of the other two terms, see Theorem 3.1 of [30]. Therefore, the third term in (3.1) can be
ignored when the convergence rate of the error is studied. Li [25] gave the following error estimate of
e(x, t), which was motivated by the error estimate for the univariate barycentric rational interpolation
in [18].
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Lemma 3.1. [25] For the error function e(x, t) given by the first two terms of (3.1), assume u(x, t) ∈
Cd1+k1+2[a, b] ×Cd2+k2+2[0,T ], then

|e(k1,k2)(x, t)| ≤ C(hd1−k1+1 + τd2−k2+1), (3.4)

where C is a positive constant and k1, k2 = 0, 1 · · · .

Assume u(xm, tn) and u(x, t) are numerical and exact solutions of equation Lu(x, t) = 0, respectively,
where L is a bounded operator, then we have

Lu(xm, tn) = 0,

and
lim

m,n→∞
u(xm, tn) = u(x, t).

For Eq (2.1), we have the error estimate as follows.

Theorem 3.1. Assume that u(xm, tn) satisfies Lu(x, t) = 0, u(x, t) ∈ Cd1+4[a, b] × Cd2+4[0,T ], L is a
bounded operator, then

|u(x, t) − u(xm, tn)| ≤ C(hd1−1 + τd2−1), (3.5)

where

L =
∂2

∂t2 + (β1 + β2us
0)
∂2

∂x2 + β3
∂4

∂t2∂x2 + sβ2us−1
0
∂u0

∂x
∂

∂x
,

d1 ≥ 1, d2 ≥ 1, and C is a positive constant.

Proof. For some given initial value u0, we get

|Lu(x, t) − Lu(xm, tn)|

=
∣∣∣∂2u
∂t2 (x, t) + (β1 + β2us

0)
∂2u
∂x2 (x, t) + β3

∂4u
∂t2∂x2 (x, t) + sβ2us−1

0
∂u0

∂x
∂u
∂x

(x, t)

−
[∂2u
∂t2 (xm, tn) + (β1 + β2us

0)
∂2u
∂x2 (xm, tn) + β3

∂4u
∂t2∂x2 (xm, tn) + sβ2us−1

0
∂u0

∂x
∂u
∂x

(xm, tn)
]∣∣∣

≤
∣∣∣∂2u
∂t2 (x, t) −

∂2u
∂t2 (xm, tn)

∣∣∣ + |β1 + β2us
0|
∣∣∣∂2u
∂x2 (x, t) −

∂2u
∂x2 (xm, tn)

∣∣∣
+|β3|

∣∣∣ ∂4u
∂t2∂x2 (x, t) −

∂4u
∂t2∂x2 (xm, tn)

∣∣∣ +
∣∣∣sβ2us−1

0
∂u0

∂x

∣∣∣∣∣∣∂u
∂x

(x, t) −
∂u
∂x

(xm, tn)
∣∣∣

= e1(x, t) + e2(x, t) + e3(x, t) + e4(x, t),

(3.6)

where

e1(x, t) =
∣∣∣∂2u
∂t2 (x, t) −

∂2u
∂t2 (xm, tn)

∣∣∣,
e2(x, t) = |β1 + β2us

0|
∣∣∣∂2u
∂x2 (x, t) −

∂2u
∂x2 (xm, tn)

∣∣∣,
e3(x, t) = |β3|

∣∣∣ ∂4u
∂t2∂x2 (x, t) −

∂4u
∂t2∂x2 (xm, tn)

∣∣∣,
e4(x, t) =

∣∣∣sβ2us−1
0
∂u0

∂x

∣∣∣∣∣∣∂u
∂x

(x, t) −
∂u
∂x

(xm, tn)
∣∣∣.
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For e1(x, t), it follows from Lemma 3.1 that

e1(x, t) =
∣∣∣∂2u
∂t2 (x, t) −

∂2u
∂t2 (xm, tn)

∣∣∣
≤

∣∣∣∂2u
∂t2 (x, t) −

∂2u
∂t2 (xm, t)

∣∣∣ +
∣∣∣∂2u
∂t2 (xm, t) −

∂2u
∂t2 (xm, tn)

∣∣∣

=

∣∣∣ m−d1∑
i=0

(−1)i∂
2u
∂t2 [xi, · · · , xi+d1 , xm, t]

∣∣∣
∣∣∣ m−d1∑

i=0

µi(x)
∣∣∣ +

∣∣∣ n−d2∑
j=0

(−1) j∂
2u
∂t2 [t j, · · · , t j+d2 , xm, tn]

∣∣∣
∣∣∣ n−d2∑

j=0

λ j(t)
∣∣∣

≤
∣∣∣∂2e
∂t2 (xm, t)

∣∣∣ +
∣∣∣∂2e
∂t2 (xm, tn)

∣∣∣
≤ C1(hd1+1 + τd2−1),

(3.7)

where µi(x) and λ j(t) are defined in (3.2) and (3.3), C1 is a positive constant.
For e2(x, t), by Lemma 3.1, we also get

e2(x, t) = |β1 + β2us
0|
∣∣∣∂2u
∂x2 (x, t) −

∂2u
∂x2 (xm, tn)

∣∣∣
≤ |β1 + β2us

0|
[∣∣∣∂2u
∂x2 (x, t) −

∂2u
∂x2 (xm, t)

∣∣∣ +
∣∣∣∂2u
∂x2 (xm, t) −

∂2u
∂x2 (xm, tn)

∣∣∣]

= |β1 + β2us
0|
[ ∣∣∣

m−d1∑
i=0

(−1)i∂
2u
∂x2 [xi, · · · , xi+d1 , xm, t]

∣∣∣
∣∣∣ m−d1∑

i=0

µi(x)
∣∣∣ +

∣∣∣ n−d2∑
j=0

(−1) j∂
2u
∂x2 [t j, · · · , t j+d2 , xm, tn]

∣∣∣
∣∣∣ n−d2∑

j=0

λ j(t)
∣∣∣

]

≤ |β1 + β2us
0|
[∣∣∣∂2e
∂x2 (xm, t)

∣∣∣ +
∣∣∣∂2e
∂x2 (xm, tn)

∣∣∣]
≤ C2|β1 + β2us

0|(h
d1−1 + τd2+1),

(3.8)
where C2 is a positive constant.

By the same way, we get that

e3(x, t) ≤ |β3|
[∣∣∣ ∂4e
∂t2∂x2 (xm, t)

∣∣∣ +
∣∣∣ ∂4e
∂t2∂x2 (xm, tn)

∣∣∣] ≤ C3|β3|(hd1−1 + τd2−1), (3.9)

and
e4(x, t) ≤

∣∣∣sβ2us−1
0
∂u0

∂x

∣∣∣[∣∣∣∂e
∂x

(xm, t)
∣∣∣ +

∣∣∣∂e
∂x

(xm, tn)
∣∣∣] ≤ C4

∣∣∣sβ2us−1
0
∂u0

∂x

∣∣∣(hd1 + τd2+1), (3.10)

where C3 and C4 are positive constants.
Then, combining (3.7)–(3.10), it completes the proof. �

Similarly to Theorem 3.1, we also obtain the error estimate for Eqs (2.2) and (2.3). For simplicity,
we omit their proofs and only state them as follows.
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Theorem 3.2. Assume that u(xm, tn) satisfies Lu(x, t) = 0, u(x, t) ∈ Cd1+6[a, b] × Cd2+4[0,T ], L is a
bounded operator, then

|u(x, t) − u(xm, tn)| ≤ C(hd1−3 + τd2−1), (3.11)

where

L =
∂2

∂t2 + (β1 + β2us
0)
∂2

∂x2 + β3
∂4

∂x4 + sβ2us−1
0
∂u0

∂x
∂

∂x
,

d1 ≥ 3, d2 ≥ 1, C > 0 is a constant.

Theorem 3.3. Assume that u(xm, tn) satisfies Lu(x, t) = 0, u(x, t) ∈ Cd1+8[a, b] × Cd2+4[0,T ], L is a
bounded operator, then

|u(x, t) − u(xm, tn)| ≤ C(hd1−5 + τd2−1), (3.12)

where

L =
∂2

∂t2 + (β1 + β2us
0)
∂2

∂x2 + β3
∂4

∂x4 + γ
∂6

∂x6 + sβ2us−1
0
∂u0

∂x
∂

∂x
,

d1 ≥ 5, d2 ≥ 1, C > 0 is a constant.

Remark 3.1. From Theorems 3.1–3.3, we can see the convergence rate of errors for Eqs (2.1)–(2.3)
can reach O(hd1−1 + τd2−1), O(hd1−3 + τd2−1) and O(hd1−5 + τd2−1) as h→ 0, τ→ 0, respectively.

4. Numerical examples

In this section, we will provide three examples using the LBRCM to solve nonlinear
PDEs (1.1)–(1.3), and show the validity of the theorems. These examples are done with Matlab
R2013a on a PC (Configuration: Intel(R) Core(TM) i5-6200U CPU @ 2.30GHz 2.40 GHz).

The L∞ norm is used for maximum absolute error, that is,

‖uc − ue‖∞ = max
1≤i≤n
|uc

i − ue
i |, (4.1)

where uc and ue are the approximate and analytic solutions of equations, respectively. The convergence
orders for space or time variables are defined as:

α =
ln Ei

Ei+1

ln hi
hi+1

, β =
ln Ei

Ei+1

ln τi
τi+1

, (4.2)

where Ei represents the error during the i-th mesh and hi, τi represent the maximum stride length of
partition corresponding to the space or time variables in the i-th mesh, respectively.

Example 4.1. Consider the generalized Boussinesq equation

∂2u
∂t2 + β1

∂2u
∂x2 + β2

(
us∂u
∂x

)
x

+ β3
∂4u
∂t2∂x2 = 0, t ≥ 0, (4.3)

for the cases of s = 1 and s = 2, where β1, β2, β3 are constants.
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When s = 1, it has the initial condition

u(x, 0) = −
12β1β3δ

2

β2(4β3δ2 + 1)
sech2(δx),

ut(x, 0) = −
24β1β3δ

2

β2(4β3δ2 + 1)

√
−

β1δ
2

4β3δ2 + 1
sech2(δx)tanh(δx),

for some constant δ with
β1

4β3δ2 + 1
< 0 and the boundary condition

u(a, t) = −
12β1β3δ

2

β2(4β3δ2 + 1)
sech2

(
aδ −

√
−

β1δ
2

4β3δ2 + 1
t
)
,

u(b, t) = −
12β1β3δ

2

β2(4β3δ2 + 1)
sech2

(
bδ −

√
−

β1δ
2

4β3δ2 + 1
t
)
.

The exact solution is

u(x, t) = −
12β1β3δ

2

β2(4β3δ2 + 1)
sech2

(
δx −

√
−

β1δ
2

4β3δ2 + 1
t
)
.

When s = 2, it has the initial condition

u(x, 0) =

√
−

6β1β3δ
2

β2(β3δ2 + 1)
sech(δx),

ut(x, 0) =

√
6β2

1β3

β2(β3δ2 + 1)2 δ
2sech(δx)tanh(δx),

for some constant δ with
β3

β2
> 0,

β1

β3δ2 + 1
< 0 and the boundary condition

u(a, t) =

√
−6β1β3δ

2

β2(β3δ2 + 1)
sech

(
aδ −

√
−

β1δ
2

β3δ2 + 1
t
)
,

u(b, t) =

√
−6β1β3δ

2

β2(β3δ2 + 1)
sech

(
bδ −

√
−

β1δ
2

β3δ2 + 1
t
)
.

The exact solution is

u(x, t) =

√
−6β1β3δ

2

β2(β3δ2 + 1)
sech

(
δx −

√
−

β1δ
2

β3δ2 + 1
t
)
.

In this example, we always take the parameters β1 = β3 = −1, β2 = −6, and δ = 0.1 for simulation.
Figures 1 and 2 give errors of the LBRCM in two kinds of meshes for s = 1, 2, T = 1, [a, b] = [0, 1],
interpolation parameters d1 = d2 = 5 and the number of interpolation nodes M × N = 20 × 20, where
M := m + 1 and N := n + 1 will be used in the rest of the paper.
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Figure 1. Error for s = 1, T = 1, [a, b] = [0, 1], M×N = 20×20, d1 = d2 = 5 in Example 4.1.
(a) uniform mesh; (b) nonuniform mesh.
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Figure 2. Error for s = 2, T = 1, [a, b] = [0, 1], M×N = 20×20, d1 = d2 = 5 in Example 4.1.
(a) uniform mesh; (b) nonuniform mesh.

In Tables 1 and 2, the maximum errors of the LBRCM in two kinds of meshes are given, where
the numbers of partition nodes are M × N = 10 × 10 or 20 × 20, and the interpolation parameters
are d1 = d2 = 3 or 5, respectively. In Table 1, we fix the range of the time variable with T = 0.5
and let the range of the space variable changed. In Table 2, we fix the range of the space variable with
[a, b] = [0, 1] and let range of the time variable changed. From two tables, we see the following results:
the maximum errors are small enough even though the space variable and the time variable are bigger;
the maximum errors decrease with an increase in the number of nodes in both uniform and nonuniform
meshes; the nonuniform mesh has a higher precision than the uniform mesh under the same condition.
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Table 1. Maximum error of the LBRCM in two kinds of meshes for T = 0.5 in Example 4.1.

uniform mesh uniform mesh nonuniform mesh nonuniform mesh
s = 1 M × N = 10 × 10 M × N = 20 × 20 M × N = 10 × 10 M × N = 20 × 20
[a, b] d1 = d2 = 3 d1 = d2 = 5 d1 = d2 = 3 d1 = d2 = 5
[0, 1] 7.6952e-10 8.6596e-13 9.7691e-11 9.4273e-13
[−1, 1] 4.2236e-10 3.0771e-12 4.4561e-10 5.7445e-13
[−4, 4] 5.9950e-08 5.2432e-11 3.3156e-08 5.1348e-11
[−7, 7] 1.3755e-08 1.4022e-09 3.9317e-08 3.0158e-09

uniform mesh uniform mesh nonuniform mesh nonuniform mesh
s = 2 M × N = 10 × 10 M × N = 20 × 20 M × N = 10 × 10 M × N = 20 × 20
[a, b] d1 = d2 = 3 d1 = d2 = 5 d1 = d2 = 3 d1 = d2 = 5
[0, 1] 1.0874e-09 8.0288e-12 1.4135e-10 1.3115e-12
[−1, 1] 5.5934e-10 9.7436e-12 6.6914e-10 6.4977e-13
[−4, 4] 1.0782e-07 2.0169e-10 6.1684e-08 4.9593e-11
[−7, 7] 1.7317e-07 1.0895e-09 5.8335e-08 1.3287e-09

Table 2. Maximum error of the LBRCM in two kinds of meshes for [a, b] = [0, 1] in
Example 4.1.

uniform mesh uniform mesh nonuniform mesh nonuniform mesh
s = 1 M × N = 10 × 10 M × N = 20 × 20 M × N = 10 × 10 M × N = 20 × 20
[0,T ] d1 = d2 = 3 d1 = d2 = 5 d1 = d2 = 3 d1 = d2 = 5
[0, 0.4] 3.0809e-10 3.2769e-12 4.6710e-11 2.2421e-13
[0, 0.8] 4.9058e-09 1.7149e-13 4.9952e-10 5.7051e-13
[0, 3] 3.2533e-07 9.8721e-11 2.8687e-08 8.7594e-11
[0, 6] 1.7394e-06 1.3734e-09 1.5527e-07 7.8177e-12

uniform mesh uniform mesh nonuniform mesh nonuniform mesh
s = 2 M × N = 10 × 10 M × N = 20 × 20 M × N = 10 × 10 M × N = 20 × 20
[0,T ] d1 = d2 = 3 d1 = d2 = 5 d1 = d2 = 3 d1 = d2 = 5
[0, 0.4] 4.3389e-10 1.1278e-11 6.7805e-11 3.5549e-12
[0, 0.8] 6.9754e-09 1.0533e-11 7.2195e-10 1.7267e-12
[0, 3] 4.9270e-07 1.0530e-10 4.3784e-08 6.6138e-09
[0, 6] 2.9102e-06 1.7312e-09 2.6869e-07 5.7449e-10

In Tables 3 and 4, the maximum errors of the LBRCM in the uniform mesh are given for T = 1,
[a, b] = [0, 1]. In Table 3, if the time interpolation parameter is set to d2 = 5, the convergence rate of
space variable can reach O(hd1+1) for both s = 1 and 2. In Table 4, if the space interpolation parameter
is set to d1 = 5, the convergence rate of time variable can reach O(τd2) for both s = 1 and 2.
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Table 3. Maximum error of the LBRCM with uniform mesh for d2 = 5, T = 1, [a, b] = [0, 1]
in Example 4.1.

s = 1 M × N d1 = 1 α d1 = 2 α d1 = 3 α d1 = 4 α

6 × 6 1.2632e-06 3.9814e-09 2.4768e-09 3.1902e-10
12 × 12 4.0401e-07 1.6446 4.1952e-10 3.2464 1.0501e-10 4.5599 6.1791e-12 5.6901
24 × 24 1.2331e-07 1.7121 5.2585e-11 2.9960 5.3550e-12 4.2934 6.2174e-12 -

s = 2 M × N d1 = 1 α d1 = 2 α d1 = 3 α d1 = 4 α

6 × 6 2.9792e-06 5.8225e-09 3.5643e-09 3.1517e-10
12 × 12 9.5252e-07 1.6451 6.2638e-10 3.2165 1.5495e-10 4.5238 5.9169e-12 5.7351
24 × 24 2.9072e-07 1.7121 7.7190e-11 3.0206 2.1501e-11 2.8493 1.9295e-11 -

Table 4. Maximum error of the LBRCM with uniform mesh for d1 = 5, T = 1, [a, b] = [0, 1]
in Example 4.1.

s = 1 M × N d2 = 1 β d2 = 2 β d2 = 3 β d2 = 4 β

6 × 6 3.9029e-05 1.2994e-07 6.6685e-08 3.1902e-10
12 × 12 1.7527e-05 1.1550 3.0688e-08 2.0821 6.3111e-09 3.4014 2.5737e-11 3.6317
24 × 24 8.3243e-06 1.0742 7.3992e-09 2.0522 6.9142e-10 3.1903 2.1659e-12 3.5708

s = 2 M × N d2 = 1 β d2 = 2 β d2 = 3 β d2 = 4 β

6 × 6 9.2152e-05 1.8579e-07 9.5304e-08 3.1517e-10
12 × 12 4.1427e-05 1.1535 4.3882e-08 2.0820 9.0293e-09 3.3998 2.5686e-11 3.6171
24 × 24 1.9686e-05 1.0734 1.0583e-08 2.0518 9.9088e-10 3.1878 1.2227e-12 4.3928

In Tables 5 and 6, the maximum errors of the LBRCM in nonuniform mesh are given for T = 1,
[a, b] = [0, 1]. In Table 5, if the time interpolation parameter is set to d2 = 5, the convergence rate of
space variable can reach O(h2d1) for both s = 1 and 2. In Table 6, if the space interpolation parameter
is set to d1 = 5, the convergence rate of time variable can reach O(τ2d2) for both s = 1 and 2.

Table 5. Maximum error of the LBRCM with nonuniform mesh for d2 = 5, T = 1, [a, b] =

[0, 1] in Example 4.1.

s = 1 M × N d1 = 1 α d1 = 2 α d1 = 3 α d1 = 4 α

6 × 6 3.7082e-06 7.0792e-09 6.0310e-10 1.3953e-10
12 × 12 8.2426e-07 2.1695 4.1327e-10 4.0984 3.5433e-11 4.0892 2.7931e-13 8.9645
24 × 24 1.9224e-07 2.1002 2.6787e-11 3.9475 1.4524e-09 - 3.0495e-09 -

s = 2 M × N d1 = 1 α d1 = 2 α d1 = 3 α d1 = 4 α

6 × 6 8.7362e-06 1.0558e-08 8.3613e-10 1.4017e-10
12 × 12 1.9431e-06 2.1686 6.2106e-10 4.0875 5.3119e-11 3.9764 3.9507e-13 8.4708
24 × 24 4.5320e-07 2.1002 4.9226e-11 3.6572 2.5336e-12 4.3900 6.5076e-09 -
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Table 6. Maximum error of the LBRCM with nonuniform mesh for d1 = 5, T = 1, [a, b] =

[0, 1] in Example 4.1.

s = 1 M × N d2 = 1 β d2 = 2 β d2 = 3 β d2 = 4 β

6 × 6 1.7984e-05 5.5245e-08 2.6034e-08 1.3953e-10
12 × 12 4.3535e-06 2.0464 2.8148e-09 4.2947 3.3311e-10 6.2882 1.2744e-12 6.7746
24 × 24 1.4107e-06 1.6258 7.2481e-08 - 4.4068e-07 - 1.9091e-06 -

s = 2 M × N d2 = 1 β d2 = 2 β d2 = 3 β d2 = 4 β

6 × 6 4.2477e-05 7.9136e-08 3.7525e-08 1.4016e-10
12 × 12 1.0253e-05 2.0506 4.0617e-09 4.2842 4.8176e-10 6.2834 1.3340e-12 6.7152
24 × 24 2.6623e-06 1.9453 8.6151e-09 - 2.8957e-08 - 4.0532e-08 -

Example 4.2. Consider the generalized Boussinesq equation

∂2u
∂t2 + β1

∂2u
∂x2 + β2

(
us∂u
∂x

)
x

+ β3
∂4u
∂x4 = 0, t ≥ 0, (4.4)

for the cases of s = 1 and s = 2, where β1 < 0, β2 < 0, β3 < 0.

When s = 1, it has the initial condition

u(x, 0) =
12β3δ

2

β2
sech2(δx),

ut(x, 0) =
24β3δ

2
√
−4β3δ4 − β1δ2

β2
sech2(δx)tanh(δx),

for some constant δ and the boundary condition

u(a, t) =
12β3δ

2

β2
sech2(aδ −

√
−4β3δ4 − β1δ2t),

u(b, t) =
12β3δ

2

β2
sech2(bδ −

√
−4β3δ4 − β1δ2t).

The exact solution is

u(x, t) =
12β3δ

2

β2
sech2(δx −

√
−4β3δ4 − β1δ2t).

When s = 2, it has the initial condition

u(x, 0) =

√
6β3δ

2

β2
sech(δx),

ut(x, 0) =

√
6β3δ

2

β2

√
−δ2(β1 + β3δ2)sech(δx)tanh(δx),

for some constant δ and the boundary condition

u(a, t) =

√
6β3δ

2

β2
sech(aδ −

√
−δ2(β1 + β3δ2)t),

u(b, t) =

√
6β3δ

2

β2
sech(bδ −

√
−δ2(β1 + β3δ2)t).
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The exact solution is

u(x, t) =

√
6β3δ

2

β2
sech(δx −

√
−δ2(β1 + β3δ2)t).

In this example, we always take the parameters β1 = β3 = −1, β2 = −6 and δ = 0.1 for simulation.
Figures 3 and 4 give the errors of the LBRCM in two kinds of meshes for s = 1, 2, T = 1, [a, b] = [0, 1],
interpolation parameters d1 = d2 = 6 and the number of interpolation nodes M×N = 10×10. Figure 5
gives the error of the LBRCM in a uniform mesh for s = 1, 2, T = 3, [a, b] = [0, 3], interpolation
parameters d1 = d2 = 6, and the number of interpolation nodes M ×N = 10× 10. This shows that even
for large ranges of T and [a, b], it can also get high error precision with small interpolation parameters
and small number of interpolation nodes.
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Figure 3. Error for s = 1, T = 1, [a, b] = [0, 1], M×N = 10×10, d1 = d2 = 6 in Example 4.2.
(a) uniform mesh; (b) nonuniform mesh.
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Figure 4. Error for s = 2, T = 1, [a, b] = [0, 1], M×N = 10×10, d1 = d2 = 6 in Example 4.2.
(a) uniform mesh; (b) nonuniform mesh.
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Figure 5. Error in uniform mesh for T = 3, [a, b] = [0, 3], M × N = 10 × 10, d1 = d2 = 6 in
Example 4.2. (a) s = 1; (b) s = 2.

In Tables 7 and 8, the maximum errors of the LBRCM in the uniform mesh are given for T = 1,
[a, b] = [0, 1]. In Table 7, if we take the time interpolation parameter of d2 = 6, the maximum error
almost retains the same precision for small M, N, and different d1 as s = 1 or 2. In Table 8, if we take
the time interpolation parameter of d1 = 5, the maximum error retains the same precision for small M,
N, and different d2 as s = 1 or 2.

Table 7. Maximum error of the LBRCM with uniform mesh for d2 = 6, T = 1, [a, b] = [0, 1]
in Example 4.2.

s = 1 M × N d1 = 4 d1 = 5 d1 = 6
8 × 8 2.7003e-07 2.6591e-07 3.3611e-08
10 × 10 2.7079e-07 2.5112e-07 3.6145e-08

s = 2 M × N d1 = 4 d1 = 5 d1 = 6
8 × 8 3.0872e-07 3.0399e-07 3.0109e-08
10 × 10 3.0961e-07 2.8705e-07 3.8406e-08

Table 8. Maximum error of the LBRCM with uniform mesh for d1 = 5, T = 1, [a, b] = [0, 1]
in Example 4.2.

s = 1 M × N d2 = 2 d2 = 3 d2 = 4
8 × 8 3.4661e-07 2.9365e-07 2.6583e-07
10 × 10 3.3222e-07 2.7694e-07 2.5486e-07

s = 2 M × N d2 = 2 d2 = 3 d2 = 4
8 × 8 4.2189e-07 3.4445e-07 3.0393e-07
10 × 10 4.0375e-07 3.2319e-07 2.9148e-07

In this example, we need to compute the term of ∂4u
∂x4 by C(4), even if there is an error from numerical

calculation for the elements of C(4). With fewer less points M=N=8, the precision can reach 10−07 for
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s = 1 or 2. By the theorem, as the convergence rate is O(hd1−3+τd2−1), we take d1 > 3 and d1 = 4, 5, · · · ,
Lack of the compute conditionfewer, we did not obtain the convergence rate.

Example 4.3. Consider the generalized Boussinesq equation

∂2u
∂t2 + β1

∂2u
∂x2 + β2

(
us∂u
∂x

)
x

+ β3
∂4u
∂x4 + γ

∂6u
∂x6 = 0, t ≥ 0, (4.5)

for the cases of s = 1 and s = 2, where β1, β2, β3 are negative constants, 0 < γ ≤ 1.

When s = 1, it has the initial condition

u(x, 0) = −
105β2

3

169β2γ
sech4

(1
2

√
−
β3

13γ
x
)
,

ut(x, 0) = −
210β2

3

2197β2γ2

√
β3(169β1γ − 36β2

3)
13

sech4
(1
2

√
−
β3

13γ
x
)
tanh

(1
2

√
−
β3

13γ
x
)
,

and the boundary condition

u(a, t) = −
105β2

3

169β2γ
sech4

(1
2

√
−
β3

13γ

(
a −

1
13

√
36β2

3 − 169β1γ

γ
t
))
,

u(b, t) = −
105β2

3

169β2γ
sech4

(1
2

√
−
β3

13γ

(
b −

1
13

√
36β2

3 − 169β1γ

γ
t
))
.

The exact solution is

u(x, t) = −
105β2

3

169β2γ
sech4

(1
2

√
−
β3

13γ

(
x −

1
13

√
36β2

3 − 169β1γ

γ
t
))
.

When s = 2, it has the initial condition

u(x, 0) = ±
3β3√
−10β2γ

sech2
(1
2

√
−
β3

5γ
x
)
,

ut(x, 0) = ±
3β3

25γ

√
4β3

3 − 25β1β3γ

2β2γ
sech2

(1
2

√
−
β3

5γ
x
)
tanh

(1
2

√
−
β3

5γ
x
)
,

and the boundary condition

u(a, t) = ±
3β3√
−10β2γ

sech2
(1
2

√
−
β3

5γ

(
a −

1
5

√
4β2

3 − 25β1γ

γ
t
))
,

u(b, t) = ±
3β3√
−10β2γ

sech2
(1
2

√
−
β3

5γ

(
b −

1
5

√
4β2

3 − 25β1γ

γ
t
))
.
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The exact solution is

u(x, t) = ±
3β3√
−10β2γ

sech2
(1
2

√
−
β3

5γ

(
x −

1
5

√
4β2

3 − 25β1γ

γ
t
))
.

In this example, we always take the parameters β1 = β2 = β3 = −0.1, γ = 0.8, and the positive case
as s = 2 for simulation. Figures 6 and 7 give the errors of the LBRCM in two kinds of meshes for
s = 1, 2, T = 1, [a, b] = [0, 2], interpolation parameters d1 = d2 = 9, and the number of interpolation
nodes M × N = 10 × 10. Figure 8 gives the error of the LBRCM in uniform mesh for s = 1, 2,
T = 4, [a, b] = [0, 4], interpolation parameters d1 = d2 = 9, and the number of interpolation nodes
M × N = 10 × 10. This shows that even for large ranges of T and [a, b], it can also get high error
precision with small interpolation parameters and small number of interpolation nodes.

0
0.5

1
1.5

2

0

0.5

1
−5

0

5

10

15

20

x 10
−7

xt

uc −
ue

(a) uniform mesh
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Figure 6. Error for s = 1, T = 1, [a, b] = [0, 2], M×N = 10×10, d1 = d2 = 9 in Example 4.3.
(a) uniform mesh; (b) nonuniform mesh.
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Figure 7. Error for s = 2, T = 1, [a, b] = [0, 2], M×N = 10×10, d1 = d2 = 9 in Example 4.3.
(a) uniform mesh; (b) nonuniform mesh.
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Figure 8. Error in uniform mesh for T = 4, [a, b] = [0, 4], M × N = 10 × 10, d1 = d2 = 9 in
Example 4.3. (a) s = 1; (b) s = 2.

In Tables 9 and 10, the maximum errors of the LBRCM in uniform mesh are given for T = 1,
[a, b] = [−5, 5]. In Table 9, if we take the time interpolation parameter d2 = 9, the maximum error
almost retains the same precision for small M, N and different d1 as s = 1 or 2. In Table 10, if we take
the time interpolation parameter of d1 = 9, the maximum error almost retains the same precision for
small M, N, and different d2 as s = 1 or 2.

Table 9. Maximum error of the LBRCM with uniform mesh for d2 = 9, T = 1, [a, b] =

[−5, 5] in Example 4.3.

s = 1 M × N d1 = 6 d1 = 7 d1 = 8
10 × 10 3.2646e-07 2.2205e-07 7.5916e-08
12 × 12 4.6582e-07 2.4354e-07 2.6113e-08

s = 2 M × N d1 = 6 d1 = 7 d1 = 8
10 × 10 6.5919e-06 4.1409e-06 3.0058e-06
12 × 12 9.9006e-06 4.3061e-06 1.9305e-06

Table 10. Maximum error of the LBRCM with uniform mesh for d1 = 9, T = 1, [a, b] =

[−5, 5], in Example 4.3.

s = 1 M × N d2 = 3 d2 = 4 d2 = 5
10 × 10 7.5099e-08 7.5827e-08 7.5881e-08
12 × 12 1.1256e-07 1.3347e-07 1.4134e-07

s = 2 M × N d2 = 3 d2 = 4 d2 = 5
10 × 10 2.9675e-06 3.0016e-06 3.0041e-06
12 × 12 3.7390e-06 4.4236e-06 4.6962e-06

In this example, we need to compute the term of ∂6u
∂x6 by C(6), if we take there is error from numerical

calculation for the elements of C(6). With fewer points M=N=10, the precision can reach 10−07 or 10−06
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for s = 1 or 2, respectively. By the theorem, if the convergence rate is O(hd1−5 + τd2−1), we take d1 > 5
and d1 = 6, 7, · · · , Due to a lack of the compute conditionfewer, we have not get the convergence rate.

5. Conclusions

In this article, the LBRCM is applied to solve a class of generalized Boussinesq shallow-water
wave equations. These nonlinear PDEs are first transformed into linear PDEs through direct
linearization method. Then, the differentiation matrices of their discretization are given for computer
calculation. Based on the error estimate of the barycentric interpolation, the rates of convergence for
numerical solutions of those equations are also obtained for the equidistant partition. For Eq (2.1), the
convergence rate can reach O(hd1−1 + τd2−1), which is confirmed by the computer simulation of
Example 4.1. For Eqs (2.2) and (2.3), the convergence rats were proven to reach O(hd1−3 + τd2−1) and
O(hd1−5 + τd2−1), respectively. However, in Examples 4.2 and 4.3, there are 4-th and 6-th partial
derivatives with respect to the space variable and the errors almost retain the same precision, which
makes it difficult to test the convergence rate with a low precision computer. In addition, for the
nonuniform partition, the convergence rate is not proven, which will be studied later.
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