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1. Introduction

Let C™" be the set of n order complex matrices and A = (aq;;) € C™. Forany i,j € N =
{1,2,---,n}, denote

R(A) = > lagh CilA) = > lai.

JEN, j#i JEN, j#i

Let A = (a;;) € C™". If |a;| > Ri(A)(i € N), then A is called a diagonally dominant matrix, and
denoted by A € D,. If |a;| > R;(A)(i € N), then A is called a strictly diagonally dominant matrix and
denoted by A € D.

If there is a positive diagonal matrix X such that AX € D, then A is called a generalized strictly
diagonally dominant matrix, denoted by A € D*, and also called a nonsingular H-matrix.

A matrix A is said to be an H-matrix if its comparison matrix is an M-matrix. Throughout this
paper, we are working with H-matrices such that their comparison matrices are nonsingular. These
matrices are called invertible class of H-matrices in [1].

As a result of that a nonsingularH-matrix has nonzero diagonal entries, we always assume that
a; #0(i € N).
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The nonsingular H-matrix is a kind of special matrix that is widely used in matrix theory. Many
practical problems can usually be attributed to the problems of solving one or a group of linear algebraic
equations for large sparse matrices. In the process of solving linear equations, it is often necessary to
assume that the coefficient matrix is a nonsingular H-matrix. At the same time, nonsingular H-matrix
has important practical value in many fields, such as economic mathematics, electric system theory,
control theory and computational mathematics [2, 3]. However, it is very difficult to determine the
nonsingular H-matrix in practice. So the determination of nonsingular H-matrix is a very meaningful
topic in the study of matrix theory. Many scholars have conducted in-depth research on its sufficient
conditions, and have further given many simple and practical results [4-16].

In this paper, we introduce two different classes of a-diagonally dominant matrices defined in [6,7].
In order to avoid confusion, they are called @ -diagonally dominant matrix and @,-diagonally dominant
matrix respectively.

Definition 1. [6] Let A = (a;;) € C™". If a € [0, 1] exists, making
laiil =2 a[R(A)] + (1 —a)[Ci(A)], i €N,

then A is called an «,-diagonally dominant matrix, and denoted by A € D,,,. If a € [0, 1] exists,
making

lail > a[Ri(A)] + (1 — a)[Ci(A)], i € N, (1.1)
then A is called a strictly a,-diagonally dominant matrix, and denoted by A € D,,.
Definition 2. [7] Let A = (a;;) € C™". If « € [0, 1] exists, making
laiil > [Ri(A)][C:(A)]'™", i € N,

then A is called an a,-diagonally dominant matrix, and denoted by A € D,,,. If @ € [0, 1] exists,
making

lail > [Ri(A)]*[CAA)]'™, i € N, (1.2)
then A is called a strictly a,-diagonally dominant matrix, and denoted by A € D,,.

At present, many scholars have studied the properties and determination methods of a;-(and a;-)
diagonally dominant matrices, see [5-11,17]. @,-diagonally dominant matrix is called geometrically
a-diagonally dominant matrix in [8], a@-chain diagonally dominant matrix in [9], and product a-
diagonally dominant matrix in [17].

In Definitions 1 and 2, if @ = 1, we can know |a;;| > R;(A),Vi € N, by (1.1) and (1.2), thatis, A € D.
If @ = 0, we can know |a;| > Ci(A),Yi € N, by (1.1) and (1.2), that is, AT € D. Therefore, if @ = 0
or 1, A is a nonsingular H-matrix, so only the case of @ € (0, 1) is considered in this paper.

If A is an @ -(or a,-) diagonally dominant matrix, then A € D* [6,7]. So a;-(or a;-) diagonally
dominant matrix is also a class of nonsingular H-matrix. These two classes are both subclasses of
nonsingular H-matrix, and they have their equivalent theorems in the field of eigenvalue localization.
It is easy to see that the class of a;-diagonally dominant matrix is contained in that of a,-diagonally
dominant matrix [18].

In this paper, by using the properties of a@;-(or @;-) diagonally dominant matrix, we give some
criteria for determining nonsingular H-matrix. Finally, numerical examples are used to compare the
criteria obtained in this paper with the existing results.
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2. Preliminaries

Some relevant concepts and important conclusions are given in this section.

Definition 3. [9] Let A = (a;;) € C™". If there is a positive diagonal matrix X such that AX € D,,,
then A is called a generalized a,-diagonally dominant matrix, which is denoted by A € D;, .

Definition 4. [7] Let A = (a;;) € C™". If there is a positive diagonal matrix X such that AX € D,,,

*
asz*

Definition 5. [10] Let A = (a;;) € C™" be an irreducible matrix. If there exists a € [0, 1] such that
la;il = a[R;(A)] + (1 —a)[Ci(A)],Vi € N, and at least one strict inequality holds, then A is said to be an
irreducible ay-diagonally dominant matrix.

then A is called a generalized a,-diagonally dominant matrix, which is denoted by A € D

Here, similar to irreducible a;-diagonally dominant matrix, we give the definition of irreducible
a,-diagonally dominant matrix.

Definition 6. Let A = (a;;) € C™" be an irreducible matrix. If there exists @ € [0, 1] such that
lail = [Ri(A)]*[Ci(A)]'"%, Vi € N, and at least one strict inequality holds, then A is said to be an
irreducible a,-diagonally dominant matrix.

Lemma 1. [9] Let A = (a;;) € C™". If A is a generalized a,-diagonally dominant matrix, then A is a
nonsingular H-matrix.

Lemma 2. [7] Let A = (a;;) € C™". Then A is a generalized strictly diagonally dominant matrix if
and only if A is a generalized a,-diagonally dominant matrix.

Lemma 3. [10] Let A € D,,, be an irreducible matrix, and there is at least one i € N to make
laii| > a[R;(A)] + (1 — a)[Ci(A)] hold, then A € D*.

Lemma 4. [I1] Let A € D,,, be an irreducible matrix, and there is at least one i € N to make
lai| > [Ri(A)*[C/(A)'"* hold, then A € D*.

Lemma 5. [3] Suppose A = (a;;) € C™, if AX is a nonsingular H-matrix, with X = diag
(X1, X2, ...,x,) (x;, >0,i=1,2,...,n), then A is a nonsingular H-matrix.

3. Criteria based on o;-diagonally dominant matrix

Denote
Mi(a) = {i € Nlla;i| = Ai(A)}, Ma(a) = {i € N|0 < |a;| < Ai(A)}, M3(a) = {i € Nlla;| > Ai(A)}.

It is obvious that M;(a@) N Mj(a) = 0@ # j) and M;(a) U My(a) U M3(ar) = N. We denote },- =0
i€
and

Ai(A) = aRi(A) + (1 — a)Ci(A), @ € (0, 1),
al 2 lajl+ 2 laih

jeMi (@) jeM(a) Ai(A) — |aj]
r = max ,§ = max {—— 1}, 6 = max{r, s},
ieMs@) |lagl—a X laijl = (1 —a)Ci(A) ieMy(@)  N(A)
JEM3(a), j#i
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T =a( ) lagl+ D lagl+r > lagh+(1-a)rC(A), i € My(),

JjeM (@) JjeMy (@) JjeMs (), j#i
oa( 2 lajl+ 2 lagl
JEM (@) JEMa(a)
h = max (A) Ty
e | T, M) —a % lagl L — (1 - a) C(A)
JEM3(a), j#i !

Theorem 1. Let A = (a;;) € C™". If there is a € (0, 1), such that for any i € M(a),

Ai(A)—|aii Aj(A)—laii| T;-(A)
|aii|% > a6 X laygl+ X lajl=Tm-+th X laleo
JjeMi(a) JeMa(a), j#i ! JjeMs(@) 7 (3.1
+(1 — @)Ci(A) e

holds, then A is a nonsingular H-matrix.

Proof. We are going to proof the following inequality for all indices in each set M,(a), M>(a) and
M’;(CZ)
biil > Ai(B) = aRi(B) + (1 — @)Ci(B),i € Mi(a) U My(a) U Ms(a) = N

It can be seen from the previous denotions that 0 < r < 1,0 < ¢ < 1. From the definition of 7;,(A),
we can get that for any i € M3(a),

r|aii|2a( Ddagl+ D dal+r Y lagl|+ (1 - @) rCia)

JEM (@) JEM> (@) JEM3(a), j#i

holds, that is, T;,(A) < rla;|,i € M3(a). Therefore

Ti (A)

|ai|

<r<o<l,ie Mia).

Furthermore, according to the definition of 7;,(A), for any i € M;3(a),

a[ D lal+ ) |a,-,»|]:Ti,r(A>—r{a D layl+ (1= a)rCia)).

JEM (@) JEM> () JEM3(a), j£i
So
oa( 2 lajl+ 2 laijl)
JEM (@) JEM> (@)
r(A) lr(A)
Ti (A —a 2 layl= L — (1 - a)Ci(A) ==
JEM3 (@), j#i

Tif(A)—r(@ X |aij| + (1 - a)rCi(A))

jeMs (@), j#i

<1
TiA) - % gl - (1 - a)CilA)

JEM3(@), j#i

<

According to the definition of 4, we can get 0 < i < 1, and for all i € M3(«),

hTi,r<A)za(6 Y olagl+6 X layl+h Y lalEE +(1 - ohCAEE). (32)

a PP
JjeMi(@) jeMa(@) jeMs(a), j#i a5 il
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By (3.1), for all i € M,(a), we can get

Ai(A) — la| Ai(A) — la| T',r(A)
|aiilw_[a(6 Z lai;| + Z |aij|w+h Z lai| ]a'_ )

jEM3(@) a1

JeEMi(a) JEMa (), j#i
Ai(A) — |aiil
1- (A)———— .
+( a) C;(A) A )>O
Let
Ai(A) — |aiil Ai(A) — |aiil Tjr(A)
ki =lail =S = a0 D e+ Y laglmm e b Y gl =)
Ai(4) M (@) JeMa@).j#i Ai(4) JEM(@) a1
Ai(A) — |a;i|
1 - @) Ci(A)—L—
HI O GOTED )
and
ki .
w; = ———,i € My)(a). 3.3)
@ X laijl
jeMs(@)

In particular, if  }, |a;;| = O, then denote w; = +oo, according to (3.3), w; > 0,i € M,(a). Notice that
JEM3(a)

TirA TirA .
0< |’(|)h< |’(|)S5<1,ZEM3(Q').
a;; a;;

Thus, take a sufficiently small positive number 7 to make it meet both

0<n< min {w;} < 400
ieMs(a)

and

T;.(A)
max {—

h+n<o6<l1.
ieMs@)  |aj g

Construct a positive diagonal matrix X = diag (xi, x2, ..., X,), Where

S, i € Mi(a),
Ai(A)—laii :
X; = %’ IS MZ(Q'),

———h+n, ie Ms(a).

And let B = AX = (b; ).
For any i € M (@), it can be obtained from 0 < 6 < 1,0 < ATl 5 < 10 € My(a)),

Ai(A)
and 0 < Z22h + 77 < § < 1(i € My(a)) that

A (A T. (A
AB=a6 Y gl Y i S i g+ (1 - dca

jeMi(a), j#i JjeMa (@) Aj(4) JjeEM3(e) laji
<a@® Y lal+6 Y lagl+6 > layl)+ (1 - @)0CiA)
JEM (@), j#i JEM>(a) JEM3(a)

= 6(aRi(A) + (1 — a)Ci(A)) = 6A(A) = bla| = |bil.
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Forany i € My(a),if ) |a;| =0, it can be deduced from (3.1) that
JEM3()

A:(A) - .. TrA AiA— ;
Ai(B) = a(6 Z lai;l + Z |%|M+ Z |a;;l( il )h+77))+(1_a)cl.(A)Lla|

st JeMa(a).j#i M i a1 Ai(A)
=a ) lagl+ > =S + (1 - )G =S
JEM(a) jeMa(a), j#i Aj(A) A;(A)
Ai(A) — laj]
< |aii|— = |b”|
Ai(A)

If > lail # 0, it can be obtained from (3.3) that
JEM3(a)

AfA) —laj; T (A Ai(A) — la;;
Ai(B) = a(6 Z |aij|+ Z |aij|M+ Z |aij|( ]’( )h+77))+(1—a)C,(A) ( ) — lail

JeMi(@) jeMx@),ji Aj(4) JEM(@) lajil Ai(4)
Aj(A) = lajjl T;,(A)
=a( la;j| + 6 la;;| + la; | ———— + la;jl(———))
njeMZ() : ; AP A4) 2l ]
3(a JEM (@) JEMa (@), j#i JEM3(a)
Ai(A) — laii
1 - a)Ci(A) =1
+ (1 —a)Ci(A) AA)

Aj(A) —lajjl T;.(A)
= ) lagl+a@ D) lal+ D) == D) a5
jeMs(@) JjeMi(a) jeMy(a), j#i 1 jeMs(@) s

Ai(A) — |a;|
+ (1 - )CiA)———=
(=)A=
Aj(A) —lajjl T;.(A)
< wix Z la;j| + a(6 Z la;;| + Z |aij|W+ Z |aij|(|]a—“|))
JEM3 (@) JjeMi(a) jeMy(a), j#i J JjEM3(a) 1
Ai(A) — |ag
+(1 - a)CiA)—L =
(I —a)Ci(A) A
Ai(A) — |ai|
= lajj|l—————— = |bil.
Ai(A)
For any i € M;(a), it can be deduced from 0 < % <6 < 1(i € My()) and (3.2) that
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AAA) = la;; T. (A T, (A
Ai(B) = alo Z la;;| + Z |aij|M+ Z laijl( il )h+77)]+(1—a/)C,~(A)( A )h+77)

M (@) jeMy (@) Aj(4) jeMs(a).j#i lajil laii

Aj(A) —lajjl T;(A)
= i7 + (5 i7 + i7 —] + ii . h
na E laijl + a( E || E |at; 1 AA) E |1 a7 )

JEM3 (), j#i JEM () JEM> () JEM3(), j#i

T;.(A)
+ (1 —a)Ci(A) I’ | h+n(1 - a)Ci(A)
ai;

Aj(A) = lajjl T;(A)
=nla la;j| + (1 = a)Ci(A)] + a6 la;;| + laj | —————L +h la;j|———)
! jeM;w:),j;ti ! je;l;a) ! je%;w) ! Aj(A) jeM3Z(c;),j¢i ! lajjl

T;(A)
+ (1 —a)hC;(A) |’ |
a;;

Tj,r(A)
<ule D lal+ (=G +a@ D) lagl+d D) layl+h ) layl= =)
jeMs(@), j#i jeMi(@) jEMa (@) jeMs(@), j#i 1]

T;.(A)
+ (1 — a)hC;(A) |’ |
ai;

<nle ) lagl+ (1= a)CAA)] + T, (4)
JEM3 (), j#i

< nlaRi(A) + (1 — @)Ci(A)] + hT; (A)

< nla;| + hT;.(A)

T:/(A) T:/(A)

h= |Cl,‘,‘|(—h + 77) = |bu|

= nlag| + lai|———
|ail |ail

In conclusion, the following inequalities are always valid
|bil > Ai(B) = aRi(B) + (1 - @)Ci(B),i € My(a) U My(a) U M5(a) = N.

By Definition 1, matrix B is a strictly a;-diagonally dominant matrix, so matrix A is a generalized
a;-diagonally dominant matrix. According to Lemma 1, A is a nonsingular H-matrix. O

Remark 1. If @ = 1, Theorem 1 is equivalent to Theorem 4 in [12]. At the same time, in Theorem I, we
improve the conditions of the theorems in [13—15]. So Theorem 1 in this paper is a further supplement
to the determination methods of nonsingular H- matrices.

Theorem 2. Let A = (a;;) € C™" be an irreducible matrix. If there is a € (0, 1), such that for any
i € My(a),

Ai(A)—laii| Aj(A)—laj;| T, (A)
@il >x@m sz ald X lagl+ X lal=Tat A X a5
JEM (@) A ée)wllz@lr), J#i JjEM3(a) (3.4)
+(1 - )C(A) =™

and at least one strict inequality in (3.4) holds, then matrix A is a nonsingular H-matrix.

Proof. We are going to proof the following inequality for all indices in each set M,(a), M>(a) and
M;(@).
biil 2 Ai(B) = aRi(B) + (1 — a)Ci(B), i € Mi(a) U My(a) U M3(a) = N.
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Construct a positive diagonal matrix X = diag (x, x», ..., X,), where

0, i € M(a),
Ai(A.)_laiil’ i€ MZ(Q’)’

And denote B = AX = (b;;). Similar to the proof process of Theorem 1, for any i € M (),
Aj(A) — lajjl T;.(A)
ABy=als Y lal+ D lag=S kY lagl=—=1+ (1 - @)6Ci(A)

jeMy(a).j#i JeMa(a) Aj(4) JeMA@) a1

< OlaRri(A) + (1 — a)Ci(A)] = 6A(A) = dlaii| = |biil.

For any i € M,(«), it can be obtained from (3.4) that

Ai(B) = alé Z la;j| + Z |aij|M +h Z |aij|T/”(A)] +(1 —(I’)C,'(A)Ai(A)_ |

M (@) jeMa@).j#i Aj4) jeMA@) il Ai(4)
Ai(A) — |a;i
< ajil————— = |biil.
Ai(A)

For any i € M;(a), by (3.2) we can obtain

AB)=als > layl+ Y |aij|—Aj(A)_|ajj|+ > |aij|—Tj”(A)h]+(1—a)c,.(A)T"”(A)h

jeMi(@) jeMa(a) Aj(A) jeMs(a), j#i laj;l @il
T;,(A) T;,(A)
<als laij| + 6 la;jl + h lail———1+ (1 = )C(A)—=—h
je;) : ; AP i
1(a JE H(@) ]€M3((l’),]¢l
T:.(A)

< hT;,(A) = |a,| h = |b;.

|aiil
To sum up, we can always get the following inequalities
biil 2 Ai(B) = aRi(B) + (1 — a)Ci(B),i € Mi(a) U My(a) U M3(a) = N.

Notice that there is at least one iy € Ms(), such that |b; ;| > A;(B), so B is an irreducible a;-
diagonally dominant matrix. According to Lemma 3, B is a nonsingular H-matrix. Therefore, A is also
a nonsingular H-matrix by Lemma 5. O

4. Criteria based on a,-diagonally dominant matrix

Let
0i(A) = (R(A)*(C(A)' ™, a € (0, 1).

Ni(a@) = {i € N|0 < a;| < Qi(A)}, Na(@) = {i € Nlla;| = Qi(A) > 0},
N3(a@) = {i € Nlla;| > Qi(A)}.
It is obvious that N;(@) N Nj(@) = 0@ # j) and Ni(a) U No(a) U N3(a) = N.

AIMS Mathematics Volume 8, Issue 8, 17484—17502.
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For any i € N3(«), denote

y Ri(A)(C(A))= o
Py=( Y 10 EE T S g Y PN

JENI(@) Q(4) jeN (@) JEN3 (@), j#i ajjl*
Obviously,
Pi(A) _ Pi(A)" 1
la;|® = |aiil

1

-«
Qj(A)—lajjl R;(A)(C;(A) @ —a )’
Y et + X lal+ (Y agl " )(CA)'

JjeN: (@) o;(4) jeN>(@) jeNs (@), j#i lajjl@

|ail

|ail

mmw&m»ﬂ*
< < 1.

Theorem 3. Let A = (a;;) € C™". If there exists a € (0, 1), such that

i(A)—laii Q;(A)—lajjl P;(A) (A)—|aj;
|all|Q( et > | Z la ljl S a-t Z |aij| + Z |al]| =17 - [Ci (A)Q( Il l]l ¢ (41)
0i(A) . . 0;A) . Qi(A)
JEN (@), j#i JEN2 (@) JEN3(@) |a//|

holds for any i € Ny(«@), then the matrix A is a nonsingular H-matrix.

Proof. We are going to proof the following inequality for all indices in each set Ni(a), N»(@) and N3(a).

bl > (Ri(B))*(Ci(B))' ™, i € Ni(@) U Ny(@) U N3(a) = N

For any i € Ni(a), denote

QJ( ) —la ]]| J( ) 0i(A) — lajil | 10
gi(A) = ( § laij| ——— E lai;| + E laij| —WCi(AD)————) ",
JEN| (@), j#i ! Q (A) JEN2 (@) ! JEN3(@) ’ |ajj|” QI(A)

(Ja;| LD aily s g.(A)

0i(A)
Gi(A) = .
al C A Q,(A) |all| u
(3 lalCia) g’
t1s known by (4.1) that G; >0, 1 € Ni(«). In particular, 1 a;;| =0 € Ny(@)), G;(A)=+0c0
Itisk by (4.1) that G;(A) > 0, i € Ny(@). I icular, if }} |a;j| = 0G € Ni(@)), Gi(A)
JEN3 (@)
is denoted. Take a sufficiently small positive number & to satisfy
0 <& <min{G;(A) (j € Ni(a)), 1- | l(l ) (i € N3(@))}. 4.2)
aiil|«

Construct a positive diagonal matrix X = diag (d,,d,, ..., d,), where

Qdail —yi e Ny (@),

Qi(A)
d; = 1, Vi € Ny(a),
l”lA) +e, Vie Ns(a).
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It is proved below that B = AX = (b;;) € D,,. For any i € N|(a), according to (4.1) and (4.2),

Ri(B)(C«B))"+*
=[ X |aij|%;|)ajjl+ 2 lagl+ X la U|(P(A) + )][C(A)Q'(A) \a,,l]

JjeN(@), j#i jeNa (@) jeN3(@) lajjl Qi(4)
Qj(A)—lajjl P(A) (A)—Jaii] 1 1=2 (A)—lay] 1=
=0 2 lal=gms + 2 lail+ X (A LSRN Lo 3 JayC(A) L]
JENI(@), j#i 0.A)-la] jEN> (@) JjeN3 (@) Ic;_ i jeNs(@)
4j i(A il 1 —— i(A ii 1-a
<l 3 lal¥gmt+ 3 lagl+ 3 lal LRICA 2GR T+ GA S lagCA) 2GR 1w
JjeN1(@).j#i JeN2(@) JjeNs(e) lajil® JjeNs(@)
IA 1l D -
= (x| 2050y s = |y,

that is, |bi| > R(B)*(C«(B))'™, i€ Ni(a).

For any i € N,(«@), because Q’(ngg‘l”' <1, i € Nqi(a), and |P(|A) + e < 1, i € N3(a), obtained by (4.2),
SO’ 11

RBYCB)™ =1 % lagl®gm+ S lal+ 3 lagl7 + el 1A

jeN1(a) JEN (@), j#i JjeNs(a) lajj
<(C X lagl+ X lajl+ X |aij|)a(ci(A))1 «
JEN1 (@) JEN2 (@), j#i JEN3 (@)

= (Ri(A)*(CAAN'™ = lay| = |bl.
For any i € N3(«), obviously

lails > R(A)(Ci(A))="
=( Y lajl+ 2 lagl+ ¥ la)(CiA)F
JjEN (@) JEN2 (@) JEN3(), j#i

>3 lag(CA),

JEN3(a),j#i

hence

P& 1 &) = P(A) + el

lail ®
l-a

(2 'aulg’(é‘)df”'+ Tl % (eI C@A)T e 3 jaCA)*

JjeN1 (@) (@) jeNs(@), j#i lajjl@ JjeN3(a), j#i
1-a
0(A)—la;j| Ri(ANC (A) @ 1—a
=L 2 Il + T laglt 5l ollCAE
JEN1(@) No(a) JEN3 (@), j#i la jjI
Q(A)—la;j| P(A)
> % lal <ot + z lagl + % JalCEF + NCANT
JjEN1(a) J JEN2 (@) JEN3(@), j#i ajjl

Take the two sides of the inequality to the power of a respectively, we can get

Pi(A Qj(A)—lajjl P (A)
ail(E2 + )" > [ 3 lagl =5t + 3 lagl+ N gl + )" [CA)] .
la;il @ JjeN: (@) J JjeNy (@) JjeN3 (), j#i ajl

Further multiply both sides of the inequality by (24 + &)'~2, then

il "
Pi(A
bl |a”|(‘a<|>+s>
0 ayl P | Pi(A
>3 lal¥gm? + 3 lagl+ X laglET + o) [CANTT + &)l
jeN1(@) JjeN>(@) JjeNs(@), j#i jaj 1 il
= (X)) (X bin',
J#i JFi
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that is, |b;| > (Ri(B))*(Ci(B))!~“. To sum up, the following inequality is always true.

|biil > (R(B))*(C(B))'™, i € Ni(@) U Na(@) U N3(@) = N

that is, B € D,,. Therefore, we know that A € D;,, and according to Lemma 2, A is a nonsingular
H-matrix. O

Remark 2. According to (4.1) in Theorem 3, for any i € Ni(@), the following inequality is always true.

0i(A) Z |a”|Qi(A)_|aji| + Z la; | + Z la |P(A)]a[c (A)QI(A) |au|]
N L T B ~ S M o
0i(A) QjA)—lajjl Pj(A) Qi(A)—laii|
< saalaC X laglFoat X o lagl+ X lagl—1) + (1 - )Ci(A) =577 ]
oAl e gy T e T e e 0:(A)
(A Qj(A)—lajjl Pj(A)
<ol 3 lalEEEt 4 3 lagl+ N lagl =T+ (1= a)Ci(A).
! T jeN (@), j#i 4 jEN> (@) jeN3(@) aul

Therefore, for Theorem 3 in this paper, we improve Theorem I in [10] and Theorem 1 in [16].
Theorem 4. Let A = (a;;) € C™" be an irreducible matrix. If there exists « € (0, 1), such that

i(A)—aii Qj(A)—lajjl Pi(A) 1o
a5 = [ % el =e N lal+ X lail
JEN (@), j#i i jeNa(a) jeN3(a) jajjla

I ICARGET @d)

is true for any i € Ny(«), then the matrix A is a nonsingular H-matrix.

Proof. We are going to proof the following inequality for all indices in each set N («), N>(«) and N;(«).

bl > (Ri(B))*(C«B))'™, i € Ni(a) U Na(@) U N3(a) =

Construct a positive diagonal matrix X = diag (d,d>, . ..,d,), where

Qi(A)_|aii|’ Vi e N, (CZ),

0i(4)
d; = I,  VieNya),
2, Vie Nya).

Let B = AX = (b;j). For any i € Ni(«@), it can be obtained from (4.3) that

— Q(A)_l I P(A) tA il
R(BYCBN'™ = 3 &Gz + 3 lagl+ T lagl L5]" - [Ci(A) o=
JjeN (@), j#i J JjeN (@) jeN3(a) aj)lv
lA 11
< i L5l = by,

Qi(4)

that is, |bi| > (R(B))*(Ci(B))' ™", i € Ni(a).

For any i € N,(«), because W <1, i€ Ni(a), and % < 1, i € N3(a), we can obtain that
! aji| @

RBY(CB)™ =1 3 layl¥gz+ 5 ajl+ 3 layl 2P ICA)

JjeN1 (@) JjENa (), j#i jeNs(@)  lajil@
<[ 2 lagl+ X lagl+ X |aij|]a[ci(A)]l “
JeN(@) JEN2 (@), j#i JEN3(a)

= (Ri(A)(CiA)'™ = lail = |bil,
that is, [bi| > (Ri(B))*(Ci(B))'~*,i € Na().
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For any i € N3(),
umﬁw>=HM)

lll
1-a
Q;(A)—lajjl R;(A)C;(A) @ 4
=[ X |aij|—]Q,.(A)” + 2 lagl+ X ayl———— | -~ 1(Ci(A)) =

jeN1 (@) : jEN (@) JEN3(a), j#i ajjl@
Qj(A)—lajjl P;(A) l—a
S[3 lalZgd e 3 g+ 3 el LR NCA)
jEN1 (@) I jEN> (@) jENs(a), j#i aul

Take the power a on both sides and multiply by (%)1‘“ at the same time, then
ajjle

Pi(A
bil - = lasl(29)
Q) Py Pi(A) 11—
>[ Y lagl=om®+ 3 lagl+ 3 a1 (CH(A) =2
JjeN1 (@) ! Jj€Na (@) JjEN3 (). j#i jaj la |

= (R(B)"(C«(B)',

that is, |bu| > (Ri(B))*(C(B))'~*,i € N3(a).
In conclusion, the following inequalities are always valid.

bl = (Ri(B))*(Ci(B))'™, i € Ni(@) U Ny(@) U N3(@) = N

Thus, B is an irreducible a,-diagonally dominant matrix. According to Lemma 4, B is a nonsingular
H-matrix. Therefore, A is also a nonsingular H-matrix by Lemma 5. O

5. Numerical examples

Example 1. Let

1 3 0 & 0
412 58

s i 31 17.08
ooor oy 2
9 v 9

Taking a = 20, we will show that
(1) The matrix A satisfies the conditions of Theorem 1 in this paper, so we can determine that A is a

nonsingular H-matrix according to Theorem 1.
(2) A does not meet the criteria in [13—15], so it cannot be determined by applying the methods in

these papers.
In fact, for (1), it can be obtained through calculation that
Ri(A) = C(A) = lan] = 1 = aR(A) + (1 - &)C1(A) = Ay(A),
Ry(A) =22,C,(A) =2
lan| =4 < aRy(A) + (1 — @)Cy(A) = Ax(A) = o X 22 + 1 x2=21.

20 20
R3(A) = 10,C3(A) =

AIMS Mathematics Volume 8, Issue 8, 17484—-17502.
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lazs| = 7.76 < aR3(A) + (1 — @)C3(A) = A3(A) = £ X 10+ £ x4 =9.7.
R4(A) = 1,C4(A) = 10,

19 1
lags] = 10 > @R4(A) + (1 — @)Cy(A) = A4(A) = —= X 1 + — X 10 = 1.45.

20 20
Rs(A) = 1,Cs(A) = 18,
19 1
lass| = 2.825 > aRs(A) + (1 — @)Cs(A) = As(A) = 20 X1+ T x 18 = 1.85.

So, M (@) = {1}, Ma(e) = {2, 3}, M3(a) = {4,5}. And then

%(|G41| + las| + lassl) Q(|6151| + lasz| + lass|)
lasal = Blass| + £Ca(A) |a55| Rlassl = 55Cs(A)
I_(E"’O"’_ = 19+0+0) 1 9 1

10 - ><O+—><10——_><___X18} maX{l_O’B_6}:1_0’

ma {AZ(A) —laxn| A3(A) - |a33|} ma {21 -4 9.7-1.76 17
§ = X ) = X ) = <7
Ay (A) A3(A) 21 9.7 21
1 17 17

1021 ~ 21

r = max({

= max{

0 = max{r, s} = max{—

T4,(A) = a(las| + lasn| + |ass| + rlass|) + (1 — a)rCi(A)

19 1 18 1 1 1 19 1
= —(— — X0+ —=X-—=x10=— AN 1’
T I TR TR R 20 720
Ts,(A) = a(las)| + |asz| + las3| + r|a54|) + (1 —a)rCs(A)
19 1 1 1 1 23
=—(—+0+ 0+—><— X 18 = — = 0.23.
20(19 10 )+ 2() 10 100
oa(lasi| + |as| + lassl) _ X 20 19 +0 + _ 17
Tir(A) = alas| 222 — (1 - )Cy(A) L 1= 35 x 0% 555 = 55 % 10 X 21
5a(lasi| + |asol + lass ) _ 21 X 555 +0+0) _ 850
Ts,(A) — alassy 225 - (1 - a)Cs(A) 222 T 023- BxBx - Ex18x 28 1239
Therefore, h = max{%, %} = % And notice that
A (A) — |ay| 21-4 68
— L = =4x ——=— =13.2381,
a2l =13 21 21
A3(A) — |ass] T4,(A) Ts,(A) Ay (A) — |am|
Slaan] + as| 22 193y A2 TN 4 (1 = a)Co(a) 22— 1922
aldlay| + |axy| AsA) (lazal i |azs] o] )+ (1 —a)Cyr(A) M)
19 17 412 58 1 17 1 1 17
= —X[—X—+—X=-4+—X({1IX—+17.08 x —— X2 X — =2.5871,
20 21 475 19 5 21 ( 10 23/9)] 21
Ay(A) — - Ty (A . As(A) —
il 2(A) = laz| > ol6lan] + lax| A3(A) — |ass] T a2 (A) Ts, ( ) 2(A)

1 - a)Cy(A
Ay (A) As(A) o] + lass| a N1 - G4

AIMS Mathematics Volume 8, Issue 8, 17484—17502.
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A3(A) — |azs] 1
— - — =7.76 X = =1.5520,
lassl =31 5
A (A) — lagl T,,.(A) Ts,.(A) A3(A) — |ass]
Slas| + 4 ’ + 22N+ (1 - a)Ca(A) =2
aldlas| + |as] M) (lazal ] |ass| e )+ (1 —a)C5(A) AsA)
19 17 13 20 17 17 1 0.23 1 1
e x e e L (8 x — 4092 X )] 4+ — x4 X = = 1.5495
20 X121 X 475 T 19 X oy T oy X B X qp T 092X g+ 5 x4 x g %5,
A3(A) — lass] Ay (A) — |an| T4,(A) Ts,(A) A3(A) - |ass]
MW 7453 s M) —lanl |, ’ ’ | — a)Cy(A) 2~ 1453
|as;3] A > afdlaz| + |as,| M) + h(lazal i + |ass| o] )+ (1 —a)C3(A) M)

To sum up, the conditions of Theorem 1 in this paper are satisfied. So we can determine that A is a
nonsingular H-matrix.
For (2), it is calculated that

laxn| =4,
Ry(A) ay ays  RyA) Rs(A). 22412 1 58 776 1 1
+ + = —(== X -+ —=X—+—+ —==) =20.2622,
an Ry Tl e s T T el T 29 1T 9% 10 T10 T ;39
Ry(A) an asz R4(A)  Rs(A)
laz| < (la1] + |ags| + + .
- laz| Ri(A) 2 R3(A)  |assl |ass|

Then the conditions of the decision theorem in [13] are not satisfied.

R>(A) R3(A) — |as;| R4(A) Rs(A)
—————(lax| + |az;] + lagsl + lays|———)
Ry(A) —lan| " 2Ry (A) M agl 2 ass|
22 412 58 10-17.76 1 1
=—(—+—X———+1 X —+17.08 x ——) =9.2791,
22—4(475 19 10 10 23/9)
Ry(4) Ry(A) - las|  Ra(4) Rs(A)
lanl < o (lan| + lans| =+ fane =+ faas| ).
27 Ry(A) = lapl 2Ry A) ' agl 2 ass|
So the conditions of the decision theorem in [14] are also not satisfied.
Further calculation shows that
1 18 1
+ + + + 5+0+35 5+0+0 1
;= maX{|6141| || |a43|’ lasi| + lass| |6153|} — max( 19 19 ’ 1923 = b= —,
|asa| — lass] |lass| — asal 10-0 T 10

1 18 1
P4(A) = |ag| + lagp| +lags| +r Xlags| = — +0+ —+ —x0=1,

19 19 10
1 1 18 14
Ps(A) = lasi| + lasa| + lass3| + r X |ass| = E+0+0+EX1—9 =%
lass| = 7.76,

R3(A) Ry(A) — |am| P4(A) Ps(A)
—————(lazi| + |an|——F—— + |az|——— + |ass| )
Ry(A) —laxn| " P Ry(A) lagal 7 ass|

10 13 20 22-4 1 14/95

= X +—=X ——+8X —+0.92x ——) =7.7753,
10-7.76 475 19 22 10 23/9 )
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sl < —2 A e R lanl P g B,
) R3(A) —|ass| ) Ry(A) |ct4a] lass| ~
laxn| =4
Ry(A) R3(A) — |ass| P4(A) Ps(A)
—————(lay| + lay|—F—— + lacs|——— + |ays| )
Ry(A) — a2 TP Ry(A) laul 77 ass|
22 412 58 10-17.76 1 14/95
o (L e T D = +17.08 x — 22y = 3.0881
IRV TR TR TR T) X 3379 :
R>(A) R3(A) — |ass| P4(A) Ps(A)
lax| > —————(lax| + |lax|—F——— + |ay] |ays| ).
2 R>(A) — |az| 2 > R5(A) 24 |44] » |ass|

The conditions of the decision theorem in [15] are not satisfied.

Therefore, we know that the matrix A does not meet the criteria in [13-15], so it cannot be

determined by these existing methods.

Example 2. Let
1 0.1 -0.1 -0.1 0.1
0.1 06 O 0 -02

A= 0.1 0 04 -01 O
“[-01 0 -01 03 0
0.1 01 -0.1 -0.1 0.5
0 -04 0.1 0 -02
Taking a = £, we will show that

0
0.3

-0.3

0.2
0.1
2

(1) The matrzx A satisfies the conditions of Theorem 3 in this paper, so we can get that A is a

nonsingular H-matrix.

(2) A does not meet the criteria in [10, 16], so it cannot be determined by applying the methods

in[10,16].

In fact, for (1), it is calculated that

Ri(A)=04,Ci(A) =04, lan|=1> Q0i1(A) = 0.4% x 0.4% = 0.4,

Ry(A) = 0.6, Ca(A) = 0.6, laz| = 0.6 = Q»(A) = 0.6% X 0.6% = 0.6,
R3(A) = 0.5, C5(A) = 0.4, azs]| = 0.4 < O3(A) = 0.5 x 0.4% = 0.4229,
Ru(A) = 0.4, C4(A) = 0.3, as] = 0.3 < Q4(A) = 0.43 x 0.3% = 0.3224,

Rs(A) = 0.5, Cs5(A) = 0.5, lass| = 0.5 = 0.5¥ x 0.5% = 0.5,

Rs(A) = 0.7, Cs(A) = 0.9, age| = 2 > 0.77 x 0.

93

So Ni(a) = {3,4}, Nx(a) ={2,5}, N3(a) = {1, 6}, and then calculate

A)— A)—
Pi(A) = [lajs| &2l g, |28 el g | 4 Jags| + |ag el Re@L AN

03(4) Q4(A)

= 0.8452.

Re(A)(Cs(A)) ](C (A))3

T laesl®

[o1><02295+01><00224+o1+01+0><m]><043 0.0136,

0.4229 0.3224

A A
Po(A) = [lags| L8000 4 |agy| 2020 4 Jagy| + lags| + lag:

0.4229 0.3224

AIMS Mathematics

|R1(A)(C1(A)) ](C (A))S

lapi|*

[01><02295+01><°0224+04+02+0><M]xw3 0.4414.
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Jass| 2zl — .4 x 02295 — 0,0217

3£\A)‘ | 0.4229 pa A .
> [lasal 588 1 asy| + lass| + lazi [T + las] l;;z] [C3() =G i
0.0224 00136 04414 00229 2
[0.1><03224+0+0+01>< +0.3%x ]4 [04><04229
= (0.0166)4 X (0.2173)4 = 0.0203,
Q4(A)—lasal _ 0.0224
|ayq] 0.t = 0.3 X 5355 0.02(18A » )
> las S50 + las] + lass| + laal G +lasl 211 Co) G051
02295 00136 04414 00224 2
[0.1><04229+0+0+01>< +0.2 % ]4><[03><03224

= (0.0123)3 x (0.0208)3 = 0.0183.

So the conditions of Theorem 3 in this paper are satisfied, thus we can determine that A is a
nonsingular H-matrix.
For (2), using Theorem 3 in [16], we can get

1 3 1 3
EI(A)——RI(A)+—C1(A) —X04+ x04=04<|a| =1,

1 3 1 3
E>(A) = ZRQ(A) + ZCQ(A) = Z x 0.6 + Z X 0.6 = 0.6 = |ay|,

1 3 1 3
E3(A) = 7Ry(A) + 7C3A) = X 0.5+ 7 x 0.4 = 0425 > |axs| = 0.4

1 3 1 3
E (A) = ZR4(A) + ZC4(A) = Z x 0.4 + Z X 0.3 =0.325 > |agy| = 0.3

1 3 1 3
Es(A) = ZRS(A) + ZCS(A) = Z x 0.5 + Z x 0.5 =0.5 = |ass|,

1 3 1 3
E¢(A) = ZR6(A) + ZC6(A) =7 0.7 + Re 0.9 =0.85 < |ags| =2

It can be obtained through calculation that

E3(A E4(A E((A 3 Ei(A
Pi(A) = 4(|a | P+ | B | + ars] + larel TR + 1C1(A) TS

lasel lan|

_1 0.425-0.4 0.325-0.3 0.85 3 0.4
= ><(01>< s T 0l X =35 +01+0.1+0X=32)+ 3 X04 X5

= 0 0534 +0.12 = 0.1734,

1 E3(A)— E4(A)— Ei(A 3 Ec(A
Po(4) = §(lag S| gy | 220 Jagy) + Jags| + aer| THED) + 3C6(A) FE2

1 0.425-0.4 0.325-0.3 04 3 0.85
= ><(01>< s TO0.IXx =32 404+02+0X57)+ 3 X09X% 3

= 0 1515 + 0.2869 = 0.4383.

Es(A)—lazs| _ 0.425-0.4
|Cl33| Fa(A 0.4 x ===—= 0.425 = 0.0235

1 Ea(A " P 3 oA
< 1(|a34|4(Eg—Al)a44 + las| + lass| + las| |;( |) + lasg| 2440) + 3C5(A) '5’”'

lags|

_1 0325-0.3 01734 0438% 504
=701 X =52 +0+0+0.1 % + 0.3 X )+ X 0.4 X =52

=0.0227 + 0.0176 = 0.0403,
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|a |E4(A)( |;l44| 0.3 x 0.325-0.3 = 0.0231

70325
E3(A 1(A Ps(A 3 E4(A
< Jllag PGP + lan] + lags| + laa 1725 + lass ) + 5Ca(A) =05

layil

_1 0425-0.4 01734 04383 0.325-0.4
=70.IXx==75=+0+0+0.1x% +0.2%x =5 )+ X 0.3 X =5353

=0.0168 + 0.0173 = 0.0341.

So the matrix A does not satisfy the conditions of the theorem in [16], thus it cannot be judged using
the method in [16].
Using Theorem 3 in [10], we can obtain

IRI(A) + 3C1(A) ~ 1x04+2x04 _

Mo @] ) I -
o= IR (A) + 2C(A) _ 1x0.6+32x06 _,
|azs| 0.6 ’
o IR3(A) + 2C5(A) _ X035+ 2 % 0.4 _0425 s
: lax| 0.5 04 7
IRi(A) +3C4A)  1x04+3x03
X4 = = = 1.0833,
|l 0.3
. IR5(A) + 2Cs(A) _ 1x05+2x0.5 .
’ jass| 0.5 ’
. 1R6(A) + 3Co(A) ~ 1x07+2%09 085 0.425
° el B 21 2 T
It is known by calculation that
lass| =0.4
<$h i[|a32| +lass|+ (1 -+ lazal + xilasi| + xelazel] + +3C5(A)

1.0625
< TooT X 1 ><[0+O+(1—

= 0.7446 + 0.3 = 1.0446.

23y % 0.1+ 0.4 % 0.1 +0.425 x 0.3]

lasl = 0. 3

o -2 llas] + lass) + (1 - —)|a43| + x1las| + xelass|] + 3C4(A)
0.325

<03231>< ><[0+0+(1—0425)><01+04><01+O425><02]+ x 0.4
_04254+0225 0.6504.

Through calculation, we know that the matrix A also does not meet the criteria in [10], so it also
cannot be determined by applying the method in [10].

6. Conclusions
In this paper, based on the relevant properties of two classes of a-diagonally dominant matrices, we
obtain several sufficient conditions to determine nonsingular H-matrix, which improves the existing

results and also extends the determination theory of nonsingular H-matrix.

AIMS Mathematics Volume 8, Issue 8, 17484—-17502.



17501

Acknowledgments

This work is supported by the Science and technology research project of education department of

Jilin Province of China (JJKH20220041KJ), the Natural Sciences Program of Science and Technology
of Jilin Province of China(20190201139JC) and the Graduate Inovation Project of Beihua University
(2022003, 2021004).

Conflict of interest

The authors declare that there are no conflict of interest.

References

1.

10.

11.

12.

13.

R. Bru, C. Corral, I. Giménez, J. Mas, Classes of general H-matrices, Linear Algebra Appl., 429
(2008), 2358-2366. https://doi.org/10.1016/j.1aa.2007.10.030

M. Alanelli, A. Hadjidimos, On iterative criteria for H- and non-H-matrices, Appl. Math. Comput.,
188 (2007), 19-30. https://doi.org/10.1016/j.amc.2006.09.089

A. Berman, R. Plemmons, Nonnegative matrices in the mathematical sciences, Philadelphia:
SIAM Press, 1994. https://doi.org/10.1137/1.9781611971262

J. Zhao, Q. Liu, C. Li, Y. Li, Dashnic-Zusmanovich type matrices: a new subclass of nonsingular
H-matrices, Linear Algebra Appl., 552 (2018), 277-287. https://doi.org/10.1016/j.1aa.2018.04.028

M. Li, Y. Sun, Practical criteria for H-matrices, Appl. Math. Comput., 211 (2009), 427-433.
https://doi.org/10.1016/j.amc.2009.01.083

Y. Sun, Sufficient conditions for generalized diagonally dominant matrices (Chinese), Numerical
Mathematics A Journal of Chinese Universities, 19 (1997), 216-223.

Y. Sun, An improvement on a theorem by ostrowski and its applications (Chinese), Northeastern
Math. J., 7 (1991), 497-502.

L. Wang, B. Xi, F. Q1, Necessary and sufficient conditions for identifying strictly geometrically
a-bidiagonally dominant matrices, U.P.B. Sci. Bull. Series A, 76 (2014), 57-66.

J. Li, W. Zhang, Criteria for H-matrices (Chinese), Numerical Mathematics A Journal of Chinese
Universities, 21 (1999), 264-268.

R. Jiang, New criteria for nonsingular H-matrices (Chinese), Chinese Journal of Engineering
Mathematics, 28 (2011), 393-400.

G. Han, C. Zhang, H. Gao, Discussion for identifying H-matrices, J. Phys.: Conf. Ser., 1288
(2019), 012031. https://doi.org/10.1088/1742-6596/1288/1/012031

X. Chen, Q. Tuo, A set of new criteria for nonsingular H-matrices (Chinese), Chinese Journal of
Engineering Mathematics, 37 (2020), 325-334.

T. Gan, T. Huang, Simple criteria for nonsingular H-matrices, Linear Algebra Appl., 374 (2003),
317-326. https://doi.org/10.1016/S0024-3795(03)00646-3

AIMS Mathematics Volume 8, Issue 8, 17484—-17502.


http://dx.doi.org/https://doi.org/10.1016/j.laa.2007.10.030
http://dx.doi.org/https://doi.org/10.1016/j.amc.2006.09.089
http://dx.doi.org/https://doi.org/10.1137/1.9781611971262
http://dx.doi.org/https://doi.org/10.1016/j.laa.2018.04.028
http://dx.doi.org/https://doi.org/10.1016/j.amc.2009.01.083
http://dx.doi.org/https://doi.org/10.1088/1742-6596/1288/1/012031
http://dx.doi.org/https://doi.org/10.1016/S0024-3795(03)00646-3

17502

14. T. Gan, T. Huang, Practical sufficient conditions for nonsingular H-matrices (Chinese),
Mathematica Numerica Sinica, 26 (2004), 109-116.

15. Q. Tuo, L. Zhu, J. Liu, One type of new criteria conditions for nonsingular H-matrices (Chinese),
Mathematica Numerica Sinica, 30 (2008), 177-182.

16. Y. Yang, M. Liang, A new type of determinations for nonsingular H-matrices (Chinese), Journal
of Hexi University, 37 (2021), 20-25. https://doi.org/10.13874/j.cnki.62-1171/g4.2021.02.004

17.J. Liu, J. Li, Z. Huang, X. Kong, Some properties of Schur complements and diagonal-Schur
complements of diagonally dominant matrices, Linear Algebra Appl., 428 (2008), 1009-1030.
https://doi.org/10.1016/;j.1aa.2007.09.008

18. L. Cvetkovié, H-matrix theory vs. eigenvalue localization, Numer. Algor., 42 (2006), 229-245.
https://doi.org/10.1007/s11075-006-9029-3

©2023 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

@ AIMS Press

AIMS Mathematics Volume 8, Issue 8, 17484—17502.


http://dx.doi.org/https://doi.org/10.13874/j.cnki.62-1171/g4.2021.02.004
http://dx.doi.org/https://doi.org/10.1016/j.laa.2007.09.008
http://dx.doi.org/https://doi.org/10.1007/s11075-006-9029-3
http://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminaries
	Criteria based on 1-diagonally dominant matrix
	Criteria based on 2-diagonally dominant matrix
	Numerical examples
	Conclusions



