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#### Abstract

In this paper, under some conditions in the Banach space $C([0, \beta], \mathbb{R})$, we establish the existence and uniqueness of the solution for the nonlinear integral equations involving the Riemann-Liouville fractional operator (RLFO). To establish the requirements for the existence and uniqueness of solutions, we apply the Leray-Schauder alternative and Banach's fixed point theorem. We analyze Hyers-Ulam-Rassias (H-U-R) and Hyers-Ulam (H-U) stability for the considered integral equations involving the RLFO in the space $C([0, \beta], \mathbb{R})$. Also, we propose an effective and efficient computational method based on Laguerre polynomials to get the approximate numerical solutions of integral equations involving the RLFO. Five examples are given to interpret the method.
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## 1. Introduction

Many physical issues in science and technology that were previously solved by using the concepts of partial and ordinary differential equations can now be solved using more effective methods of integral equation theory. The generalization of differential and integral to an arbitrary order that isn't an integer is represented by fractional derivatives and fractional integrals respectively. In theoretical mechanics, applied mathematics, and mathematical physics, the theory of integral equations is a very useful tool [1-4]. In the recent decade, several numerical techniques have been established by various researchers to obtain approximate solutions of integral equations with integer or fractional order. For instance, an iterative numerical method based on Picard iteration has been presented by Micula [5] for linear fractional integral equations of second kind. Shiralashetti et al. [6] proposed a technique based on Fibonacci wavelets to solve nonlinear Volterra integral equations. Ali et al. [7] introduced a method that utilizes the hybrid orthonormal Bernstein and block-pulse functions wavelet method for the nonlinear Volterra integral equations with a weakly singular kernel. Bairwa et al. [8] presented a method named as q-homotopy analysis transform merthod for Abel's integral equations of the second kind. Bhat et al. [9] presented a method for the numerical solution of the third kind of Volterra integral equations based on Lagrange polynomial, modified Lagrange polynomial, and barycentric Lagrange polynomial. Hamdan et al. introduced the product integration and Haar Wavelet approaches for approximate solutions of the fractional Volterra integral equations of the second type [10]. Akgül et al. [11] proposed a novel methodology based on reproducing kernels for solving the fractional order integro-differential transport model for a nuclear reactor. Khan et al. [12] investigated a competition model in the fractional derivative of the Caputo-Fabrizio type via Newton polynomial. A novel multiparametric homotopy method for systems of linear and nonlinear Fredholm integral equations has been presented by Khan et al. [13]. Also, nice results were obtained for two-dimensional Fredholm integral equations via a multi-parametric homotopy approach [14]. More recent works on the solvability of integral equations have been introduced in references [15-19].

Regarding the other perspective, stability is a significant factor for numerical applications and may be required to compare the outcome and performance of numerical methods. Both differential and integral equations have undergone several types of stability analysis. Recently, H-U-R and H-U stability have increasingly attained the interest of researchers. For instance, in the vast of practical problem scenarios, Lyapunov stability has been explored. Additionally, for a lot of topics, MittagLeffler and exponential type stabilities have been developed. Practical exponential stability of an impulsive stochastic food chain system with time-varying delays has been studied [20]. Ali et al. [21] studied on the Ulam-Hyers stability and the Ulam-Hyers-Rassias stability for nonlinear implicit fractional order differential equations. The Ulam-Hyers-Rassias stability of a nonlinear stochastic integral equation has been studied by Ngoc et al. [22]. Kumam et al. [23] developed some conditions on existence results and Hyers-Ulam stability for a class of nonlinear fractional order differential equations. Reinfelds et al. [24] presented the Hyers-Ulam stability of a nonlinear Volterra integral equation on time scales. Morales et al. [25] studied Hyers-Ulam and Hyers-Ulam-Rassias stability for nonlinear integral equations with delay. Subramanian et al. [26] studied the existence and UH stability results for nonlinear coupled fractional differential equations with boundary conditions involving Riemann-Liouville and Erdélyi-Kober integrals. Li et al. [27] studied the Ulam stability of a fractional differential equation with multi-point boundary conditions and non-instantaneous integral
impulse. Some examples and H-U-R stability for Volterra integral equations within weighted spaces have been presented by Castro et al. [28].

The existence requirements of the solutions to various types of integral equations are crucial elements to examine. We can use these criteria to determine under what conditions the solution to the problem exists. The fixed point approach is significant in this sense.

In this paper, our discussion will be on the nonlinear integral equation involving the RiemannLiouville fractional operator, i.e.,

$$
\begin{equation*}
\zeta(y)=\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu, \quad y \in[0, \beta] \tag{1.1}
\end{equation*}
$$

where $\lambda>0,0<\beta<\infty$, the functions $\mathcal{H}: C([0, \beta], \mathbb{R}) \rightarrow \mathbb{R}$ and $\mathcal{N}, \psi, \xi:[0, \beta] \rightarrow \mathbb{R}$ are all continuous functions.

Sometimes, it is challenging to determine the exact solution to this equation explicitly. Thus, the current article's goal is to use the Laguerre polynomials to obtain approximate numerical solutions for nonlinear integral equations involving the RLFO. Remarkably, nonlinearity and singularity make the numerical procedure more challenging, so this is the strong motivation to study the numerical solution of Eq (1.1). In order to achieve this goal, we provide some conditions for the existence and uniqueness of solutions as well as a numerical scheme to solve the Eq (1.1). Moreover, we establish the conditions of Hyers-Ulam and Hyers-Ulam-Rassias stability for the considered Eq (1.1).

This paper is structured as follows: Section 2 contains some notations, and background information. In Section 3, we provides existence, uniqueness and stability criteria to the solutions of the Eq (1.1). The required method for solving the $\mathrm{Eq}(1.1)$ to obtain the approximate numerical solutions is presented in Section 4. In Section 5, accuracy of solutions of the proposed method is discussed. Some numerical experiments and graphs are shown in Section 6 to illustrate the effectiveness of the proposed technique. Finally, conclusions and future work are given in Section 7.

## 2. Notations, definitions and auxiliary facts

In this section, we provide a few notations and background information which are useful for the presentation of our main results. Let $\mathbb{R}$ be the set of all real numbers and let $W=C([0, \beta], \mathbb{R})$ be the space of all continuous functions $\zeta:[0, \beta] \rightarrow \mathbb{R}$, where $0<\beta<\infty$. Then $(W,\|\|$.$) is a Banach space$ with the norm $\|\zeta\|=\sup \{|\zeta(y)|: y \in[0, \beta]\}$.
Definition 2.1. [2] The Riemann-Liouville fractional integral of order $\lambda>0$ of a function $\zeta(y)$ is described as

$$
\begin{equation*}
{ }^{\lambda} \mathcal{J}_{0}^{y} \zeta(y)=\frac{1}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \zeta(\mu) d \mu \tag{2.1}
\end{equation*}
$$

where $\Gamma(\lambda)=\int_{0}^{\infty} e^{-x} x^{\lambda-1} d x$, provided that the RHS is point-wise defined on $[0, \infty)$.
Definition 2.2. If for each function $\zeta(y) \in W$ satisfying

$$
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \leq \nu(y)
$$

where $v(y)$ is a non-negative function, there exists a solution $\hat{\zeta} \in W$ of $E q$ (1.1) and a constant $\Lambda>0$ independent of $\zeta$ and $\hat{\zeta}$ with the property $|\zeta(y)-\hat{\zeta}(y)| \leq \Lambda v(y)$, for all $y$, then we say that the $E q$ (1.1) has the $H-U-R$ stability with respect to $v(y)$.

Definition 2.3. In particular, when $v(y)$ is a constant function in the above inequalities of Definition 2.2, we say that the $E q(1.1)$ has the $H-U$ stability.
Theorem 2.1. (Banach's fixed point theorem [29]). Let $W$ be a Banach space. If a mapping $\mathcal{M}: W \rightarrow$ $W$ is a contraction, then $\mathcal{M}$ has a unique fixed point in $W$.
Theorem 2.2. (Leray-Schauder alternative [26]). Let $\mathcal{M}: \mathcal{E} \rightarrow \mathcal{E}$ be a completely continuous operator. Let $\Omega=\{y \in \mathcal{E}: y=\eta \mathcal{M}(y)$, for some $0<\eta<1\}$. Then, either the set $\Omega$ is unbounded or $\mathcal{M}$ has at least one fixed point.

### 2.1. Laguerre polynomials

The Laguerre polynomials $L_{n}(y)(n \geq 0),([30-33])$ are defined by the generating function

$$
\begin{equation*}
\frac{e^{-\frac{v \sigma}{1-\sigma}}}{1-\sigma}=\sum_{n=0}^{\infty} L_{n}(y) \sigma^{n} \tag{2.2}
\end{equation*}
$$

Indeed, $u=L_{n}(y)$ is a solution of the following differential equation

$$
y u^{\prime \prime}+(1-y) u^{\prime}+n u=0 .
$$

From Eq (2.2),

$$
\begin{align*}
\sum_{n=0}^{\infty} L_{n}(y) \sigma^{n} & =\frac{e^{-\frac{y \sigma}{1-\sigma}}}{1-\sigma} \\
& =\sum_{q=0}^{\infty} \frac{(-1)^{q} y^{q} \sigma^{q}}{q!}(1-\sigma)^{-q-1} \\
& =\sum_{n=0}^{\infty}\left(\sum_{q=0}^{n} \frac{(-1)^{q}\binom{n}{q} y^{q}}{q!}\right) \sigma^{n} . \tag{2.3}
\end{align*}
$$

Thus by Eq (2.3), we get

$$
\begin{equation*}
L_{n}(y)=\sum_{q=0}^{n} \frac{(-1)^{q}\binom{n}{q} y^{q}}{q!}, \quad(n \geq 0) . \tag{2.4}
\end{equation*}
$$

Moreover, one can also define the Laguerre polynomials by the recurrence relation as follows:

$$
\begin{aligned}
& L_{0}(y)=1, \quad L_{1}(y)=1-y \\
& L_{n+1}(y)=\frac{(2 n+1-y) L_{n}(y)-n L_{n-1}(y)}{n+1}, \quad n \geq 1 .
\end{aligned}
$$

The first six Laguerre polynomials are given below:
$L_{0}(y)=1$,
$L_{1}(y)=1-y$,
$L_{2}(y)=\frac{1}{2}\left(2-4 y+y^{2}\right)$,
$L_{3}(y)=\frac{1}{6}\left(6-18 y+9 y^{2}-y^{3}\right)$,
$L_{4}(y)=\frac{1}{24}\left(24-96 y+72 y^{2}-16 y^{3}+y^{4}\right)$,
$L_{5}(y)=\frac{1}{120}\left(120-600 y+600 y^{2}-200 y^{3}+25 y^{4}-y^{5}\right)$.

### 2.2. Approximation function and matrix representation for Laguerre polynomials

To determine the approximate numerical solutions of $\mathrm{Eq}(1.1)$, assume that the function $J_{n}(y)$ is approximated by the Laguerre polynomials as follows:

$$
\begin{equation*}
J_{n}(y)=s_{0} L_{0}(y)+s_{1} L_{1}(y)+\ldots \ldots .+s_{n} L_{n}(y)=\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right), 0 \leq y \leq \beta, \tag{2.5}
\end{equation*}
$$

where the function $\left\{L_{m}(y)\right\}_{m=0}^{n}$ denotes the basis of the Laguerre polynomials, defined in Eq (2.4). We have to determine the unknown Laguerre coefficients $s_{m},(m=0,1, \ldots, n)$.

Now rewriting Eq (2.5) as,

$$
J_{n}(y)=\left[\begin{array}{llll}
L_{0}(y) & L_{1}(y) & \ldots & L_{n}(y)
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0}  \tag{2.6}\\
s_{1} \\
\vdots \\
s_{n}
\end{array}\right] .
$$

Again, Eq (2.6) can be converted as,

$$
J_{n}(y)=\left[\begin{array}{lllll}
1 & y & y^{2} & \ldots & y^{n}
\end{array}\right] \cdot\left[\begin{array}{ccccc}
\sigma_{00} & \sigma_{01} & \sigma_{02} & \ldots & \sigma_{0 n}  \tag{2.7}\\
0 & \sigma_{11} & \sigma_{12} & \ldots & \sigma_{1 n} \\
0 & 0 & \sigma_{22} & \ldots & \sigma_{2 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \sigma_{n n}
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0} \\
s_{1} \\
s_{2} \\
\vdots \\
s_{n}
\end{array}\right] \text {, }
$$

where $\left\{\sigma_{m m}\right\}_{m=0}^{n}$ are the parameters of the power basis, used to obtain the Laguerre polynomials, this matrix is upper triangular and is certainly invertible.

Now for $n=1,2$ and 3, the operational matrices are shown in the Eqs (2.8), (2.9) and (2.10) respectively as follows:

$$
\begin{gather*}
J_{1}(y)=\left[\begin{array}{ll}
1 & y
\end{array}\right] \cdot\left[\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right] \cdot\left[\begin{array}{l}
s_{0} \\
s_{1}
\end{array}\right],  \tag{2.8}\\
J_{2}(y)=\left[\begin{array}{lll}
1 & y & y^{2}
\end{array}\right] \cdot\left[\begin{array}{ccc}
1 & 1 & 1 \\
0 & -1 & -2 \\
0 & 0 & 1 / 2
\end{array}\right] \cdot\left[\begin{array}{l}
s_{0} \\
s_{1} \\
s_{2}
\end{array}\right],  \tag{2.9}\\
J_{3}(y)=\left[\begin{array}{llll}
1 & y & y^{2} & y^{3}
\end{array}\right] \cdot\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
0 & -1 & -2 & -3 \\
0 & 0 & 1 / 2 & 3 / 2 \\
0 & 0 & 0 & -1 / 6
\end{array}\right] \cdot\left[\begin{array}{l}
s_{0} \\
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right] . \tag{2.10}
\end{gather*}
$$

## 3. Qualitative analysis

This section covers the existence and uniqueness of solutions of the Eq (1.1) via fixed point approach, as well as the H-U-R and H-U stability theorems are also given for the Eq (1.1).

Theorem 3.1. We consider the assumptions for Eq (1.1) as follows:
$\left(A_{1}\right)$ There exist constants $B_{1}>0, B_{2}>0$ and $B_{3}>0$ such that

$$
|\mathcal{N}(y)| \leq B_{1}, \quad|\psi(y)| \leq B_{2}, \quad|\xi(y)| \leq B_{3}, \quad \text { for all } y \in[0, \beta] .
$$

$\left(A_{2}\right)$ There exists a constant $B>0$ such that $\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right| \leq B\left|\zeta_{1}-\zeta_{2}\right|$, for all $\zeta_{1}, \zeta_{2} \in W$.
$\left(A_{3}\right)$ There exists a constant $H>0$ such that $|\mathcal{H}(\zeta(\mu))| \leq H$, for all $\zeta(\mu) \in W$.
Then under assumptions $\left(A_{1}\right)-\left(A_{3}\right), E q(1.1)$ has at least one solution defined on $[0, \beta]$.
Proof. Let us define the operator $\mathcal{M}: W \rightarrow W$ as

$$
\begin{equation*}
\mathcal{M}(\zeta(y))=\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu . \tag{3.1}
\end{equation*}
$$

We will prove this result in four steps as follows:
Step 1. We need to prove that $\mathcal{M}$ is continuous.
Let $\left\{\zeta_{n}\right\}$ be a sequence in $W$ and $\zeta \in W$ such that $\lim _{n \rightarrow \infty}\left\|\zeta_{n}-\zeta\right\|=0$.
Then for each $y \in[0, \beta]$,

$$
\begin{aligned}
&\left|\mathcal{M}\left(\zeta_{n}(y)\right)-\mathcal{M}(\zeta(y))\right|= \left\lvert\, \frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\zeta_{n}(\mu)\right) d \mu\right. \\
& \left.-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \right\rvert\, \\
& \leq \frac{B_{2} B_{3}}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1}\left|\mathcal{H}\left(\zeta_{n}(\mu)\right)-\mathcal{H}(\zeta(\mu))\right| d \mu \\
& \leq \frac{B_{2} B_{3} B}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1}\left|\zeta_{n}(\mu)-\zeta(\mu)\right| d \mu \\
& \leq \frac{B_{2} B_{3} B}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} d \mu\left\|\zeta_{n}-\zeta\right\|, \\
& \text { i.e., } \quad\left|\mathcal{M}\left(\zeta_{n}(y)\right)-\mathcal{M}(\zeta(y))\right| \leq \frac{B_{2} B_{3} B \beta^{\lambda}}{\Gamma(\lambda+1)}\left\|\zeta_{n}-\zeta\right\|,
\end{aligned}
$$

which implies that $\left\|\mathcal{M}\left(\zeta_{n}\right)-\mathcal{M}(\zeta)\right\| \rightarrow 0$ as $n \rightarrow \infty$. Hence, $\mathcal{M}$ is continuous.
Step 2. Under the mapping $\mathcal{M}$, bounded sets of $W$ are mapped into bounded sets of $W$.
Let $B_{\epsilon} \subset W$ be bounded. Now, for $\zeta \in B_{\epsilon}$ and $y \in[0, \beta]$,

$$
\begin{aligned}
|\mathcal{M}(\zeta(y))| & =\left|\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \\
& \leq|\mathcal{N}(y)|+\left|\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \\
& \leq B_{1}+\frac{B_{2} B_{3} H}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} d \mu \\
& \leq B_{1}+\frac{B_{2} B_{3} H \beta^{\lambda}}{\Gamma(\lambda+1)}<\infty .
\end{aligned}
$$

Step 3. $\mathcal{M}\left(B_{\epsilon}\right)$ is equicontinuous.
Let $\zeta \in B_{\epsilon}$ and $y_{1}, y_{2} \in[0, \beta]$ with $y_{1}<y_{2}$, then

$$
\left.\begin{array}{rl}
\left|\mathcal{M}\left(\zeta\left(y_{2}\right)\right)-\mathcal{M}\left(\zeta\left(y_{1}\right)\right)\right|= & \left\lvert\, \mathcal{N}\left(y_{2}\right)+\frac{\psi\left(y_{2}\right)}{\Gamma(\lambda)} \int_{0}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& \left.-\mathcal{N}\left(y_{1}\right)-\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(y_{1}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \right\rvert\, \\
\leq & \left|\mathcal{N}\left(y_{2}\right)-\mathcal{N}\left(y_{1}\right)\right| \\
& +\left\lvert\, \frac{\psi\left(y_{2}\right)}{\Gamma(\lambda)} \int_{0}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& \left.-\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(y_{1}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \right\rvert\, \\
\leq \mid & \left|\mathcal{N}\left(y_{2}\right)-\mathcal{N}\left(y_{1}\right)\right| \\
& +\left\lvert\, \frac{\psi\left(y_{2}\right)+\psi\left(y_{1}\right)-\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& \left.-\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(y_{1}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \right\rvert\, \\
\leq & \left|\mathcal{N}\left(y_{2}\right)-\mathcal{N}\left(y_{1}\right)\right| \\
& \left.+\frac{\left|\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right|\left|\int_{0}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right|}{\Gamma(\lambda)} \right\rvert\, \\
& +\left\lvert\, \frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& \left.-\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(y_{1}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \right\rvert\, \\
\leq & \left|\mathcal{N}\left(y_{2}\right)-\mathcal{N}\left(y_{1}\right)\right|+\frac{\left|\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right| B_{3} H}{\Gamma(\lambda)} \int_{0}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} d \mu \\
& +\left\lvert\, \frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& +\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{y_{1}}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \\
& \left.-\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(y_{1}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \right\rvert\, \\
\leq & +\left|\frac{\mathcal{N}\left(y_{2}\right)-\mathcal{N}\left(y_{1}\right) \left\lvert\,+\frac{\left|\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right| B_{3} H \beta^{\lambda}}{\Gamma(\lambda+1)}\right.}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left(\left(y_{2}-\mu\right)^{\lambda-1}-\left(y_{1}-\mu\right)^{\lambda-1}\right) \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \\
& +\left|\frac{\psi\left(y_{1}\right)}{\Gamma(\lambda)} \int_{y_{1}}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \\
\hline
\end{array}\right)-\mathcal{N}\left(y_{1}\right) \left\lvert\,+\frac{\left|\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right| B_{3} H \beta^{\lambda}}{\Gamma(\lambda+1)}\right.,
$$

$$
\begin{aligned}
& +\frac{B_{2} B_{3} H}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left|\left(y_{2}-\mu\right)^{\lambda-1}-\left(y_{1}-\mu\right)^{\lambda-1}\right| d \mu \\
& +\frac{B_{2} B_{3} H}{\Gamma(\lambda)} \int_{y_{1}}^{y_{2}}\left(y_{2}-\mu\right)^{\lambda-1} d \mu
\end{aligned}
$$

i.e.,

$$
\begin{align*}
\left|\mathcal{M}\left(\zeta\left(y_{2}\right)\right)-\mathcal{M}\left(\zeta\left(y_{1}\right)\right)\right| \leq & \left|\mathcal{N}\left(y_{2}\right)-\mathcal{N}\left(y_{1}\right)\right|+\frac{\left|\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right| B_{3} H \beta^{\lambda}}{\Gamma(\lambda+1)} \\
& +\frac{B_{2} B_{3} H}{\Gamma(\lambda)} \int_{0}^{y_{1}}\left|\left(y_{2}-\mu\right)^{\lambda-1}-\left(y_{1}-\mu\right)^{\lambda-1}\right| d \mu \\
& +\frac{B_{2} B_{3} H}{\Gamma(\lambda+1)}\left(y_{2}-y_{1}\right)^{\lambda} . \tag{3.2}
\end{align*}
$$

Now, it can be observed that

$$
\left|\left(y_{2}-\mu\right)^{\lambda-1}-\left(y_{1}-\mu\right)^{\lambda-1}\right|= \begin{cases}\left(y_{2}-\mu\right)^{\lambda-1}-\left(y_{1}-\mu\right)^{\lambda-1}, & \lambda-1>0  \tag{3.3}\\ 0, & \lambda-1=0 \\ \left(y_{1}-\mu\right)^{\lambda-1}-\left(y_{2}-\mu\right)^{\lambda-1}, & \lambda-1<0\end{cases}
$$

Then,

$$
\int_{0}^{y_{1}}\left|\left(y_{2}-\mu\right)^{\lambda-1}-\left(y_{1}-\mu\right)^{\lambda-1}\right| d \mu= \begin{cases}\frac{1}{\lambda}\left[y_{2}^{\lambda}-y_{1}^{\lambda}-\left(y_{2}-y_{1}\right)^{\lambda}\right], & \lambda-1>0,  \tag{3.4}\\ 0, & \lambda-1=0 \\ \frac{1}{\lambda}\left[\left(y_{2}-y_{1}\right)^{\lambda}+y_{1}^{\lambda}-y_{2}^{\lambda}\right], & \lambda-1<0 .\end{cases}
$$

Thus, it follows from (3.2) and Eq (3.4) that, $\left|\mathcal{M}\left(\zeta\left(y_{2}\right)\right)-\mathcal{M}\left(\zeta\left(y_{1}\right)\right)\right| \rightarrow 0$ as $y_{2} \rightarrow y_{1} . \operatorname{So}, \mathcal{M}\left(B_{\epsilon}\right)$ is equicontinuous.

Hence, combining Step 1, Step 2 and Step 3, the operator $\mathcal{M}$ is completely continuous by the consequence of Arzelà-Ascoli theorem.
Step 4. Let $\Omega=\{\zeta \in W: \zeta=\eta \mathcal{M}(\zeta)$, for some $0<\eta<1\}$. We have to prove that the set $\Omega$ is bounded. Let $\zeta \in \Omega$, which implies that $\zeta=\eta \mathcal{M}(\zeta)$, for some $0<\eta<1$.

Now for $y \in[0, \beta]$, we have

$$
\begin{aligned}
|\zeta(y)| & =|\eta \mathcal{M}(\zeta)| \\
& \leq|\mathcal{N}(y)|+\left|\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \\
& \leq B_{1}+\frac{B_{2} B_{3} H}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} d \mu \\
& \leq B_{1}+\frac{B_{2} B_{3} H \beta^{\lambda}}{\Gamma(\lambda+1)}<\infty .
\end{aligned}
$$

This implies that the set $\Omega$ is bounded.
Thus, $\mathcal{M}$ has at least one fixed point according to the Leray-Schauder alternative, which is a solution of $\mathrm{Eq}(1.1)$ defined on $[0, \beta]$.

Theorem 3.2. We consider the assumptions for Eq (1.1) as follows:
( $A_{1}$ ) There exist constants $B_{2}>0$ and $B_{3}>0$ such that

$$
|\psi(y)| \leq B_{2}, \quad|\xi(y)| \leq B_{3} .
$$

$\left(A_{2}\right)$ There exists a constant $B$ with $0<B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}}$ such that $\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right| \leq B\left|\zeta_{1}-\zeta_{2}\right|$, for all $\zeta_{1}, \zeta_{2} \in W$.

Then under assumptions $\left(A_{1}\right)$ and $\left(A_{2}\right)$, Eq (1.1) has a unique solution defined on $[0, \beta]$.
Proof. Let us define the operator $\mathcal{M}: W \rightarrow W$ as

$$
\begin{equation*}
\mathcal{M}(\zeta(y))=\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu . \tag{3.5}
\end{equation*}
$$

Now we have to prove that $\mathcal{M}$ is a contraction.
Let $\zeta_{1}, \zeta_{2} \in W$, then for all $y \in[0, \beta]$,

$$
\begin{aligned}
\left|\mathcal{M}\left(\zeta_{1}(y)\right)-\mathcal{M}\left(\zeta_{2}(y)\right)\right|= & \left\lvert\, \frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\zeta_{1}(\mu)\right) d \mu\right. \\
& \left.-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\zeta_{2}(\mu)\right) d \mu \right\rvert\, \\
\leq & \frac{B_{2} B_{3}}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1}\left|\mathcal{H}\left(\zeta_{1}(\mu)\right)-\mathcal{H}\left(\zeta_{2}(\mu)\right)\right| d \mu \\
\leq & \frac{B_{2} B_{3} B}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1}\left|\zeta_{1}(\mu)-\zeta_{2}(\mu)\right| d \mu \\
\leq & \frac{B_{2} B_{3} B \beta^{\lambda}}{\Gamma(\lambda+1)}\left\|\zeta_{1}-\zeta_{2}\right\| .
\end{aligned}
$$

Thus, $\left\|\mathcal{M}\left(\zeta_{1}(y)\right)-\mathcal{M}\left(\zeta_{2}(y)\right)\right\| \leq \kappa\left\|\zeta_{1}-\zeta_{2}\right\|$, where $\kappa=\frac{B_{2} B_{3} B \beta^{\prime}}{\Gamma(\lambda+1)}$.
By the assumption of $B, \kappa=\frac{B_{2} B_{3} B \beta^{\lambda}}{\Gamma(\lambda+1)}<1$. So $\mathcal{M}$ is a contraction mapping. As a result, $\mathcal{M}$ has a unique fixed point, according to the Banach's fixed point theorem and hence, Eq (1.1) has a unique solution.

Theorem 3.3. Assume that, the Eq (1.1) satisfying all assumptions of Theorem 3.2. Let $\zeta(y) \in W$ is such that satisfies the inequality

$$
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \leq v(y)
$$

where $v(y)$ is a non-negative function. Then the $E q(1.1)$ has the $H-U-R$ stability with respect to $v(y)$.
Proof. By the Theorem 3.2, $\exists$ a unique solution $\hat{\zeta} \in W$ of $\operatorname{Eq}$ (1.1).
Let $\zeta(y) \in W$ such that

$$
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \leq v(y)
$$

According to Definition 2.2, we have to show that $\exists$ a constant $\Lambda>0$ independent of $\zeta$ and $\hat{\zeta}$ such that, $|\zeta(y)-\hat{\zeta}(y)| \leq \Lambda v(y) \mid$. Now, for all $y \in[0, \beta]$,

$$
\begin{aligned}
|\zeta(y)-\hat{\zeta}(y)|= & \left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\hat{\zeta}(\mu)) d \mu\right| \\
= & \left\lvert\, \zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& +\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu \\
& \left.-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\hat{\zeta}(\mu)) d \mu \right\rvert\, \\
\leq & \left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| \\
& +\left\lvert\, \frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right. \\
& \left.-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\hat{\zeta}(\mu)) d \mu \right\rvert\, \\
\leq & v(y)+\frac{|\psi(y)|}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1}|\xi(\mu)(\mathcal{H}(\zeta(\mu))-\mathcal{H}(\hat{\zeta}(\mu)))| d \mu \\
\leq & v(y)+\frac{B_{2} B_{3} B}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} d \mu\|\zeta-\hat{\zeta}\| \\
\leq & v(y)+\frac{B_{2} B_{3} B \beta^{\lambda}}{\Gamma(\lambda+1)}\|\zeta-\hat{\zeta}\| .
\end{aligned}
$$

Thus, $|\zeta(y)-\hat{\zeta}(y)| \leq\|\zeta-\hat{\zeta}\| \leq v(y)+\frac{B_{2} B_{3} B \beta^{h}}{\Gamma(\lambda+1)}\|\zeta-\hat{\zeta}\|$, which implies that, $|\zeta(y)-\hat{\zeta}(y)| \leq\|\zeta-\hat{\zeta}\| \leq \Lambda v(y)$, where $\Lambda=\frac{1}{1-\kappa}>0$, as $\kappa=\frac{B_{2} B_{3} B \beta^{\curlywedge}}{\Gamma(\lambda+1)}<1$, by the assumption. Hence the Eq (1.1) has the H-U-R stability with respect to $v(y)$.
Theorem 3.4. Assume that, the Eq (1.1) satisfying all assumptions of Theorem 3.2. Let $\zeta(y) \in W$ and $\epsilon>0$ such that satisfies

$$
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \zeta(\mu) d \mu\right| \leq \epsilon,
$$

then the $E q$ (1.1) has the $H-U$ stability with respect to $\epsilon$.
Proof. We can prove this theorem in similar way by taking $v(y)=\epsilon$, in the Theorem 3.3, where $\epsilon>0$.

## 4. Computational method

In this section, we will use the Laguerre polynomials to determine the approximate numerical solutions for the Eq (1.1).

Rewriting the Eq (1.1) as follows:

$$
\begin{equation*}
\zeta(y)=\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu . \tag{4.1}
\end{equation*}
$$

Now to approximate the unknown function in Eq (4.1), by using Eq (2.5), let

$$
\begin{equation*}
\zeta(y) \cong J_{n}(y)=\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right) . \tag{4.2}
\end{equation*}
$$

Putting the Eq (4.2) into the Eq (4.1), we get

$$
\begin{equation*}
\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right)=\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\sum_{m=0}^{n} s_{m} L_{m}(\mu)\right) d \mu . \tag{4.3}
\end{equation*}
$$

Therefore, the Eq (4.3) becomes by using Eq (2.6) as follows:

$$
\begin{align*}
& {\left[\begin{array}{llll}
L_{0}(y) & L_{1}(y) & \ldots & L_{n}(y)
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0} \\
s_{1} \\
\vdots \\
s_{n}
\end{array}\right] } \\
= & \mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\left[\begin{array}{llll}
L_{0}(\mu) & L_{1}(\mu) & \ldots & L_{n}(\mu)
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0} \\
s_{1} \\
\vdots \\
s_{n}
\end{array}\right]\right) \tag{4.4}
\end{align*}
$$

Again, by applying Eq (2.7), the Eq (4.4) becomes as follows:

$$
\begin{align*}
& {\left[\begin{array}{llll}
1 & y & \ldots & y^{n}
\end{array}\right] \cdot\left[\begin{array}{cccc}
\sigma_{00} & \sigma_{01} & \ldots & \sigma_{0 n} \\
0 & \sigma_{11} & \ldots & \sigma_{1 n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma_{n n}
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0} \\
s_{1} \\
\vdots \\
s_{n}
\end{array}\right] } \\
= & \mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left[\left[\begin{array}{llll}
1 & \mu & \ldots & \mu^{n}
\end{array}\right] \cdot\left[\begin{array}{cccc}
\sigma_{00} & \sigma_{01} & \ldots & \sigma_{0 n} \\
0 & \sigma_{11} & \ldots & \sigma_{1 n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma_{n n}
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0} \\
s_{1} \\
\vdots \\
s_{n}
\end{array}\right]\right) \tag{4.5}
\end{align*}
$$

Thus, after finding the integration of the $\mathrm{Eq}(4.5)$ we have to calculate the values of unknown constants $s_{m}(m=0,1,2, \ldots, n)$, for this purpose we need $(n+1)$ equations. Now by choosing $y_{i}(i=0,1,2, \ldots, n)$ such that $0 \leq y_{i} \leq \beta$, a system of $(n+1)$ equations can be obtained. After solving these equations the unknown coefficients ( $s_{0}, s_{1}, \ldots, s_{n}$ ) are uniquely determined. Therefore, the approximate numerical solutions can be obtained by substituting the values of the coefficients into Eq (2.5).

### 4.1. Algorithm for solutions

In this part, all steps of the proposed algorithm to find the approximate numerical solutions of Eq (1.1) are summarized as follows:
Step 1. Choose a value $n$ for $J_{n}(y)$ and then obtain the corresponding Laguerre polynomials

$$
\begin{equation*}
L_{n}(y)=\sum_{q=0}^{n} \frac{(-1)^{q}\binom{n}{q} y^{q}}{q!}, \quad \text { for } n=0,1,2,3, \ldots \tag{4.6}
\end{equation*}
$$

Step 2. Now we have to use Eqs (1.1), (2.7) and (4.2).
Step 3. Substitute Eq (4.2) into Eq (1.1) and use Eq (2.7).
Step 4. Compute all of the integration obtained in Step 3.
Step 5. Compute ( $s_{0}, s_{1}, s_{2}, \ldots, s_{n}$ ), by choosing $y_{i} \in[0, \beta]$, where $i=0,1,2, \ldots, n$.
Step 6. Substitute the values of $\left(s_{0}, s_{1}, s_{2}, \ldots, s_{n}\right)$ into the $\operatorname{Eq}(2.5)$ to get the approximate solution.

## 5. Accuracy of solutions

Since Eq (4.3) and Eq (2.5) have the following forms given by Eq (5.1) and Eq (5.2) respectively:

$$
\begin{gather*}
\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right)=\mathcal{N}(y)+\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\sum_{m=0}^{n} s_{m} L_{m}(\mu)\right) d \mu,  \tag{5.1}\\
J_{n}(y)=s_{0} L_{0}(y)+s_{1} L_{1}(y)+\ldots \ldots+s_{n} L_{n}(y)=\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right), \tag{5.2}
\end{gather*}
$$

and the unknown coefficients ( $s_{0}, s_{1}, \ldots, s_{n}$ ) were determined by using Eq (4.5). Also, from Eq (4.2), we have

$$
\begin{equation*}
\zeta(y) \cong J_{n}(y)=\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right), \tag{5.3}
\end{equation*}
$$

thus, $\mathrm{Eq}(5.3)$ is the unique approximate solution of Eq (5.1), and is substituted into Eq (5.1).
Now, assume that $y=y_{k} \in[0, \beta], k=0,1,2, \ldots$, then

$$
\Omega\left(y_{k}\right)=\left|\sum_{m=0}^{n}\left(s_{m} L_{m}\left(y_{k}\right)\right)-\mathcal{N}\left(y_{k}\right)-\frac{\psi\left(y_{k}\right)}{\Gamma(\lambda)} \int_{0}^{y_{k}}\left(y_{k}-\mu\right)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\sum_{m=0}^{n} s_{m} L_{m}(\mu)\right) d \mu\right| \cong 0,
$$

and $\Omega\left(y_{k}\right) \leq 10^{-N_{p}}$, where $N_{p}$ is a positive integer. If max $10^{-N_{p}}=10^{-N}$ ( $N$ is a positive integer) prescribed, then $n$ is increased until the difference $\Omega\left(y_{k}\right)$ at each of the points becomes smaller than the prescribed $10^{-N}$. For max $10^{-N_{p}} \neq 10^{-N}$, the error can be estimated by the following function:

$$
\Omega_{n}(y)=\sum_{m=0}^{n}\left(s_{m} L_{m}(y)\right)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}\left(\sum_{m=0}^{n} s_{m} L_{m}(\mu)\right) d \mu .
$$

If $\Omega_{n}(y) \rightarrow 0$, for sufficiently large $n$, then the error decreases.

## 6. Numerical applications and discussions

In this section, five examples have been provided to demonstrate the efficiency and accuracy of the presented technique. The absolute errors are the values of $\left|\zeta(y)-J_{n}(y)\right|$ at selected points, where $\zeta(y)$ is the exact solution and the approximate solution is $J_{n}(y)$. Also, the convergence of solutions have been shown in the graphs.

Example 6.1. [34, 35]. Consider the example as follows:

$$
\begin{equation*}
\zeta(y)=y+\frac{4}{3} y^{\frac{3}{2}}-\int_{0}^{y}(y-\mu)^{-\frac{1}{2}} \zeta(\mu) d \mu, \quad 0 \leq y \leq 1, \tag{6.1}
\end{equation*}
$$

where the exact solution is $\zeta(y)=y$.
We can write this Eq (6.1) in the form of Eq (1.1) as,

$$
\begin{equation*}
\zeta(y)=y+\frac{4}{3} y^{\frac{3}{2}}+\frac{\psi(y)}{\Gamma\left(\frac{1}{2}\right)} \int_{0}^{y}(y-\mu)^{-\frac{1}{2}} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu, \quad y \in[0,1] . \tag{6.2}
\end{equation*}
$$

Then by comparing with $\mathrm{Eq}(1.1)$, we get $\mathcal{N}(y)=y+\frac{4}{3} y^{\frac{3}{2}}, \psi(y)=-\Gamma\left(\frac{1}{2}\right), \lambda=\frac{1}{2}, \beta=1, \xi(\mu)=1$ and $\mathcal{H}(\zeta(\mu))=\zeta(\mu)$. It's very easy to show that $\mathrm{Eq}(6.1)$ satisfies all assumption of Theorem 3.1. Hence, by Theorem 3.1, Eq (6.1) has at least one solution defined on $[0,1]$.

Now applying the algorithm as, if $n=1$, then by using Eq (2.8) and Eq (4.2) we have

$$
\left[\begin{array}{ll}
1 & y
\end{array}\right] \cdot\left[\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right] \cdot\left[\begin{array}{l}
s_{0} \\
s_{1}
\end{array}\right]=y+\frac{4}{3} y^{\frac{3}{2}}-\int_{0}^{y}(y-\mu)^{-\frac{1}{2}}\left(\left[\begin{array}{ll}
1 & \mu
\end{array}\right] \cdot\left[\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right] \cdot\left[\begin{array}{l}
s_{0} \\
s_{1}
\end{array}\right]\right) d \mu
$$

this can be written as,

$$
\begin{align*}
s_{0}+(1-y) s_{1} & =y+\frac{4}{3} y^{\frac{3}{2}}-\int_{0}^{y}(y-\mu)^{-\frac{1}{2}}\left(s_{0}+(1-\mu) s_{1}\right) d \mu \\
& =y+\frac{4}{3} y^{\frac{3}{2}}-s_{0} \int_{0}^{y}(y-\mu)^{-\frac{1}{2}} d \mu-s_{1} \int_{0}^{y}(y-\mu)^{-\frac{1}{2}}(1-\mu) d \mu \tag{6.3}
\end{align*}
$$

Therefore from Eq (6.3), after computing all integrations, we choose $y_{0}=0.1, y_{1}=0.2$ in the interval $[0,1]$, and solving the algebraic system in MATLAB program, we get $s_{0}=1$ and $s_{1}=-1$.Thus, the approximate solution for the Eq (6.1) is as follows:

$$
J_{1}(y)=(1) L_{0}(y)+(-1) L_{1}(y)=y .
$$

This shows that the approximate solution of Eq (6.1) is same as the exact solution for $n=1$, by this proposed method.

In [34], the maximum absolute error obtained for $n=18$, nearly $5.0 e-03$. In [35], the maximum absolute error obtained for $n=14$, nearly $1.0 e-10$. Therefore, our proposed method provides better result than the method given in $[34,35]$. The comparison of the approximate solution with the exact solution for the presented method is shown in Figure 1.


Figure 1. Graphical representation of approximate and exact solutions of Example 6.1.
Also, for Eq (6.1), we see that $B_{2}=\Gamma\left(\frac{1}{2}\right), B_{3}=1, \beta=1, \lambda=\frac{1}{2}$, and for all $\zeta_{1}, \zeta_{2} \in W$, $\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right|=\left|\zeta_{1}-\zeta_{2}\right|$, which implies $B=1$. Now, $\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}}=0.5$. So, the relation $0<B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}}$ does not hold. Therefore, we can't say the H-U-R stability in this instance on the whole interval [ 0,1$]$.

Now we will check the H-U-R stability on the subinterval [0, 0.2], which contains the collocation points $y_{0}=0.1$ and $y_{1}=0.2$. Clearly, in this case, $\beta=0.2$. Then, $\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}} \approx 1.1180$. So, the relation $0<$ $B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\prime}}$ holds for $\beta=0.2$. Thus, all conditions of Theorem 3.2 are satisfied on the interval $[0,0.2]$.

Now, if we simply choose $\zeta(y)=0$, then

$$
\begin{aligned}
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| & =\left|0-y-\frac{4}{3} y^{\frac{3}{2}}+0\right| \\
& \leq \frac{7 y}{3}=v(y), \quad \text { for all } y \in[0,0.2]
\end{aligned}
$$

Therefore, by Theorem 3.3, we obviously have

$$
\left|\zeta(y)-J_{1}(y)\right|=|0-y| \leq \Lambda \frac{7 y}{3}=9.4721 v(y), \quad \text { for all } y \in[0,0.2]
$$

Hence, we conclude that the Eq (6.1) has the H-U-R stability on [0, 0.2] with respect to $v(y)=\frac{7 y}{3}$.
Example 6.2. [5] Consider the example as follows:

$$
\begin{equation*}
\zeta(y)=y \Gamma(2 / 3)-\frac{1}{40} y^{8 / 3}+\frac{1}{27 \cdot \Gamma(2 / 3)} \int_{0}^{y} \mu(y-\mu)^{-1 / 3} \zeta(\mu) d \mu, \quad y \in[0,1], \tag{6.4}
\end{equation*}
$$

where the exact solution is $\zeta(y)=y \Gamma(2 / 3)$.
Comparing with Eq (1.1), we get $\mathcal{N}(y)=y \Gamma(2 / 3)-\frac{1}{40} y^{8 / 3}, \psi(y)=\frac{1}{27}, \xi(\mu)=\mu, \mathcal{H}(\zeta(\mu))=\zeta(\mu)$, $\lambda=\frac{2}{3}$, and $\beta=1$. It's very easy to show that Eq (6.4) satisfies all assumption of Theorem 3.1. Hence, by Theorem 3.1, Eq (6.4) has at least one solution defined on $[0,1]$. Now to find the approximate numerical solution we applying the proposed algorithm for $n=1$, and by choosing $y_{0}=0.1, y_{1}=0.2$ in the given interval $[0,1]$, then computing all steps, we get the approximate solution of $\mathrm{Eq}(6.4)$ as follows:

$$
\zeta(y) \cong J_{1}=(1.3541) L_{0}(y)+(-1.3541) L_{1}(y) .
$$

Table 1 shows the comparison of approximate, exact solutions and absolute errors obtained for $n=1$. By using the proposed method, the maximum absolute error obtained for $n=1$ is $1.7939 e-05$. In [5], the maximum absolute error obtained for $n=5$ ( 5 iterations) is $2.871932 e-05$.

Thus, the proposed method described in Section 4, provides best approximation for less number of iterations compared to the method given in [5]. Moreover, Figure 2 shows the graph of approximate and exact solutions for $n=1$.


Figure 2. Graphical representation of approximate and exact solutions of Example 6.2.

Table 1. Computational Results of Example 6.2, for $n=1$.

| $y$ | Exact solution | Approximate solution | Absolute error |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 0.1 | 0.1354 | 0.1354 | $1.7939 \mathrm{e}-06$ |
| 0.2 | 0.2708 | 0.2708 | $3.5879 \mathrm{e}-06$ |
| 0.3 | 0.4062 | 0.4062 | $5.3818 \mathrm{e}-06$ |
| 0.4 | 0.5416 | 0.5416 | $7.1758 \mathrm{e}-06$ |
| 0.5 | 0.6771 | 0.6771 | $8.9697 \mathrm{e}-06$ |
| 0.6 | 0.8125 | 0.8125 | $1.0764 \mathrm{e}-05$ |
| 0.7 | 0.9479 | 0.9479 | $1.2558 \mathrm{e}-05$ |
| 0.8 | 1.0833 | 1.0833 | $1.4352 \mathrm{e}-05$ |
| 0.9 | 1.2187 | 1.2187 | $1.6145 \mathrm{e}-05$ |
| 1 | 1.3541 | 1.3541 | $1.7939 \mathrm{e}-05$ |

Also, for Eq (6.4), we see that $B_{2}=\frac{1}{27}, B_{3}=1, \beta=1, \lambda=\frac{2}{3}$, and for all $\zeta_{1}, \zeta_{2} \in W, \mid \mathcal{H}\left(\zeta_{1}\right)-$ $\mathcal{H}\left(\zeta_{2}\right)\left|=\left|\zeta_{1}-\zeta_{2}\right|\right.$, which implies $B=1$. Now, $\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{1}} \approx 24.3741$. So, the relation $0<B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{1}}$ holds. Thus, all conditions of Theorem 3.2 are satisfied on the interval $[0,1]$. Now, if we simply choose $\zeta(y)=0$, then

$$
\begin{aligned}
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| & =\left|0-y \Gamma(2 / 3)+\frac{1}{40} y^{8 / 3}-0\right| \\
& \leq 1.3291=\epsilon, \quad \text { for all } y \in[0,1] .
\end{aligned}
$$

Then, by Theorem 3.4, we obviously have

$$
\begin{aligned}
\left|\zeta(y)-J_{1}(y)\right| & =\left|0-1.3541 L_{0}(y)+1.3541 L_{1}(y)\right| \\
& =|-1.3541 y| \leq \Lambda \epsilon, \quad \text { for all } y \in[0,1] .
\end{aligned}
$$

Hence, we conclude that the Eq (6.4) has the H-U stability on $[0,1]$ with respect to $\epsilon=1.3291$.
Example 6.3. [7,35] Consider the example as follows:

$$
\begin{equation*}
\zeta(y)=y^{2}+\frac{16}{15} y^{\frac{5}{2}}-\int_{0}^{y}(y-\mu)^{-\frac{1}{2}} \zeta(\mu) d \mu, \quad y \in[0,1] \tag{6.5}
\end{equation*}
$$

where the exact solution is $\zeta(y)=y^{2}$.
We can write this Eq (6.5) in the form of Eq (1.1) as,

$$
\begin{equation*}
\zeta(y)=y^{2}+\frac{16}{15} y^{\frac{5}{2}}+\frac{\psi(y)}{\Gamma\left(\frac{1}{2}\right)} \int_{0}^{y}(y-\mu)^{-\frac{1}{2}} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu, \quad y \in[0,1] . \tag{6.6}
\end{equation*}
$$

Then by comparing with $\mathrm{Eq}(1.1)$, we get $\mathcal{N}(y)=y^{2}+\frac{16}{15} y^{5 / 2}, \psi(y)=-\Gamma\left(\frac{1}{2}\right), \xi(\mu)=1, \mathcal{H}(\zeta(\mu))=\zeta(\mu)$, $\lambda=\frac{1}{2}$ and $\beta=1$. It's very easy to show that Eq (6.5) satisfies all assumption of Theorem 3.1. Hence, by Theorem 3.1, Eq (6.5) has at least one solution defined on $[0,1]$.

Now to find the approximate numerical solution we applying the proposed algorithm for $n=2$, and by choosing $y_{0}=0.1, y_{1}=0.15, y_{2}=0.2$ in the given interval $[0,1]$, then computing all steps, we get the approximate solution of Eq (6.5) as follows:

$$
J_{2}=(2) L_{0}(y)+(-4) L_{1}(y)+(2) L_{2}(y)=y^{2} .
$$

This shows that the approximate solution of Eq (6.5) is same as the exact solution for $n=2$, by this proposed method. In [7], the maximum absolute error found for $k=6, M=8$, i.e., for 256 collocation points is $4.82 e-08$. In [35], for $n=14$, the maximum absolute error of order $1.0 e-11$ was obtained, while we got the exact solution for $n=2$, i.e., for 3 collocation points only. Therefore, our proposed method described in Section 4 is better than [7,35]. Moreover, Figure 3 shows the graph of approximate and exact solutions for $n=2$.


Figure 3. Graphical representation of approximate and exact solutions of Example 6.3.

Also, for Eq (6.5), we see that $B_{2}=\Gamma\left(\frac{1}{2}\right), B_{3}=1, \beta=1, \lambda=\frac{1}{2}$, and for all $\zeta_{1}, \zeta_{2} \in W$, $\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right|=\left|\zeta_{1}-\zeta_{2}\right|$, which implies $B=1$. Now, $\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{4}}=0.5$. So, the relation $0<B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}}$ does not hold. Therefore, we can't say the H-U-R stability in this instance on the whole interval [ 0,1$]$.

Now we will check the H-U-R stability on the subinterval $[0,0.2]$, which contains the collocation points $y_{0}=0.1, y_{1}=0.15$, and $y_{2}=0.2$. Clearly, in this case $\beta=0.2$. Then,

$$
\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}} \approx 1.1180 .
$$

So, the relation $0<B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\top}}$ holds for $\beta=0.2$. Thus, all conditions of Theorem 3.2 are satisfied on the interval $[0,0.2]$. Now, if we simply choose $\zeta(y)=0$, then

$$
\begin{aligned}
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| & =\left|0-y^{2}-\frac{16}{15} y^{\frac{5}{2}}+0\right| \\
& \leq \frac{31 y^{2}}{15}=v(y), \quad \text { for all } y \in[0,0.2]
\end{aligned}
$$

Hence, by Theorem 3.3, we conclude that the Eq (6.5) has the H-U-R stability on [0, 0.2] with respect to $v(y)=\frac{31 y^{2}}{15}$.

Example 6.4. Consider the example as follows:

$$
\begin{equation*}
\zeta(y)=y^{2}+y-\frac{\sin y}{3465 \cdot \Gamma\left(\frac{5}{2}\right)}\left(96 y^{\frac{11}{2}}+176 y^{\frac{9}{2}}\right)+\frac{\sin y}{\Gamma\left(\frac{5}{2}\right)} \int_{0}^{y}(y-\mu)^{\frac{3}{2}} \mu \zeta(\mu) d \mu, \quad y \in[0,1], \tag{6.7}
\end{equation*}
$$

where $\zeta(y)=y^{2}+y$ is the exact solution.
Comparing with Eq (1.1), we get $\mathcal{N}(y)=y^{2}+y-\frac{\sin y}{3465 \cdot \Gamma\left(\frac{5}{2}\right)}\left(96 y^{\frac{11}{2}}+176 y^{\frac{9}{2}}\right), \psi(y)=\sin y, \xi(\mu)=\mu$, $\mathcal{H}(\zeta(\mu))=\zeta(\mu), \lambda=\frac{5}{2}$, and $\beta=1$. It's very easy to show that Eq (6.7) satisfies all assumption of Theorem 3.1. Hence, by Theorem 3.1, Eq (6.7) has at least one solution defined on [0, 1].

Now to find the approximate numerical solution we applying the proposed algorithm for $n=2$, and by choosing $y_{0}=0.1, y_{1}=0.2, y_{2}=0.3$ in the given interval $[0,1]$, then computing all steps, we get the approximate solution of Eq (6.7) as follows:

$$
J_{2}(y)=(3) L_{0}(y)+(-5) L_{1}(y)+(2) L_{2}(y)=y^{2}+y .
$$

This shows that the approximate solution of Eq (6.7) is same as the exact solution for $n=2$, by this proposed method. Figure 4 shows the graph of approximate and exact solutions for $n=2$.


Figure 4. Graphical representation of approximate and exact solutions of Example 6.4.
Also, for Eq (6.7), we see that $B_{2}=1, B_{3}=1, \beta=1, \lambda=\frac{5}{2}$, and for all $\zeta_{1}, \zeta_{2} \in W,\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right|=$ $\left|\zeta_{1}-\zeta_{2}\right|$, which implies $B=1$. Now, $\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{2}} \approx 3.3234$. So, the relation $0<B<\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{\lambda}}$ holds. Thus, all conditions of Theorem 3.2 are satisfied on the interval $[0,1]$. Now, if we simply choose $\zeta(y)=0$, then

$$
\begin{aligned}
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| & =\left|0-y^{2}-y+\frac{\sin y}{3465 \cdot \Gamma\left(\frac{5}{2}\right)}\left(96 y^{\frac{11}{2}}+176 y^{\frac{9}{2}}\right)-0\right| \\
& \leq y^{2}+y=v(y), \quad \text { for all } y \in[0,1] .
\end{aligned}
$$

Hence, by Theorem 3.3, we conclude that the Eq (6.7) has the H-U-R stability on $[0,1]$ with respect to $v(y)=y^{2}+y$.

Example 6.5. [6] Consider the example as follows:

$$
\begin{equation*}
\zeta(y)=1+3 y-\frac{1}{2} y^{2}-y^{3}-\frac{3}{4} y^{4}+\int_{0}^{y}(y-\mu) \zeta^{2}(\mu) d \mu, \quad y \in[0, \beta], \tag{6.8}
\end{equation*}
$$

where the exact solution is $\zeta(y)=1+3 y$.
Comparing with $\mathrm{Eq}(1.1)$, we get $\mathcal{N}(y)=1+3 y-\frac{1}{2} y^{2}-y^{3}-\frac{3}{4} y^{4}, \psi(y)=\Gamma(2), \xi(\mu)=1, \mathcal{H}(\zeta(\mu))=$ $\zeta^{2}(\mu), \lambda=2$, and $0<\beta<1$. It's very easy to show that Eq (6.8) satisfies all assumption of Theorem 3.1. Thus, by Theorem 3.1, Eq (6.8) has at least one solution defined on $[0, \beta]$, where $0<\beta<1$.

Now to find the approximate numerical solution we applying the proposed algorithm for $n=1$, and by choosing $y_{0}=0.1, y_{1}=0.2$ in the given interval $[0, \beta]$, then computing all steps, we get the approximate solution of Eq (6.8) as follows:

$$
J_{1}(y)=(4) L_{0}(y)+(-3) L_{1}(y)=1+3 y .
$$

This shows that the approximate solution of $\mathrm{Eq}(6.8)$ is same as the exact solution for $n=1$, by this proposed method.

In [6], the maximum absolute error found for $\hat{m}=6$, i.e., for 6 collocation points is $1.1424 e-02$, while we got exact solution for $n=1$, i.e., for 2 collocation points only. Therefore, our proposed method described in Section 4 is better than the method given in [6]. Figure 5 shows the graph of exact and approximate solutions for $n=1$.


Figure 5. Graphical representation of approximate and exact solutions of Example 6.5.

Also, for Eq (6.8), we see that $B_{2}=1, B_{3}=1, \lambda=2$, and for all $\zeta_{1}, \zeta_{2} \in W,\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right| \leq$ $B\left|\zeta_{1}-\zeta_{2}\right|$. As $0<\beta<1$, we choose the interval [ $0,0.9$ ], which contains the collocation points $y_{0}=0.1$ and $y_{1}=0.2$. Now, $\frac{\Gamma(\lambda+1)}{B_{2} B_{3} \beta^{1}} \approx 2.4691$. Thus, for those values of $B$ with $0<B<2.4691$ such that $\left|\mathcal{H}\left(\zeta_{1}\right)-\mathcal{H}\left(\zeta_{2}\right)\right| \leq B\left|\zeta_{1}-\zeta_{2}\right|$ holds, for all $\zeta_{1}, \zeta_{2} \in W$, then all conditions of Theorem 3.2 are satisfied on the interval $[0,0.9]$.

Therefore, if we choose $\zeta(y)=2$, then

$$
\begin{aligned}
\left|\zeta(y)-\mathcal{N}(y)-\frac{\psi(y)}{\Gamma(\lambda)} \int_{0}^{y}(y-\mu)^{\lambda-1} \xi(\mu) \mathcal{H}(\zeta(\mu)) d \mu\right| & =\left|2-\left(1+3 y-\frac{1}{2} y^{2}-y^{3}-\frac{3}{4} y^{4}\right)-2 y^{2}\right| \\
& \leq 1+y=v(y), \quad \text { for all } y \in[0,0.9] .
\end{aligned}
$$

Hence, by Theorem 3.3, we conclude that the Eq (6.8) has the H-U-R stability on $[0,0.9]$ with respect to $v(y)=1+y$.

## 7. Conclusions and future work

In this study, an effective method based on Laguerre polynomials has been proposed to get approximate numerical solutions of Eq (1.1). We established the criteria for the existence and uniqueness of the solutions of Eq (1.1) by using two important theorems, namely, Banach's fixed point theorem and the Leray-Schauder alternative. Also, we established the conditions of H-U-R and H-U stability for the solutions of the considered Eq (1.1). Furthermore, we have provided five examples and compared our computational findings with the exact solutions and with the solutions obtained by some other numerical methods are given in Refs. [5-7,34, 35]. For the comparison of numerical and exact solutions, we have given all relevant figures for all examples. According to these study, we see that our proposed method described in Section 4 has best accuracy and effectiveness in comparison to some referenced methods.

More venues can be studied in the future, including singular (Fredholm or Volterra) integral equations with kernels that are more complicated, such as kernels with modified (or delayed) inputs, or kernels satisfy requirements different from those utilized in this work.

## Use of AI tools declaration

The authors declare they have not used Artificial Intelligence (AI) tools in the creation of this article.

## Conflict of interest

The authors declare no conflict of interest.

## References

1. D. Baleanu, R. P. Agarwal, Fractional calculus in the sky, Adv. Differ. Equ., 2021 (2021), 117. https://doi.org/10.1186/s13662-021-03270-7
2. A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equations, Amsterdam: Elsevier, 2006.
3. R. F. Rao, Z. Lin, X. Q. Ai, J. R. Wu, Synchronization of epidemic systems with Neumann boundary value under delayed impulse, Mathematics, 10 (2022), 2064. https://doi.org/10.3390/math10122064
4. H. M. Srivastava, An introductory overview of fractional-calculus operators based upon the FoxWright and related higher transcendental functions, J. Adv. Eng. Comput., 5 (2021), 135-166. http://doi.org/10.55579/jaec.202153.340
5. S. Micula, An iterative numerical method for fractional integral equations of the second kind, $J$. Comput. Appl. Math., 339 (2018), 124-133. https://doi.org/10.1016/j.cam.2017.12.006
6. S. C. Shiralashetti, L. Lamani, A modern approach for solving nonlinear Volterra integral equations using Fibonacci wavelets, Electron. J. Math. Anal. Appl., 9 (2021), 88-98.
7. M. R. Ali, M. M. Mousa, W. X. Ma, Solution of nonlinear Volterra integral equations with weakly singular kernel by using the HOBW method, Adv. Math. Phys., 2019 (2019), 1705651. https://doi.org/10.1155/2019/1705651
8. R. K. Bairwa, A. Kumar, D. Kumar, An efficient computation approach for Abel's integral equations of the second kind, Sci. Technol. Asia., 25 (2020), 85-94. https://doi.org/10.14456/scitechasia.2020.9
9. I. A. Bhat, L. N. Mishra, Numerical solutions of Volterra integral equations of third kind and its convergence analysis, Symmetry, 14 (2022), 2600. https://doi.org/10.3390/sym14122600
10. S. Hamdan, N. Qatanani, A. Daraghmeh, Numerical techniques for solving linear Volterra fractional integral equation, J. Appl. Math., 2019 (2019), 5678103. https://doi.org/10.1155/2019/5678103
11. A. Akgül, Y. Khan, A novel simulation methodology of fractional order nuclear science model, Math. Methods Appl. Sci., 40 (2017), 6208-6219. https://doi.org/10.1002/mma. 4437
12. Y. Khan, M. A. Khan, Fatmawati, N. Faraz, A fractional Bank competition model in CaputoFabrizio derivative through Newton polynomial approach, Alex. Eng. J., 60 (2021), 711-718. https://doi.org/10.1016/j.aej.2020.10.003
13. Y. Khan, K. Sayevand, M. Fardi, M. Ghasemi, A novel computing multi-parametric homotopy approach for system of linear and nonlinear Fredholm integral equations, Appl. Math. Comput., 249 (2014), 229-236. https://doi.org/10.1016/j.amc.2014.10.070
14. Y. Khan, M. Fardi, A new efficient multi-parametric homotopy approach for two-dimensional Fredholm integral equations of the second kind, Hacet. J. Math. Stat., 44 (2015), 93-99.
15. L. N. Mishra, V. K. Pathak, D. Baleanu, Approximation of solutions for nonlinear functional integral equations, AIMS Mathematics, 7 (2022), 17486-17506. https://doi.org/10.3934/math. 2022964
16. V. K. Pathak, L. N. Mishra, Application of fixed point theorem to solvability for nonlinear fractional Hadamard functional integral equations, Mathematics, 10 (2022), 2400. https://doi.org/10.3390/math10142400
17. V. K. Pathak, L. N. Mishra, Existence of solution of Erdélyi-kober fractional integral equations using measure of non-compactness, Discontinuity Nonlinearity Complex., 12(3) (2023), 701-714. https://doi.org/10.5890/DNC.2023.09.015
18. V. K. Pathak, L. N. Mishra, V. N. Mishra, On the solvability of a class of nonlinear functional integral equations involving Erdélyi-Kober fractional operator, Math. Methods Appl. Sci., 2023. https://doi.org/10.1002/mma. 9322
19. V. K. Pathak, L. N. Mishra, V. N. Mishra, D. Baleanu, On the solvability of mixed-type fractionalorder non-linear functional integral equations in the Banach space C(I), Fractal Fract., 6 (2022), 744. https://doi.org/10.3390/fractalfract6120744
20. Y. X. Zhao, L. Sh. Wang, Practical exponential stability of impulsive stochastic food chain system with time-varying delays, Mathematics, 11 (2023), 147. https://doi.org/10.3390/math11010147
21. Z. Ali, A. Zada, K. Shah, Ulam stability results for the solutions of nonlinear implicit fractional order differential equations, Hacet. J. Math. Stat., 48 (2019), 1092-1109. https://doi.org/10.15672/HJMS.2018.575
22. N. P. N. Ngoc, N. V. Vinh, Ulam-Hyers-Rassias stability of a nonlinear stochastic Ito-Volterra integral equation, Differ. Equ. Appl., 10 (2018), 397-411. https://dx.doi.org/10.7153/dea-2018-1027
23. P. Kumam, A. Ali, K. Shah, R. A. Khan, Existence results and Hyers-Ulam stability to a class of nonlinear arbitrary order differential equations, J. Nonlinear Sci. Appl., 10 (2017), 2986-2997. http://doi.org/10.22436/jnsa.010.06.13
24. A. Reinfelds, S. Christian, Hyers-Ulam Stability of a nonlinear Volterra integral equation on time scales, In: Springer Proceedings in Mathematics and Statistics, 333 (2020). https://doi.org/10.1007/978-3-030-56323-3_10
25. J. R. Morales, E. M. Rojas, Hyers-Ulam and Hyers-Ulam-Rassias stability of nonlinear integral equations with delay, Int. J. Nonlinear Anal. Appl., 2 (2011), 1-6.
26. M. Subramanian, P. Duraisamy, C. Kamaleshwari, B. Unyong, R. Vadivel, Existence and U-H stability results for nonlinear coupled fractional differential equations with boundary conditions involving Riemann-Liouville and Erdélyi-Kober integrals, Fractal Fract., 6 (2022), 266. https://doi.org/10.3390/fractalfract6050266
27. G. D. Li, Y. Zhang, Y. J. Guan, W. J. Li, Stability analysis of multi-point boundary conditions for fractional differential equation with non-instantaneous integral impulse, Math. Biosci. Eng., 20 (2023), 7020-7041. http://dx.doi.org/10.3934/mbe. 2023303
28. L. P. Castro, R. C. Guerra, Hyers-Ulam-Rassias stability of Volterra integral equations within weighted spaces, Libertas Math., 33 (2013), 21-35. https://doi.org/10.14510/lm-ns.v33i2
29. M. A. Mannan, M. R. Rahman, H. Akter, N. Nahar, S. Mondal, A study of Banach fixed point theorem and it's applications, Am. J. Comput. Math., 11 (2021) 157-174. https://doi.org/10.4236/ajcm.2021.112011
30. Z. Elahi, G. Akram, S. S. Siddiqi, Laguerre approach for solving system of linear Fredholm integrodifferential equations, Math. Sci., 12 (2018), 185-195. https://doi.org/10.1007/s40096-018-0258-0
31. M. Gülsu, B. Gürbüz, Y. Öztürk, M. Sezer, Laguerre polynomial approach for solving linear delay difference equations, Appl. Math. Comput., 217 (2011), 6765-6776. https://doi.org/10.1016/j.amc.2011.01.112
32. T. Kim, Identities involving Laguerre polynomials derived from umbral calculus, Russ. J. Math. Phys., 21 (2014), 36-45. https://doi.org/10.1134/S1061920814010038
33. T. Kim, D. S. Kim, K. W. Hwang, J. J. Seo, Some identities of Laguerre polynomials arising from differential equations, Adv. Differ. Equ., 2016 (2016), 159. https://doi.org/10.1186/s13662-016-0896-1
34. R. K. Pandey, O. P. Singh, V. K. Singh, Efficient algorithms to solve singular integral equations of Abel type, Comput. Math. Appl., 57 (2009), 664-676. https://doi.org/10.1016/j.camwa.2008.10.085
35. K. K. Singh, R. K. Pandey, B. N. Mandal, N. Dubey, An analytical method for solving integral equations of Abel type, Procedia Eng., 38 (2012), 2726-2738. https://doi.org/10.1016/j.proeng.2012.06.319

AIMS Press
© 2023 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)

