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#### Abstract

We consider the preconditioned iterative methods for the linear systems arising from the finite volume discretization of spatial balanced fractional diffusion equations where the fractional differential operators are comprised of both Riemann-Liouville and Caputo fractional derivatives. The coefficient matrices of the linear systems consist of the sum of tridiagonal matrix and Toeplitz-times-diagonal-times-Toeplitz matrix. We propose using symmetric approximate inverse preconditioners to solve such linear systems. We show that the spectra of the preconditioned matrices are clustered around 1. Numerical examples, for both one and two dimensional problems, are given to demonstrate the efficiency of the new preconditioners.
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## 1. Introduction

Fractional diffusion equations (FDEs) have been utilized to model anomalous diffusion phenomena in the real world, see for instance $[1,2,4,18,19,22,23,25]$. One of the main features of the fractional differential operator is nonlocality. It brings big challenge for finding the numerical solution of FDEs, as the coefficient matrix of the discretized FDEs is typically dense, which requires $O\left(N^{3}\right)$ of computational cost and $O\left(N^{2}\right)$ of memory storage if a direct solution method is employed, where $N$ is the number of unknowns. However, by making use of the Toeplitz-like structure of the coefficient matrices, many efficient algorithms have been developed, see for instance $[6,9,12-16,21]$.

In this paper, we consider the following initial-boundary value problem of spatial balanced FDEs
[7,24]:

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}+{ }_{x_{L}}^{\mathrm{RL}} \mathrm{D}_{x}^{\alpha}\left(d_{+}(x, t){ }_{x}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\alpha} u(x, t)\right)+{ }_{x}^{\mathrm{RL}} \mathrm{D}_{x_{R}}^{\beta}\left(d_{-}(x, t){ }_{x_{L}}^{\mathrm{C}} \mathrm{D}_{x}^{\beta} u(x, t)\right)=f(x, t), \\
& (x, t) \in\left(x_{L}, x_{R}\right) \times(0, T],  \tag{1.1}\\
& u\left(x_{L}, t\right)=u_{L}(t), u\left(x_{R}, t\right)=u_{R}(t), \quad 0 \leq t \leq T, \\
& u(x, 0)=u^{0}(x), \quad x_{L} \leq x \leq x_{R} .
\end{align*}
$$

where $d_{ \pm}(x, t)>0$ are diffusion coefficients, $f(x, t)$ is the source term, and $\alpha, \beta$ are the fractional orders satisfying $\frac{1}{2}<\alpha, \beta<1$. Here ${ }_{x_{L}}^{\mathrm{RL}} \mathrm{D}_{x}^{\gamma}$ and ${ }_{x}^{\mathrm{RL}} \mathrm{D}_{x_{R}}^{\gamma}$ denote the left-sided and right-sided Riemann-Liouville fractional derivatives for $0<\gamma<1$, respectively, and are defined by [17]

$$
{ }_{x_{L}}^{\mathrm{RL}_{x}} \mathrm{D}_{x}^{\gamma} u(x)=\frac{1}{\Gamma(1-\gamma)} \frac{\mathrm{d}}{\mathrm{~d} x} \int_{x_{L}}^{x} \frac{u(\xi)}{(x-\xi)^{\gamma}} \mathrm{d} \xi, \quad{ }_{x}^{\mathrm{RL}} \mathrm{D}_{x_{R}}^{\gamma} u(x)=\frac{-1}{\Gamma(1-\gamma)} \frac{\mathrm{d}}{\mathrm{~d} x} \int_{x}^{x_{R}} \frac{u(\xi)}{(\xi-x)^{\gamma}} \mathrm{d} \xi,
$$

where $\Gamma(\cdot)$ is the Gamma function, while ${ }_{x_{L}}^{\mathrm{C}} \mathrm{D}_{x}^{\gamma}$ and ${ }_{x}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\gamma}$ denote the left-sided and right-sided Caputo fractional derivatives for $0<\gamma<1$, respectively, and are defined by [17]

$$
{ }_{x_{L}}^{\mathrm{C}} \mathrm{D}_{x}^{\gamma} u(x)=\frac{1}{\Gamma(1-\gamma)} \int_{x_{L}}^{x} \frac{u^{\prime}(\xi)}{(x-\xi)^{\gamma}} \mathrm{d} \xi, \quad{ }_{x}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\gamma} u(x)=\frac{-1}{\Gamma(1-\gamma)} \int_{x}^{x_{R}} \frac{u^{\prime}(\xi)}{(\xi-x)^{\gamma}} \mathrm{d} \xi .
$$

The fractional differential operator in (1.1) is called the balanced central fractional derivative, which was studied in [24]. One advantage of such fractional differential operator is that its variational formulation has a symmetric bilinear form, which can greatly benefit theoretical investigation.

Recently, a finite volume approximation for the spatial balanced FDEs (1.1) is proposed in [7]. By applying a standard first-order difference scheme for the time derivative and a finite volume discretization scheme for the spatial balanced fractional differential operator, a series of systems of linear equations are generated, whose coefficient matrices share the form of the sum of a tridiagonal matrix and two Toeplitz-times-diagonal-times-Toeplitz matrices. One attractive feature of these coefficient matrices is that they are symmetric positive definite, so that the linear systems can be solved by CG method, in which the three-term recurrence can significantly reduce the computational and storage cost. However, due to the ill-conditioning of the coefficient matrices, CG method, when applied to solve the resulted linear systems, usually converges very slow. Therefore, preconditioners should be applied to improve the computational efficiency. In [7], the authors proposed two preconditioners: circulant preconditioner for the constant diffusion coefficient case and banded preconditioner for the variational diffusion coefficient case.

In this paper, we consider the approximate inverse preconditioners for the resulting linear systems arising from the finite volume discretization of the spatial balanced FDEs (1.1). Our preconditioner is based on the symmetric approximate inverse strategy studied in [11] and the Sherman-MorrisonWoodburg formula. Rigorous analysis shows that the preconditioned matrix can be written as the sum of the identity matrix, a small norm matrix, and a low-rank matrix. Therefore, the quick convergence of the CG method for solving the preconditioned linear systems is expected. Numerical examples, for both one-dimensional and two-dimensional cases, are given to demonstrate the robustness and effectiveness of the proposed preconditioner. We remark that our preconditioner can also be applied to another class of conservative balanced FDEs which was studied in $[8,10]$.

The rest of the paper is organized as follows. In Section 2, we present the discretized linear systems of the balanced FDEs. Our new preconditioners are given in Section 3, and their properties are investigated in detail in Section 4. In Section 5, we carry out the numerical experiments to demonstrate the performance of the proposed preconditioners. Finally, we give the concluding remarks in Section 6.

## 2. Discretization of the spatial balanced FDEs

Let $\Delta t=T / M_{t}$ be the time step where $M_{t}$ is a given positive integer. We define a temporal partition $t_{j}=j \Delta t$ for $j=0,1,2, \ldots, M_{t}$. The first-order time derivative in (1.1) can be discretized by the standard backward Euler scheme, and we obtain the following semidiscrete form:

$$
\begin{equation*}
\frac{u\left(x, t_{j}\right)-u\left(x, t_{j-1}\right)}{\Delta t}+{ }_{x_{L}}^{\mathrm{RL}} \mathrm{D}_{x}^{\alpha}\left(d_{+}\left(x, t_{j}\right){ }_{x}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\alpha} u\left(x, t_{j}\right)\right)+{ }_{x}^{\mathrm{RL}} \mathrm{D}_{x_{R}}^{\beta}\left(d_{-}\left(x, t_{j}\right){ }_{x_{L}}^{\mathrm{C}} \mathrm{D}_{x}^{\beta} u\left(x, t_{j}\right)\right)=f\left(x, t_{j}\right), \tag{2.1}
\end{equation*}
$$

for $j=1,2, \cdots, M_{t}$. Let $\Delta x=\left(x_{R}-x_{L}\right) /(N+1)$ be the size of the spatial grid where $N$ is a positive integer. We define a spatial partition $x_{i}=x_{L}+i \Delta x$ for $i=0,1,2, \ldots, N+1$, and denote by $x_{i-\frac{1}{2}}=$ $\frac{x_{i-1}+x_{i}}{2}$ the midpoint of the interval $\left[x_{i-1}, x_{i}\right]$. Integrating both sides of (2.1) over $\left[x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right]$ gives

$$
\begin{align*}
& \frac{1}{\Delta t} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} u\left(x, t_{j}\right) \mathrm{d} x+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}}{ }_{x_{L}} \mathrm{D}_{x}^{\alpha}\left(d_{+}\left(x, t_{j}\right){ }_{x}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\alpha} u\left(x, t_{j}\right)\right) \mathrm{d} x+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}{ }_{\mathrm{RL}} \mathrm{D}_{x_{R}}^{\beta}\left(d_{-}\left(x, t_{j}\right){ }_{x_{L}}^{\mathrm{C}} \mathrm{D}_{x}^{\beta} u\left(x, t_{j}\right)\right) \mathrm{d} x} \\
& =\frac{1}{\Delta t} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} u\left(x, t_{j-1}\right) \mathrm{d} x+\int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f\left(x, t_{j}\right) \mathrm{d} x . \tag{2.2}
\end{align*}
$$

Let $\mathcal{S}_{\Delta x}\left(x_{L}, x_{R}\right)$ be the space of continuous and piecewise-linear functions with respect to the spatial partition, and define the nodal basis functions $\phi_{k}(x)$ as

$$
\phi_{k}(x)= \begin{cases}\frac{x-x_{k-1}}{\Delta x}, & x \in\left[x_{k-1}, x_{k}\right] \\ \frac{x_{k+1}-x}{\Delta x}, & x \in\left[x_{k}, x_{k+1}\right], \\ 0, & \text { elsewhere }\end{cases}
$$

for $k=1,2, \ldots, N$, and

$$
\phi_{0}(x)=\left\{\begin{array}{ll}
\frac{x_{1}-x}{\Delta x}, & x \in\left[x_{0}, x_{1}\right], \\
0, & \text { elsewhere },
\end{array} \quad \phi_{N+1}(x)= \begin{cases}\frac{x-x_{N}}{\Delta x}, & x \in\left[x_{N}, x_{N+1}\right] \\
0, & \text { elsewhere }\end{cases}\right.
$$

The approximate solution $u_{\Delta x}\left(x, t_{j}\right) \in \mathcal{S}_{\Delta x}\left(x_{L}, x_{R}\right)$ can be expressed as

$$
u_{\Delta x}\left(x, t_{j}\right)=\sum_{k=0}^{N+1} u_{k}^{(j)} \phi_{k}(x) .
$$

Therefore, the corresponding finite volume scheme leads to

$$
\begin{align*}
& \frac{1}{\Delta t} \sum_{k=0}^{N+1} u_{k}^{(j)} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \phi_{j}(x) \mathrm{d} x+\left.\frac{1}{\Gamma(1-\alpha)} \int_{x_{L}}^{x}(x-\xi)^{-\alpha}\left(d_{+}\left(\xi, t_{j}\right){ }_{\xi}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\alpha} u_{h}\left(\xi, t_{j}\right)\right) \mathrm{d} \xi\right|_{x_{i-\frac{1}{2}}} ^{x_{i+\frac{1}{2}}} \\
& \quad-\left.\frac{1}{\Gamma(1-\alpha)} \int_{x}^{x_{R}}(\xi-x)^{-\alpha}\left(d_{-}\left(\xi, t_{j}\right){ }_{x_{L}}^{\mathrm{C}} \mathrm{D}_{\xi}^{\alpha} u_{h}\left(\xi, t_{j}\right)\right) \mathrm{d} \xi\right|_{x_{i-\frac{1}{2}}} ^{x_{i+\frac{1}{2}}}  \tag{2.3}\\
& =\frac{1}{\Delta t} \sum_{k=0}^{N+1} u_{k}^{(j-1)} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} \phi_{j}(x) \mathrm{d} x+\int_{x_{i-1 / 2}}^{x_{i+1 / 2}} f\left(x, t_{j}\right) \mathrm{d} x,
\end{align*}
$$

which can be further approximated and we obtain [7]

$$
\begin{align*}
& \frac{1}{8}\left(u_{i-1}^{(j)}+6 u_{i}^{(j)}+u_{i+1}^{(j)}\right)+\eta_{\alpha} \sum_{l=0}^{i} g_{i-l}^{(\alpha)} d_{+}\left(x_{l+\frac{1}{2}}, t_{j}\right)\left(\sum_{k=l}^{N} g_{k-l}^{(\alpha)} u_{k}^{(j)}-a_{N-l}^{(\alpha)} u_{N+1}^{(j)}\right) \\
& \quad+\eta_{\beta} \sum_{l=i}^{N+1} g_{l-i}^{(\beta)} d_{-}\left(x_{l-\frac{1}{2}}, t_{j}\right)\left(\sum_{k=1}^{\ell} g_{l-k}^{(\beta)} u_{k}^{(j)}-a_{l-1}^{(\beta)} u_{0}^{(j)}\right)  \tag{2.4}\\
& =\frac{1}{8}\left(u_{i-1}^{(j-1)}+6 u_{i}^{(j-1)}+u_{i+1}^{(j+1)}\right)+\frac{\Delta t}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f\left(x, t_{j}\right) \mathrm{d} x, \quad 1 \leq i \leq N, 1 \leq j \leq M_{t},
\end{align*}
$$

where $\eta_{\alpha}=\frac{\Delta t}{\Gamma(2-\alpha)^{2} \Delta x^{2 \alpha}}, \eta_{\beta}=\frac{\Delta t}{\Gamma(2-\beta)^{2} \Delta x^{2 \beta}}$, and

$$
\begin{equation*}
g_{0}^{(\gamma)}=a_{0}^{(\gamma)}, \quad g_{k}^{(\gamma)}=a_{k}^{(\gamma)}-a_{k-1}^{(\gamma)}, \quad k=1,2, \ldots, N, \tag{2.5}
\end{equation*}
$$

for $\gamma=\alpha, \beta$, with

$$
a_{0}^{(\gamma)}=\left(\frac{1}{2}\right)^{1-\gamma}, \quad a_{k}^{(\gamma)}=\left(k+\frac{1}{2}\right)^{1-\gamma}-\left(k-\frac{1}{2}\right)^{1-\gamma}, \quad k=1,2, \ldots, N .
$$

The initial value and boundary condition are

$$
\begin{aligned}
& u_{k}^{(0)}=u^{0}\left(x_{k}\right), \quad k=0,1,2, \ldots, N+1, \\
& u_{0}^{(j)}=u_{L}\left(t_{j}\right), \quad u_{N+1}^{(j)}=u_{R}\left(t_{j}\right), \quad j=1,2, \ldots, M_{t} .
\end{aligned}
$$

Collecting all components $i$ into a single matrix system, we obtain

$$
\begin{equation*}
\left(M+\eta_{\alpha} \tilde{G}_{\alpha} \tilde{D}_{+}^{(j)} \tilde{G}_{\alpha}^{\top}+\eta_{\beta} \tilde{G}_{\beta} \tilde{D}_{-}^{(j)} \tilde{G}_{\beta}^{\top}\right) u^{(j)}=M u^{(j-1)}+\Delta t f^{(j)}+b^{(j)}, \quad j=1,2, \ldots, M_{t} \tag{2.6}
\end{equation*}
$$

where

$$
\tilde{D}_{+}^{(j)}=\operatorname{diag}\left(\left\{d_{+}\left(x_{k+\frac{1}{2}}, t_{j}\right)\right\}_{k=0}^{N}\right) \quad \text { and } \quad \tilde{D}_{-}^{(j)}=\operatorname{diag}\left(\left\{d_{-}\left(x_{k+\frac{1}{2}}, t_{j}\right)\right\}_{k=0}^{N}\right)
$$

are diagonal matrices, $M=\frac{1}{8} \operatorname{tridiag}(1,6,1), u^{(j)}=\left[u_{1}^{(j)}, u_{2}^{(j)}, \ldots, u_{N}^{(j)}\right]^{\top}, f^{(j)}=\left[f_{1}^{(j)}, f_{2}^{(j)}, \ldots, f_{N}^{(j)}\right]^{\top}$ with

$$
f_{i}^{(j)}=\frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} f\left(x, t_{j}\right) \mathrm{d} x,
$$

and

$$
b^{(j)}=\left[b_{1}^{(j)}+\frac{1}{8}\left(u_{0}^{(j-1)}-u_{0}^{(j)}\right), b_{2}^{(j)}, b_{3}^{(j)}, \ldots, b_{N-1}^{(j)}, b_{N}^{(j)}+\frac{1}{8}\left(u_{N+1}^{(j-1)}-u_{N+1}^{(j)}\right)\right]^{\top}
$$

with

$$
\begin{aligned}
b_{i}^{(j)}= & \eta_{\alpha} \sum_{l=0}^{i} g_{i-l}^{(\alpha)} d_{+}\left(x_{l+\frac{1}{2}}, t_{j}\right) a_{N-l}^{(\alpha)} u_{N+1}^{(j)}-\eta_{\alpha} g_{i}^{(\alpha)} d_{+}\left(x_{\frac{1}{2}}, t_{j}\right) g_{0}^{(\alpha)} u_{0}^{(j)} \\
& +\eta_{\beta} \sum_{l=i}^{N+1} g_{l-i}^{(\beta)} d_{-}\left(x_{l-\frac{1}{2}}, t_{j}\right) a_{l-1}^{(\beta)} u_{0}^{(j)}-\eta_{\beta} g_{N-i+1}^{(\beta)} d_{-}\left(x_{N+\frac{1}{2}}, t_{j}\right) g_{0}^{(\beta)} u_{N+1}^{(j)}, \quad i=1,2, \ldots, N .
\end{aligned}
$$

The matrices $\tilde{G}_{\alpha}, \tilde{G}_{\beta}$ are $N$-by- $(N+1)$ Toeplitz matrices defined by

$$
\tilde{G}_{\alpha}=\left[\begin{array}{ccccc}
g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & & & \\
g_{2}^{(\alpha)} & g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & & \\
\vdots & \ddots & \ddots & \ddots & \\
g_{N}^{(\alpha)} & \cdots & g_{2}^{(\alpha)} & g_{1}^{(\alpha)} & g_{0}^{(\alpha)}
\end{array}\right], \quad \tilde{G}_{\beta}=\left[\begin{array}{ccccc}
g_{0}^{(\beta)} & g_{1}^{(\beta)} & g_{2}^{(\beta)} & \cdots & g_{N}^{(\beta)} \\
& g_{0}^{(\beta)} & g_{1}^{(\beta)} & \ddots & \vdots \\
& & \ddots & \ddots & g_{2}^{(\beta)} \\
& & & g_{0}^{(\beta)} & g_{1}^{(\beta)}
\end{array}\right] .
$$

We remark that the entries of $\tilde{G}_{\alpha}$ and $\tilde{G}_{\beta}$ are independent on the time partition $t_{j}$.
We denote the coefficient matrix by $A^{(j)}$, that is,

$$
\begin{equation*}
A^{(j)}=M+\eta_{\alpha} \tilde{G}_{\alpha} \tilde{D}_{+}^{(j)} \tilde{G}_{\alpha}^{\top}+\eta_{\beta} \tilde{G}_{\beta} \tilde{D}_{-}^{(j)} \tilde{G}_{\beta}^{\top} . \tag{2.7}
\end{equation*}
$$

As $M$ and $\tilde{D}_{+}^{(j)}, \tilde{D}_{-}^{(j)}$ are symmetric positive definite, we can see that the coefficient matrix $A^{(j)}$ is symmetric positive definite too.

For the entries of $\tilde{G}_{\alpha}$ and $\tilde{G}_{\beta}$, we have the following result, which is directly obtained from Lemma 2.3 in [15].

Lemma 2.1. Let $g_{k}^{(\gamma)}$ be defined by (2.5) with $\frac{1}{2}<\gamma<1$. Then
(1) $g_{0}^{(\gamma)}>0, g_{1}^{(\gamma)}<g_{2}^{(\gamma)}<\cdots<g_{k}^{(\gamma)}<\cdots<0$;
(2) $\left|g_{k}^{(\gamma)}\right|<\frac{c_{\gamma}}{(k-1)^{\gamma+1}}$ for $k=2,3, \ldots$, where $c_{\gamma}=\gamma(1-\gamma)$;
(3) $\lim _{k \rightarrow \infty}\left|g_{k}^{(\gamma)}\right|=0, \sum_{k=0}^{\infty} g_{k}^{(\gamma)}=0$, and $\sum_{k=0}^{p} g_{k}^{(\gamma)}>0$ for $p \geq 1$.

## 3. The approximate inverse preconditioner

As the coefficient matrix is symmetric positive definite, we can apply CG method to solve the linear systems (2.6). In order to improve the performance and reliability of the CG method, preconditioning is necessarily to employed. In this section, we develop the approximate inverse preconditioner for the linear system (2.6).

For the convenience of analysis, we omit the superscript " $(j)$ " for the $j$ th time step, that is, we denote the coefficient matrix (2.7) as

$$
\begin{equation*}
A=M+\eta_{\alpha} \tilde{G}_{\alpha} \tilde{D}_{+} \tilde{G}_{\alpha}^{\top}+\eta_{\beta} \tilde{G}_{\beta} \tilde{D}_{-} \tilde{G}_{\beta}^{\top}, \tag{3.1}
\end{equation*}
$$

where $\tilde{D}_{+}=\tilde{D}_{+}^{(j)}, \tilde{D}_{-}=\tilde{D}_{-}^{(j)}$.
Let $g_{\alpha}$ and $G_{\alpha}$ be the first column and the last $N$ columns of $\tilde{G}_{\alpha}$, respectively, that is, $\tilde{G}_{\alpha}=\left[g_{\alpha}, G_{\alpha}\right]$ where

$$
g_{\alpha}=\left[\begin{array}{c}
g_{1}^{(\alpha)} \\
g_{2}^{(\alpha)} \\
\vdots \\
g_{N}^{(\alpha)}
\end{array}\right] \in \mathbb{R}^{N} \quad \text { and } \quad G_{\alpha}=\left[\begin{array}{cccc}
g_{0}^{(\alpha)} & & & \\
g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & & \\
\vdots & \ddots & \ddots & \\
g_{N-1}^{(\alpha)} & \cdots & g_{1}^{(\alpha)} & g_{0}^{(\alpha)}
\end{array}\right] \in \mathbb{R}^{N \times N} .
$$

Analogously, we denote by $g_{\beta}$ and $G_{\beta}$ the last column and the first $N$ columns of $\tilde{G}_{\beta}$, respectively, that is, $\tilde{G}_{\beta}=\left[G_{\beta}, g_{\beta}\right]$ where

$$
g_{\beta}=\left[\begin{array}{c}
g_{N}^{(\beta)} \\
g_{N-1}^{(\beta)} \\
\vdots \\
g_{1}^{(\beta)}
\end{array}\right] \in \mathbb{R}^{N} \quad \text { and } \quad G_{\beta}=\left[\begin{array}{cccc}
g_{0}^{(\beta)} & g_{1}^{(\beta)} & \cdots & g_{N-1}^{(\beta)} \\
& g_{0}^{(\beta)} & \ddots & \vdots \\
& & \ddots & g_{1}^{(\beta)} \\
& & & g_{0}^{(\beta)}
\end{array}\right] \in \mathbb{R}^{N \times N} .
$$

Then we have

$$
\begin{aligned}
A & =M+\eta_{\alpha}\left[g_{\alpha}, G_{\alpha}\right] \tilde{D}_{+}\left[g_{\alpha}, G_{\alpha}\right]^{\top}+\eta_{\beta}\left[G_{\beta}, g_{\beta}\right] \tilde{D}_{-}\left[G_{\beta}, g_{\beta}\right]^{\top} \\
& =M+\eta_{\alpha} G_{\alpha} \hat{D}_{+} G_{\alpha}^{\top}+\eta_{\beta} G_{\beta} \hat{D}_{-} G_{\beta}^{\top}+\eta_{\alpha} d_{+}\left(x_{\frac{1}{2}}\right) g_{\alpha} g_{\alpha}^{\top}+\eta_{\beta} d_{-}\left(x_{N+\frac{1}{2}}\right) g_{\beta} g_{\beta}^{\top},
\end{aligned}
$$

where

$$
\hat{D}_{+}=\operatorname{diag}\left(\left\{d_{+}\left(x_{k+\frac{1}{2}}\right)\right\}_{k=1}^{N}\right), \quad \hat{D}_{-}=\operatorname{diag}\left(\left\{d_{-}\left(x_{k+\frac{1}{2}}\right)\right\}_{k=0}^{N-1}\right) .
$$

Therefore, $A$ can be written as

$$
\begin{equation*}
A=\hat{A}+U U^{\top}, \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{A}=M+\eta_{\alpha} G_{\alpha} \hat{D}_{+} G_{\alpha}^{\top}+\eta_{\beta} G_{\beta} \hat{D}_{-} G_{\beta}^{\top} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
U=\left[\sqrt{\eta_{\alpha} d_{+}\left(x_{\frac{1}{2}}\right)} g_{\alpha}, \sqrt{\eta_{\beta} d_{-}\left(x_{N+\frac{1}{2}}\right)} g_{\beta}\right] \in \mathbb{R}^{N \times 2} . \tag{3.4}
\end{equation*}
$$

According to Sherman-Morrison-Woodburg Theorem, we have

$$
\begin{equation*}
A^{-1}=\left(\hat{A}+U U^{\top}\right)^{-1}=\hat{A}^{-1}-\hat{A}^{-1} U\left(I+U^{\top} \hat{A}^{-1} U\right)^{-1} U^{\top} \hat{A}^{-1} . \tag{3.5}
\end{equation*}
$$

In the following, we consider the approximation of $\hat{A}^{-1}$. To this end, we first define a matrix $\tilde{A}$ with

$$
\begin{equation*}
\tilde{A}=M+\eta_{\alpha} G_{\alpha} D_{+} G_{\alpha}^{\top}+\eta_{\beta} G_{\beta} D_{-} G_{\beta}^{\top}, \tag{3.6}
\end{equation*}
$$

where $D_{+}=\operatorname{diag}\left(\left\{d_{+}\left(x_{k}\right)\right\}_{k=1}^{N}\right)$ and $D_{-}=\operatorname{diag}\left(\left\{d_{-}\left(x_{k}\right)\right\}_{k=1}^{N}\right)$.
Assume $d_{+}(x), d_{-}(x) \in C\left[x_{L}, x_{R}\right]$, then it is easy to see that for any $\epsilon>0$, when the spatial gird $\Delta x$ is small enough, we have

$$
\left|d_{+}\left(x_{k}\right)-d_{+}\left(x_{k \pm \frac{1}{2}}\right)\right|<\epsilon \quad \text { and } \quad\left|d_{-}\left(x_{k}\right)-d_{-}\left(x_{k \pm \frac{1}{2}}\right)\right|<\epsilon .
$$

Meanwhile, we learn from Lemma 2.1 that there exists $c_{\alpha}, c_{\beta}>0$ such that $\left\|G_{\alpha}\right\|_{2} \leq c_{\alpha},\left\|G_{\beta}\right\|_{2} \leq c_{\beta}$. Let

$$
\begin{equation*}
S_{1}=\hat{A}-\tilde{A} \tag{3.7}
\end{equation*}
$$

Then it holds that

$$
\left\|S_{1}\right\|_{2}=\left\|\eta_{\alpha} G_{\alpha}\left(\hat{D}_{+}-D_{+}\right) G_{\alpha}^{\top}+\eta_{\beta} G_{\beta}\left(\hat{D}_{-}-D_{-}\right) G_{\beta}^{\top}\right\|_{2} \leq\left(\eta_{\alpha} c_{\alpha}^{2}+\eta_{\beta} c_{\beta}^{2}\right) \epsilon
$$

This indicates that $\tilde{A}$ can be a good approximation of $\hat{A}$ when $\Delta x$ is very small. However, it is not easy to compute the inverse of $\tilde{A}$.

Motivated by the symmetric approximate inverse preconditioner proposed in [11], we consider the following approximations

$$
\tilde{A}^{-1 / 2} e_{i} \approx K_{i}^{-1 / 2} e_{i}, \quad i=1,2, \ldots, N,
$$

where $e_{i}$ is the $i$-th column of the identity matrix $I$ and

$$
\begin{equation*}
K_{i}=M+\eta_{\alpha} d_{+}\left(x_{i}\right) G_{\alpha} G_{\alpha}^{\top}+\eta_{\beta} d_{-}\left(x_{i}\right) G_{\beta} G_{\beta}^{\top}, \tag{3.8}
\end{equation*}
$$

which is symmetric positive definite. That is, we approximate the $i$-th column of $\tilde{A}^{-1 / 2}$ by the $i$-th column of $K_{i}^{-1 / 2}$. Then we propose the following symmetric approximate inverse preconditioner

$$
\begin{equation*}
P_{1}^{-1}=\left(\sum_{i=1}^{N} K_{i}^{-1 / 2} e_{i} e_{i}^{\top}\right)^{\top}\left(\sum_{i=1}^{N} K_{i}^{-1 / 2} e_{i} e_{i}^{\top}\right) . \tag{3.9}
\end{equation*}
$$

Although $K_{i}$ is symmetric positive definite, it is not easy to compute the inverse of its square root. Hence we further approximate $K_{i}$ by circulant matrices whose inverse square roots can be easily obtained by FFT.

Let $C_{M}, C_{\alpha}$ and $C_{\beta}$ be Strang's circulant approximations [5] of $M, G_{\alpha}$ and $G_{\beta}$, respectively. Then we obtain the following preconditioner

$$
\begin{equation*}
P_{2}^{-1}=\left(\sum_{i=1}^{N} C_{i}^{-1 / 2} e_{i} e_{i}^{\top}\right)^{\top}\left(\sum_{i=1}^{N} C_{i}^{-1 / 2} e_{i} e_{i}^{\top}\right) \tag{3.10}
\end{equation*}
$$

where $C_{i}=C_{M}+\eta_{\alpha} d_{+}\left(x_{i}\right) C_{\alpha} C_{\alpha}^{\top}+\eta_{\beta} d_{-}\left(x_{i}\right) C_{\beta} C_{\beta}^{\top}$ is circulant matrix.
In order to make the preconditioner more practical, similar to the idea in [11,13], we utilize the interpolation technique. Let $\left\{\tilde{x}_{k}\right\}_{k=1}^{\ell}$ be $\ell$ distinct interpolation points in $\left[x_{L}, x_{R}\right]$ with a small integer $\ell$ $(\ell \ll N)$, and denote by $\lambda \triangleq\left(\lambda_{M}, \lambda_{\alpha}, \lambda_{\beta}\right)$, where $\lambda_{M}, \lambda_{\alpha}, \lambda_{\beta}$ are certain positive real numbers. Then we define the function

$$
g_{\lambda}(x)=\left(\lambda_{M}+\eta_{\alpha} \lambda_{\alpha} d_{+}(x)+\eta_{\beta} \lambda_{\beta} d_{-}(x)\right)^{-1 / 2}, \quad x \in\left[x_{L}, x_{R}\right] .
$$

Let

$$
q_{\lambda}(x)=\phi_{1}(x) g_{\lambda}\left(\tilde{x}_{1}\right)+\phi_{2}(x) g_{\lambda}\left(\tilde{x}_{2}\right)+\cdots+\phi_{\ell}(x) g_{\lambda}\left(\tilde{x}_{\ell}\right)
$$

be the piecewise-linear interpolation for $g_{\lambda}(x)$ based on the $\ell$ points $\left\{\left(\tilde{x}_{k}, g_{\lambda}\left(\tilde{x}_{k}\right)\right)\right\}_{k=1}^{\ell}$. Define

$$
\tilde{C}_{k}=C_{M}+\eta_{\alpha} d_{+}\left(\tilde{x}_{k}\right) C_{\alpha} C_{\alpha}^{\top}+\eta_{\beta} d_{-}\left(\tilde{x}_{k}\right) C_{\beta} C_{\beta}^{\top}, \quad k=1,2, \ldots, \ell .
$$

Then $\tilde{C}_{k}$ is symmetric positive definite and can be diagonalized by FFT , that is,

$$
\tilde{C}_{k}=F \tilde{\Lambda}_{k} F^{*}
$$

where $F$ is the Fourier matrix and $\tilde{\Lambda}_{k}$ is a diagonal matrix whose diagonal entries are the eigenvalues of $\tilde{C}_{k}$. By making use of the interpolation technique, we approximate $C_{i}^{-1 / 2}$ by

$$
C_{i}^{-1 / 2} \approx F\left(\sum_{k=1}^{\ell} \phi_{k}\left(x_{i}\right) \tilde{\Lambda}_{k}^{-1 / 2}\right) F^{*}=\sum_{k=1}^{\ell} \phi_{k}\left(x_{i}\right) \tilde{C}_{k}^{-1 / 2}, \quad i=1,2, \ldots, N .
$$

By substituting these approximations into $P_{2}^{-1}$, we obtain the practical preconditioner

$$
\begin{align*}
P_{3}^{-1} & =\left(\sum_{i=1}^{N} F \sum_{k=1}^{\ell} \phi_{k}\left(x_{i}\right) \tilde{\Lambda}_{k}^{-1 / 2} F^{*} e_{i} e_{i}^{\top}\right)^{*}\left(\sum_{i=1}^{N} F \sum_{k=1}^{\ell} \phi_{k}\left(x_{i}\right) \tilde{\Lambda}_{k}^{-1 / 2} F^{*} e_{i} e_{i}^{\top}\right) \\
& =\left(\sum_{i=1}^{N} \sum_{k=1}^{\ell} \phi_{k}\left(x_{i}\right) e_{i} e_{i}^{\top} F \tilde{\Lambda}_{k}^{-1 / 2}\right)\left(\sum_{i=1}^{N} \sum_{k=1}^{\ell} \tilde{\Lambda}_{k}^{-1 / 2} F^{*} \phi_{k}\left(x_{i}\right) e_{i} e_{i}^{\top}\right) \\
& =\left(\sum_{k=1}^{\ell} \sum_{i=1}^{N} \phi_{k}\left(x_{i}\right) e_{i} e_{i}^{\top} F \tilde{\Lambda}_{k}^{-1 / 2}\right)\left(\sum_{k=1}^{\ell} \tilde{\Lambda}_{k}^{-1 / 2} F^{*} \sum_{i=1}^{N} \phi_{k}\left(x_{i}\right) e_{i} e_{i}^{\top}\right) \\
& =\left(\sum_{k=1}^{\ell} \Phi_{k} F \tilde{\Lambda}_{k}^{-1 / 2}\right)\left(\sum_{k=1}^{\ell} \tilde{\Lambda}_{k}^{-1 / 2} F^{*} \Phi_{k}\right), \tag{3.11}
\end{align*}
$$

where $\Phi_{k}=\operatorname{diag}\left(\phi_{k}\left(x_{1}\right), \phi_{k}\left(x_{2}\right), \ldots, \phi_{k}\left(x_{N}\right)\right)$. Now applying $P_{3}^{-1}$ to any vector requires about $O(\ell N \log N)$ operations, which is acceptable for a moderate number $\ell$.

Finally, by substituting $\hat{A}^{-1}$ in the Sherman-Morrison-Woodburg formula (3.5) with $P_{3}^{-1}$, we obtain the preconditioner

$$
\begin{equation*}
P_{4}^{-1}=P_{3}^{-1}-P_{3}^{-1} U\left(I+U^{\top} P_{3}^{-1} U\right)^{-1} U^{\top} P_{3}^{-1} . \tag{3.12}
\end{equation*}
$$

We remark that both $P_{3}^{-1}$ and $P_{4}^{-1}$ can be taken as preconditioners. It is clear that implementing $P_{4}^{-1}$ requires more computational work than $P_{3}^{-1}$. However, we note that $P_{4}^{-1}$ is a rank-2 update of $P_{3}^{-1}$, and $g_{\alpha}, g_{\beta}$ are independent on $t_{j}$, which indicates that, during the implementation of the preconditioner $P_{4}^{-1}$ to the CG method, we can precompute $P_{3}^{-1} U$ ahead, as well as the inner product $U^{\top} P_{3}^{-1} U$ and the inverse of the 2-by-2 matrix $I+U^{\top} P_{3}^{-1} U$. Therefore, at each CG iteration with preconditioner $P_{4}^{-1}$, besides the matrix-vector product with $P_{3}^{-1}$, only two inner-products and two vector updates are needed. Therefore, it is expected that $P_{4}^{-1}$ may have better performance for the one dimensional problems.

## 4. Analysis of the preconditioner

Since $P_{4}^{-1}$ is obtained by substituting $\hat{A}^{-1}$ with $P_{3}^{-1}$ in the expression of $A^{-1}$, the approximation property of $P_{4}^{-1}$ to $A^{-1}$ is dependent on how close $P_{3}^{-1}$ to $\hat{A}^{-1}$ will be. Therefore, in this section, we study the difference between $P_{3}^{-1}$ and $\hat{A}^{-1}$.

We first introduce the off-diagonal decay property [20], which is crucial for studying the circulant approximation of the Toeplitz matrix.

Definition 4.1. Let $A=\left[a_{i, j}\right]_{i, j \in I}$ be a matrix, where the index set is $\mathcal{I}=\mathbb{Z}, \mathbb{N}$ or $\{1,2, \ldots, N\}$. We say A belongs to the class $\mathcal{L}_{s}$ if

$$
\begin{equation*}
\left|a_{i, j}\right| \leq \frac{c}{(1+|i-j|)^{s}} \tag{4.1}
\end{equation*}
$$

holds for $s>1$ and some constant $c>0$, and say $A$ belongs to the class $\mathcal{E}_{r}$ if

$$
\begin{equation*}
\left|a_{i, j}\right| \leq c \mathrm{e}^{-r|i-j|} \tag{4.2}
\end{equation*}
$$

holds for $r>0$ and some constant $c>0$.
The following results hold for the off-diagonal decay matrix class $\mathcal{L}_{s}$ and $\mathcal{E}_{r}[3,11,15,20]$.
Lemma 4.1. Let $A=\left[a_{i, j}\right]_{i, j \in I}$ be a nonsingular matrix, where the index set is $I=\mathbb{Z}, \mathbb{N}$ or $\{1,2, \ldots, N\}$.
(1) If $A \in \mathcal{L}_{s}$ for some $s>1$, then $A^{-1} \in \mathcal{L}_{s}$.
(2) If $A \in \mathcal{L}_{1+s_{1}}$ and $B \in \mathcal{L}_{1+s_{2}}$ are finite matrices, then $A B \in \mathcal{L}_{1+s}$, where $s=\min \left\{s_{1}, s_{2}\right\}$.
(3) If $A \in \mathcal{E}_{r_{1}}$ and $B \in \mathcal{E}_{r_{2}}$ are finite matrices, then $A B \in \mathcal{E}_{r}$ for some constant $0<r<\min \left\{r_{1}, r_{2}\right\}$.
(4) Let $A$ be a banded finite matrix and Hermitian positive definite, and let $f$ be an analytic function on $\left[\lambda_{\min }(A), \lambda_{\max }(A)\right]$ and $f(\lambda)$ is real for real $\lambda$, where $\lambda_{\min }(A)$ and $\lambda_{\max }(A)$ denote the minimal and maximal eigenvalues of $A$, respectively. Then $f(A)$ has the off-diagonal exponential decay property (4.2). In particular, let $f(x)=x^{-1}, x^{-1 / 2}$, and $x^{1 / 2}$, respectively, then $A^{-1}, A^{-1 / 2}$, and $A^{1 / 2}$ have the off-diagonal exponential decay property (4.2).
Assume that $d_{+}(x), d_{-}(x) \in C\left[x_{L}, x_{R}\right]$, it follows from Lemma 2.1 and Lemma 4.1 that we have

$$
G_{\alpha}, G_{\alpha} G_{\alpha}^{\top}, G_{\alpha} D_{+} G_{\alpha}^{\top} \in \mathcal{L}_{1+\alpha} \quad \text { and } \quad G_{\beta}, G_{\beta} G_{\beta}^{\top}, G_{\beta} D_{-} G_{\beta}^{\top} \in \mathcal{L}_{1+\beta},
$$

for $\frac{1}{2}<\alpha, \beta<1$. Therefore, it holds that $\tilde{A}, \tilde{A}^{-1} \in \mathcal{L}_{1+\min \{\alpha, \beta\}}$.
4.1. Approximation property of $P_{1}^{-1}$ to $\tilde{A}^{-1}$

Given an integer $m$, let $G_{\alpha, m}$ and $G_{\beta, m}$ be the $(2 m+1)$-banded approximations of $G_{\alpha}$ and $G_{\beta}$, respectively, that is,

$$
G_{\alpha, m}(i, j)=\left\{\begin{array}{ll}
G_{\alpha}(i, j), & |i-j| \leq m, \\
0, & \text { otherwise },
\end{array} \quad G_{\beta, m}(i, j)= \begin{cases}G_{\beta}(i, j), & |i-j| \leq m, \\
0, & \text { otherwise } .\end{cases}\right.
$$

In the following discussion, we let

$$
\begin{equation*}
K_{i}=M+\eta_{\alpha} d_{+}\left(x_{i}\right) G_{\alpha, m} G_{\alpha, m}^{\top}+\eta_{\beta} d_{-}\left(x_{i}\right) G_{\beta, m} G_{\beta, m}^{\top}, \quad i=1,2, \cdots, N, \tag{4.3}
\end{equation*}
$$

which can be regarded as some kind of banded approximation of the $K_{i}$ defined in (3.8). We remark that, in the actual applications, we still employ $K_{i}$ in (3.8) to construct the preconditioners.

Define

$$
\begin{equation*}
\tilde{A}_{m}=M+\eta_{\alpha} G_{\alpha, m} D_{+} G_{\alpha, m}^{\top}+\eta_{\beta} G_{\beta, m} D_{-} G_{\beta, m}^{\top} . \tag{4.4}
\end{equation*}
$$

As $\tilde{A}_{m}$ and $K_{i}$ are banded matrices and symmetric positive definite, it follows from Lemma 4.1 that $\tilde{A}_{m}^{-1}, K_{i}^{-1}$ and $K_{i}^{-1 / 2}$ have off diagonal exponential decay property. Meanwhile, we have

$$
\lambda_{\min }(\tilde{A}) \geq \lambda_{\min }(M) \geq \frac{1}{2}, \quad \lambda_{\min }\left(\tilde{A}_{m}\right) \geq \lambda_{\min }(M) \geq \frac{1}{2}
$$

and hence

$$
\left\|\tilde{A}^{-1}\right\|_{2} \leq 2 \quad \text { and } \quad\left\|\tilde{A}_{m}^{-1}\right\|_{2} \leq 2
$$

For a given $\epsilon>0$, it follows from Theorem 12 in [7] that there exists an integer $m_{1}>0$ such that for all $m \geq m_{1}$ we have

$$
\left\|\tilde{A}_{m}-\tilde{A}\right\|_{2} \leq \epsilon / 4
$$

Therefore, it holds that

$$
\begin{equation*}
\left\|\tilde{A}_{m}^{-1}-\tilde{A}^{-1}\right\|_{2}=\left\|\tilde{A}_{m}^{-1}\left(\tilde{A}-\tilde{A}_{m}\right) \tilde{A}^{-1}\right\|_{2} \leq\left\|\tilde{A}_{m}^{-1}\right\|_{2}\left\|\tilde{A}_{m}-\tilde{A}\right\|_{2}\left\|\tilde{A}^{-1}\right\|_{2} \leq \epsilon, \tag{4.5}
\end{equation*}
$$

and

$$
\left\|P_{1}^{-1}-\tilde{A}^{-1}\right\|_{2} \leq\left\|P_{1}^{-1}-\tilde{A}_{m}^{-1}\right\|_{2}+\left\|\tilde{A}_{m}^{-1}-\tilde{A}^{-1}\right\|_{2} \leq\left\|P_{1}^{-1}-\tilde{A}_{m}^{-1}\right\|_{2}+\epsilon .
$$

Now, we turn to estimate the upper bound of $\left\|P_{1}^{-1}-\tilde{A}_{m}^{-1}\right\|_{2}$. Since both $P_{1}^{-1}$ and $\tilde{A}_{m}^{-1}$ are symmetric, we have

$$
\begin{align*}
\left\|P_{1}^{-1}-\tilde{A}_{m}^{-1}\right\|_{2}=\rho\left(P_{1}^{-1}-\tilde{A}_{m}^{-1}\right) & \leq\left\|P_{1}^{-1}-\tilde{A}_{m}^{-1}\right\|_{1} \\
& =\max _{1 \leq j \leq N}\left\|\left(P_{1}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} \\
& =\max _{1 \leq j \leq N}\left\|\left(P_{1}^{-1}-K_{j}^{-1}\right) e_{j}\right\|_{1}+\max _{1 \leq j \leq N}\left\|\left(K_{j}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} . \tag{4.6}
\end{align*}
$$

For the first item, we have the following estimation.
Lemma 4.2. Let $K_{j}$ be defined by (4.3). Assume that $0<d_{\min } \leq d_{+}(x), d_{-}(x) \leq d_{\max }$. Then for a given $\epsilon>0$, there exist an integer $N_{1}>0$ and two positive constants $c_{3}, c_{4}$, such that

$$
\left\|P_{1}^{-1} e_{j}-K_{j}^{-1} e_{j}\right\|_{1}<c_{3} \max \left\{\Delta_{N_{1}} d_{+, j}, \Delta_{N_{1}} d_{-, j}\right\}+c_{4} \epsilon
$$

where $\Delta_{N_{1}} d_{+, j}=\max _{j-N_{1} \leq k \leq j+N_{1}}\left|d_{+, k}-d_{+, j}\right|, \Delta_{N_{1}} d_{-, j}=\max _{j-N_{1} \leq k \leq j+N_{1}}\left|d_{-, k}-d_{-, j}\right|$.
Proof. We have

$$
\begin{align*}
P_{1}^{-1} e_{j}-K_{j}^{-1} e_{j} & =\left(\sum_{i=1}^{N} K_{i}^{-1 / 2} e_{i} e_{i}^{\top}\right)^{\top} K_{j}^{-1 / 2} e_{j}-K_{j}^{-1} e_{j} \\
& =\sum_{i=1}^{N} e_{i} e_{i}^{\top} K_{i}^{-1 / 2} K_{j}^{-1 / 2} e_{j}-\sum_{i=1}^{N} e_{i} e_{i}^{\top} K_{j}^{-1} e_{j}  \tag{4.7}\\
& =\sum_{i=1}^{N} e_{i} e_{i}^{\top}\left(K_{i}^{-1 / 2}-K_{j}^{-1 / 2}\right) K_{j}^{-1 / 2} e_{j} .
\end{align*}
$$

As it was shown in Theorem 2.2 of [3], for a given $\epsilon>0$, we can find a polynomial $p_{k}(t)=\sum_{\ell=0}^{k} a_{\ell} \ell^{\ell}$ of degree $k$ such that

$$
\begin{equation*}
\left|\left[K_{i}^{-1 / 2}\right]_{l, r}-\left[p_{k}\left(K_{i}\right)\right]_{l, r}\right| \leq\left\|K_{i}^{-1 / 2}-p_{k}\left(K_{i}\right)\right\|_{2}<\epsilon, \quad 1 \leq i \leq N, \quad 1 \leq l, r \leq N \tag{4.8}
\end{equation*}
$$

where $[\cdot]_{l, r}$ denotes the $(l, r)$-th entry of a matrix. Then we can write (4.7) as

$$
\begin{align*}
P_{1}^{-1} e_{j}-K_{j}^{-1} e_{j} & =\sum_{i=1}^{N} e_{i} e_{i}^{\top}\left(K_{i}^{-1 / 2}-p_{k}\left(K_{i}\right)+p_{k}\left(K_{i}\right)-p_{k}\left(K_{j}\right)+p_{k}\left(K_{j}\right)-K_{j}^{-1 / 2}\right) K_{j}^{-1 / 2} e_{j} .  \tag{4.9}\\
& =\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(1)} e_{j}+\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(2)} e_{j}+\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(3)} e_{j},
\end{align*}
$$

where

$$
H_{i j}^{(1)}=\left(K_{i}^{-1 / 2}-p_{k}\left(K_{i}\right)\right) K_{j}^{-1 / 2}, \quad H_{i j}^{(2)}=\left(p_{k}\left(K_{i}\right)-p_{k}\left(K_{j}\right)\right) K_{j}^{-1 / 2}, \quad H_{i j}^{(3)}=\left(p_{k}\left(K_{j}\right)-K_{j}^{-1 / 2}\right) K_{j}^{-1 / 2} .
$$

Note that $p_{k}\left(K_{i}\right)$ is $(2 k m+1)$-banded matrix and $K_{i}^{-1 / 2}$ has the off diagonal exponential decay property, we know that $K_{i}^{-1 / 2}-p_{k}\left(K_{i}\right)$ also has the off diagonal exponential decay property. According to Lemma 4.1, we learn that $H_{i j}^{(1)}$ has the off diagonal exponential decay property. Hence, analogous to the proof of Lemma 3.8 in [11], we can find constants $\hat{c}>0$ and $\hat{r}>0$ such that

$$
\begin{equation*}
\left|\left[H_{i j}^{(1)}\right]_{l, r}\right| \leq \hat{c} \mathrm{e}^{-\hat{\gamma}|-r|} \quad \text { for } \quad l, r=1,2, \ldots, N . \tag{4.10}
\end{equation*}
$$

On the other hand, we denote the $j$-th column of $H_{i j}^{(1)}$ by $\left[h_{1, j}, h_{2, j}, \cdots, h_{N, j}\right]^{\top}$, and let $\tilde{K}_{i} \triangleq K_{i}^{-1 / 2}-$ $p_{k}\left(K_{i}\right)$. Observe that

$$
h_{l, j}=\sum_{r=1}^{N} \tilde{K}_{i}(l, r) K_{j}^{-1 / 2}(r, j), \quad l=1,2, \cdots, N .
$$

Then based on (4.8) and the fact that $K_{j}^{-1 / 2}$ has off diagonal exponential property, we can show that there exists a constant $\hat{c}_{1}$ such that

$$
\begin{equation*}
\left|h_{l, j}\right|<\hat{c}_{1} \epsilon, \quad l=1,2, \ldots, N . \tag{4.11}
\end{equation*}
$$

Denote

$$
\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(1)} e_{j} \triangleq\left[H_{1 j}^{(1)}(1, j), H_{2 j}^{(1)}(2, j), \ldots, H_{N j}^{(1)}(N, j)\right]^{\top}
$$

From (4.10) and (4.11), we can show that there exists a constant $c_{1}>0$, such that

$$
\begin{equation*}
\left\|\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(1)} e_{j}\right\|_{1} \leq \sum_{i=1}^{N}\left|H_{i j}^{(1)}(i, j)\right|<c_{1} \epsilon . \tag{4.12}
\end{equation*}
$$

Analogously, we can show that there exists a constant $c_{2}>0$ such that

$$
\begin{equation*}
\left\|\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(3)} e_{j}\right\|_{1}<c_{2} \epsilon . \tag{4.13}
\end{equation*}
$$

Now we turn to $H_{i j}^{(2)}$. It follows from the proof of Lemma 3.11 in [11] that $p_{k}\left(K_{i}\right)-p_{k}\left(K_{j}\right)$ has the form

$$
\begin{equation*}
H_{i j}^{(2)}=\sum_{\ell=1}^{k} a_{\ell}\left(\sum_{q=0}^{\ell-1} K_{i}^{\ell-q-1}\left(K_{i}-K_{j}\right) K_{j}^{q}\right) K_{j}^{-1 / 2}=\left(d_{+, i}-d_{+, j}\right) \tilde{H}_{i j}^{(2)}+\left(d_{-, i}-d_{-, j}\right) \hat{H}_{i j}^{(2)}, \tag{4.14}
\end{equation*}
$$

where

$$
\tilde{H}_{i j}^{(2)}=\left(\sum_{\ell=1}^{k} \sum_{q=0}^{\ell-1} a_{\ell} \eta_{\alpha} K_{i}^{\ell-q-1} G_{\alpha} G_{\alpha}^{\top} K_{j}^{q}\right) K_{j}^{-1 / 2} \quad \text { and } \quad \hat{H}_{i j}^{(2)}=\left(\sum_{\ell=1}^{k} \sum_{q=0}^{\ell-1} a_{\ell} \eta_{\beta} K_{i}^{\ell-q-1} G_{\beta} G_{\beta}^{\top} K_{j}^{q}\right) K_{j}^{-1 / 2} .
$$

It is easy to see that both $\tilde{H}_{i j}^{(2)}$ and $\hat{H}_{i j}^{(2)}$ have the off diagonal exponential decay property. As

$$
\begin{aligned}
\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(2)} e_{j}= & {\left[\left(d_{+, 1}-d_{+, j}\right) \tilde{H}_{1 j}^{(2)}(1, j), \ldots,\left(d_{+, N}-d_{+, j}\right) \tilde{H}_{N j}^{(2)}(N, j)\right]^{\top} } \\
& +\left[\left(d_{-, 1}-d_{-, j}\right) \hat{H}_{1 j}^{(2)}(1, j), \ldots,\left(d_{-, N}-d_{-, j}\right) \hat{H}_{N j}^{(2)}(N, j)\right]^{\top}
\end{aligned}
$$

there exists an integer $N_{1}$ such that

$$
\begin{align*}
\left\|\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(2)} e_{j}\right\|_{1} & \leq \sum_{k=1}^{N}\left|d_{+, k}-d_{+, j}\right| \tilde{H}_{k j}^{(2)}(k, j)\left|+\sum_{k=1}^{N}\right| d_{-, k}-d_{-, j}| | \hat{H}_{k j}^{(2)}(k, j) \mid \\
& <\sum_{k=j-N_{1}}^{j+N_{1}}\left|d_{+, k}-d_{+, j}\right|\left|\tilde{H}_{k j}^{(2)}(k, j)\right|+\sum_{k=j-N_{1}}^{j+N_{1}}\left|d_{-, k}-d_{-, j}\right|\left|\hat{H}_{k j}^{(2)}(k, j)\right|+4 d_{\max } \epsilon  \tag{4.15}\\
& \leq \tilde{c} \max \left\{\Delta_{N_{1}} d_{+, j}, \Delta_{N_{1}} d_{-, j}\right\}+4 d_{\max } \epsilon,
\end{align*}
$$

where $\Delta_{N_{1}} d_{+, j}=\max _{j-N_{1} \leq k \leq j+N_{1}}\left|d_{+, k}-d_{+, j}\right|$ and $\Delta_{N_{1}} d_{-, j}=\max _{j-N_{1} \leq k \leq j+N_{1}}\left|d_{-, k}-d_{-, j}\right|$.
Let $c_{3}=\tilde{c}$ and $c_{4}=c_{1}+c_{2}+4 d_{\text {max }}$. It follows from (4.12), (4.13) and (4.15) that

$$
\begin{aligned}
\left\|P_{1}^{-1} e_{j}-K_{j}^{-1} e_{j}\right\|_{1} & \leq\left\|\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(1)} e_{j}\right\|_{1}+\left\|\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(2)} e_{j}\right\|_{1}+\left\|\sum_{i=1}^{N} e_{i} e_{i}^{\top} H_{i j}^{(3)} e_{j}\right\|_{1} \\
& <\left(c_{1}+c_{2}\right) \epsilon+\tilde{c} \max \left\{\Delta_{N_{1}} d_{+, j}, \Delta_{N_{1}} d_{-, j}\right\}+4 d_{\max } \epsilon \\
& =c_{3} \max \left\{\Delta_{N_{1}} d_{+, j}, \Delta_{N_{1}} d_{-, j}\right\}+c_{4} \epsilon .
\end{aligned}
$$

Now we consider the second item in (4.6).
Lemma 4.3. Let $K_{j}$ and $\tilde{A}_{m}$ be defined by (4.3) and (4.4), respectively. Assume that $0<d_{\min } \leq$ $d_{+}(x), d_{-}(x) \leq d_{\max }$. Then for a given $\epsilon>0$, there exists an integer $N_{2}>0$ and constants $c_{5}, c_{6}>0$ such that

$$
\begin{equation*}
\left\|\left(K_{j}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} \leq c_{5} \max _{1 \leq k \leq N} \max \left\{\Delta_{N_{2}} d_{+, k}, \Delta_{N_{2}} d_{-, k}\right\}+c_{6} \epsilon \tag{4.16}
\end{equation*}
$$

Proof. Let

$$
\hat{A}_{m}=M+\eta_{\alpha} G_{\alpha} G_{\alpha}^{\top} D_{+}+\eta_{\beta} G_{\beta} G_{\beta}^{\top} D_{-}
$$

then we have

$$
\begin{equation*}
\left\|\left(K_{j}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} \leq\left\|\left(K_{j}^{-1}-\hat{A}_{m}^{-1}\right) e_{j}\right\|_{1}+\left\|\left(\hat{A}_{m}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} . \tag{4.17}
\end{equation*}
$$

On the one hand, observe that

$$
K_{j}^{-1}-\hat{A}_{m}^{-1}=\hat{A}_{m}^{-1}\left(\hat{A}_{m}-K_{j}\right) K_{j}^{-1}=\eta_{\alpha} \hat{A}_{m}^{-1} G_{\alpha} G_{\alpha}^{\top}\left(D_{+}-d_{+, j} I\right) K_{j}^{-1}+\eta_{\beta} \hat{A}_{m}^{-1} G_{\beta} G_{\beta}^{\top}\left(D_{-}-d_{-, j} I\right) K_{j}^{-1},
$$

we have

$$
\left\|\left(K_{j}^{-1}-\hat{A}_{m}^{-1}\right) e_{j}\right\|_{1} \leq \eta_{\alpha}\left\|\hat{A}_{m}^{-1}\right\|_{1}\left\|G_{\alpha}\right\|_{1}^{2}\left\|\left(D_{+}-d_{+, j} I\right) K_{j}^{-1} e_{j}\right\|_{1}+\eta_{\beta}\left\|\hat{A}_{m}^{-1}\right\|_{1}\left\|G_{\beta}\right\|_{1}^{2}\left\|\left(D_{-}-d_{-, j} I\right) K_{j}^{-1} e_{j}\right\|_{1}
$$

where

$$
\left\|\left(D_{+}-d_{+, j} I\right) K_{j}^{-1} e_{j}\right\|_{1}=\sum_{k=1}^{N}\left|\left(d_{+, k}-d_{+, j}\right) K_{j}^{-1}(k, j)\right|
$$

and

$$
\left\|\left(D_{-}-d_{-, j} I\right) K_{j}^{-1} e_{j}\right\|_{1}=\sum_{k=1}^{N}\left|\left(d_{-, k}-d_{-, j}\right) K_{j}^{-1}(k, j)\right| .
$$

As $K_{j}^{-1}$ has off diagonal exponential decay property, similar to the derivation of (4.15), we can show that, given a $\epsilon>0$, there exists a integer $\tilde{N}_{1}>0$ and a constant $\tilde{c}_{1}>0$, such that

$$
\left\|\left(D_{+}-d_{+, j} I\right) K_{j}^{-1} e_{j}\right\|_{1} \leq \tilde{c}_{1} \Delta_{\tilde{N}_{1}} d_{+, j}+2 d_{\max } \epsilon,
$$

and

$$
\left\|\left(D_{-}-d_{-, j} I\right) K_{j}^{-1} e_{j}\right\|_{1} \leq \tilde{c}_{1} \Delta_{\tilde{N}_{1}} d_{-, j}+2 d_{\max } \epsilon .
$$

Therefore, there exists positive constants $\tilde{c}_{2}$ and $\tilde{c}_{3}$, such that

$$
\begin{equation*}
\left\|\left(K_{j}^{-1}-\hat{A}_{m}^{-1}\right) e_{j}\right\|_{1} \leq \tilde{c}_{2} \max \left\{\Delta_{\tilde{N}_{1}} d_{+, j}, \Delta_{\tilde{N}_{1}} d_{-, j}\right\}+\tilde{c}_{3} \epsilon . \tag{4.18}
\end{equation*}
$$

On the other hand, observe that

$$
\begin{aligned}
\hat{A}_{m}^{-1}-\tilde{A}_{m}^{-1} & =\tilde{A}_{m}^{-1}\left(\tilde{A}_{m}-\hat{A}_{m}\right) \hat{A}_{m}^{-1} \\
& =\eta_{\alpha} \tilde{A}_{m}^{-1}\left(G_{\alpha} D_{+} G_{\alpha}^{\top}-G_{\alpha} G_{\alpha}^{\top} D_{+}\right) \hat{A}_{m}^{-1}+\eta_{\beta} \tilde{A}_{m}^{-1}\left(G_{\beta} D_{-} G_{\beta}^{\top}-G_{\beta} G_{\beta}^{\top} D_{-}\right) \hat{A}_{m}^{-1} \\
& =\eta_{\alpha} \tilde{A}_{m}^{-1} G_{\alpha}\left(D_{+} G_{\alpha}^{\top}-G_{\alpha}^{\top} D\right) \hat{A}_{m}^{-1}+\eta_{\beta} \tilde{A}_{m}^{-1} G_{\beta}\left(D_{-} G_{\beta}^{\top}-G_{\beta}^{\top} D_{-}\right) \hat{A}_{m}^{-1},
\end{aligned}
$$

we have

$$
\begin{aligned}
\left\|\left(\hat{A}_{m}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} & \leq\left\|\hat{A}_{m}^{-1}-\tilde{A}_{m}^{-1}\right\|_{1} \\
& \leq\left\|\tilde{A}_{m}^{-1}\right\|_{1}\left\|\hat{A}_{m}^{-1}\right\|_{1}\left(\eta_{\alpha}\left\|G_{\alpha}\right\|_{1}\left\|D_{+} G_{\alpha}^{T}-G_{\alpha}^{\top} D_{+}\right\|_{1}+\eta_{\beta}\left\|G_{\beta}\right\|_{1}\left\|D_{-} G_{\beta}^{T}-G_{\beta}^{\top} D_{-}\right\|_{1}\right) .
\end{aligned}
$$

Since $G_{\alpha}$ and $G_{\beta}$ have off diagonal decay property, then as shown in the proof of Lemma 4.7 in [15], given a $\epsilon>0$, there exists a integer $\tilde{N}_{2}>0$ and a constant $\tilde{c}_{4}>0$ such that

$$
\left\|D_{+} G_{\alpha}^{\top}-G_{\alpha}^{\top} D_{+}\right\|_{1} \leq \tilde{c}_{4} \max _{1 \leq k \leq N} \Delta_{\tilde{N}_{2}} d_{+, k}+2 d_{\max } \epsilon
$$

and

$$
\left\|D_{-} G_{\beta}^{\top}-G_{\beta}^{\top} D_{-}\right\|_{1} \leq \tilde{c}_{4} \max _{1 \leq k \leq N} \Delta_{\tilde{N}_{2}} d_{-, k}+2 d_{\max } \epsilon,
$$

where $\Delta_{\tilde{N}_{2}} d_{+, k}=\max _{k-\tilde{N}_{2} \leq \leq \leq k+\tilde{N}_{2}}\left|d_{+, l}-d_{+, k}\right|$ and $\Delta_{\tilde{N}_{2}} d_{-, k}=\max _{k-\tilde{N}_{2} \leq l \leq k+\tilde{N}_{2}}\left|d_{-, l}-d_{-, k}\right|$. Therefore, there exists positive constants $\tilde{c}_{5}$ and $\tilde{c}_{6}$ such that

$$
\begin{equation*}
\left\|\left(\hat{A}_{m}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} \leq \tilde{c}_{5} \max _{1 \leq k \leq N} \max \left\{\Delta_{\tilde{N}_{2}} d_{+, k}, \Delta_{\tilde{N}_{2}} d_{-, k}\right\}+\tilde{c}_{6} \epsilon \tag{4.19}
\end{equation*}
$$

Now, let

$$
N_{2}=\max \left\{\tilde{N}_{1}, \tilde{N}_{2}\right\}, \quad c_{5}=\tilde{c}_{2}+\tilde{c}_{5} \text { and } c_{6}=\tilde{c}_{3}+\tilde{c}_{6}
$$

It follows from (4.18) and (4.19) that, given a $\epsilon>0$, there exists a integer $N_{2}>0$ and constants $c_{5}, c_{6}>0$ such that

$$
\left\|\left(K_{j}^{-1}-\tilde{A}_{m}^{-1}\right) e_{j}\right\|_{1} \leq c_{5} \max _{1 \leq k \leq N} \max \left\{\Delta_{N_{2}} d_{+, k}, \Delta_{N_{2}} d_{-, k}\right\}+c_{6} \epsilon
$$

The proof is completed.
In combination with (4.5), Lemma 4.2 and Lemma 4.3, we obtain the following theorem.
Theorem 4.1. Assume $0 \leq d_{\min } \leq d_{+}(x), d_{-}(x) \leq d_{\max }$. Then given an $\epsilon>0$, there exist an integer $N_{3}>0$ and constants $c_{7}, c_{8}>0$ such that

$$
\begin{equation*}
\left\|P_{1}^{-1}-\tilde{A}^{-1}\right\|_{2} \leq c_{7} \max _{1 \leq k \leq N} \max \left\{\Delta_{N_{3}} d_{+, k}, \Delta_{N_{3}} d_{-, k}\right\}+c_{8} \epsilon . \tag{4.20}
\end{equation*}
$$

Remark 1. If $d_{+}(x), d_{-}(x) \in C\left[x_{L}, x_{R}\right]$, then $\max _{1 \leq k \leq N} \max \left\{\Delta_{N_{3}} d_{+, k}, \Delta_{N_{3}} d_{-, k}\right\}$ can be very small for sufficiently large $N$, which implies that $P_{1}^{-1}$ then will be a good approximation to $\tilde{A}^{-1}$.

### 4.2. Approximation of $P_{2}^{-1}$ to $P_{1}^{-1}$

Now we consider the difference between $P_{2}^{-1}$ to $P_{1}^{-1}$. As shown in Section 3.3 of [11], we know that, for a given $\epsilon>0$, there exists a polynomial $p_{k}(t)=\sum_{\ell=0}^{k} a_{t} t^{\ell}$ of degree $k$ such that

$$
\begin{equation*}
\left\|K_{i}^{\frac{1}{2}}-p_{k}\left(K_{i}\right)\right\|_{2}<\epsilon \text { and }\left\|C_{i}^{\frac{1}{2}}-p_{k}\left(C_{i}\right)\right\|_{2}<\epsilon, \quad \text { for } i=1,2, \cdots, N . \tag{4.21}
\end{equation*}
$$

Define

$$
\begin{equation*}
\tilde{P}_{1}=\left(\sum_{i=1}^{n} p_{k}\left(K_{i}\right) e_{i} e_{i}^{\top}\right)^{*}\left(\sum_{i=1}^{n} p_{k}\left(K_{i}\right) e_{i} e_{i}^{\top}\right) \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{P}_{2}=\left(\sum_{i=1}^{n} p_{k}\left(C_{i}\right) e_{i} e_{i}^{\top}\right)^{*}\left(\sum_{i=1}^{n} p_{k}\left(C_{i}\right) e_{i} e_{i}^{\top}\right) \tag{4.23}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
P_{2}^{-1}-P_{1}^{-1}=\left(P_{2}^{-1}-\tilde{P}_{2}\right)+\left(\tilde{P}_{2}-\tilde{P}_{1}\right)+\left(\tilde{P}_{1}-P_{1}^{-1}\right) . \tag{4.24}
\end{equation*}
$$

Lemma 4.4. Let $\tilde{P}_{1}$ and $\tilde{P}_{2}$ be defined by (4.22) and (4.23), respectively. Then we have

$$
\operatorname{rank}\left(\tilde{P}_{2}-\tilde{P}_{1}\right) \leq 8 \mathrm{~km}
$$

Proof. Observe that

$$
\begin{equation*}
K_{i}-C_{i}=M-C(M)+\eta_{\alpha} d_{+, i}\left(G_{\alpha} G_{\alpha}^{\top}-C_{\alpha} C_{\alpha}^{\top}\right)+\eta_{\beta} d_{-, i}\left(G_{\beta} G_{\beta}^{\top}-C_{\beta} C_{\beta}^{\top}\right) \tag{4.25}
\end{equation*}
$$

It is easy to see that

$$
M-C(M)=\frac{1}{8}\left(\left[\begin{array}{cccc}
6 & 1 & &  \tag{4.26}\\
1 & 6 & \ddots & \\
& \ddots & \ddots & 1 \\
& & 1 & 6
\end{array}\right]-\left[\begin{array}{cccc}
6 & 1 & & 1 \\
1 & 6 & \ddots & \\
& \ddots & \ddots & 1 \\
1 & & 1 & 6
\end{array}\right]\right)=\frac{1}{8}\left[\begin{array}{ll} 
& -1 \\
-1 &
\end{array}\right]
$$

For the matrix $G_{\alpha}$ and its Strang's circulant approximation $C_{\alpha}$, they have the following form

$$
G_{\alpha}=\left[\begin{array}{cccc}
K_{0} & & & \\
K_{1} & K_{0} & & \\
& \ddots & \ddots & \\
& & K_{1} & K_{0}
\end{array}\right] \text { and } C_{\alpha}=\left[\begin{array}{cccc}
K_{0} & & & K_{1} \\
K_{1} & K_{0} & & \\
& \ddots & \ddots & \\
& & K_{1} & K_{0}
\end{array}\right]
$$

where $K_{0}, K_{1} \in \mathbb{R}^{m \times m}$. Therefore, we have

$$
\begin{aligned}
& C_{\alpha} C_{\alpha}^{\top}=\left(G_{\alpha}+\left[\begin{array}{l}
K_{1} \\
\\
\end{array}\right]\right)\left(G_{\alpha}^{\top}+\left[\begin{array}{ll} 
& \\
K_{1}^{\top} &
\end{array}\right]\right)
\end{aligned}
$$

$$
\begin{align*}
& =G_{\alpha} G_{\alpha}^{\top}+\left[\begin{array}{l} 
\\
K_{0} K_{1}^{\top}
\end{array}\right]+\left[\begin{array}{l}
K_{1} K_{0}^{\top} \\
\end{array}\right]+\left[\begin{array}{l}
K_{1} K_{1}^{\top} \\
\end{array}\right] . \tag{4.27}
\end{align*}
$$

Similarly, we can show that

$$
C_{\beta} C_{\beta}^{\top}=G_{\beta} G_{\beta}^{\top}+\left[\begin{array}{r}
\tilde{K}_{0} \tilde{K}_{1}^{\top}  \tag{4.28}\\
\end{array}\right]+\left[\begin{array}{c} 
\\
\tilde{K}_{1} \tilde{K}_{0}^{\top}
\end{array}\right]+\left[\begin{array}{c} 
\\
\\
\tilde{K}_{1} \tilde{K}_{1}^{\top}
\end{array}\right] .
$$

Therefore, we can see from (4.25), (4.26), (4.27) and (4.28) that $K_{i}-C_{i}$ is of the form

$$
K_{i}-C_{i}=\left[\begin{array}{ll}
+ & + \\
+ & +
\end{array}\right]
$$

where " + " denotes a $m$-by- $m$ block matrix.
Analogous to the proof of Lemma 3.11 in [11], it follows from

$$
p_{k}\left(C_{i}\right)-p_{k}\left(K_{i}\right)=\sum_{j=0}^{k} a_{j}\left(C_{i}^{j}-K_{i}^{j}\right)=\sum_{j=0}^{k} \sum_{\ell=0}^{j-1} a_{j} C_{i}^{j-\ell-1}\left(C_{i}-K_{i}\right) K_{i}^{\ell}
$$

and

$$
\tilde{P}_{2}-\tilde{P}_{1}=\left(\sum_{i=1}^{N} e_{i} e_{i}^{\top} p_{k}\left(C_{i}\right)\right)\left(\sum_{i=1}^{N}\left(p_{k}\left(C_{i}\right)-p_{k}\left(K_{i}\right)\right) e_{i} e_{i}^{\top}\right)+\left(\sum_{i=1}^{N}\left(p_{k}\left(C_{i}\right)-p_{k}\left(K_{i}\right)\right) e_{i} e_{i}^{\top}\right)^{*}\left(\sum_{i=1}^{N} p_{k}\left(K_{i}\right) e_{i} e_{i}^{\top}\right)
$$

that $\operatorname{rank}\left(\tilde{P}_{2}-\tilde{P}_{1}\right) \leq 8 \mathrm{~km}$.

On the other hand, for $P_{1}-\tilde{P}_{1}$ and $P_{2}-\tilde{P}_{2}$, we can directly apply the proof of Lemma 3.12 in [11] to obtain the following lemma.
Lemma 4.5. Let $\tilde{P}_{1}$ and $\tilde{P}_{2}$ be defined by (4.22) and (4.23), respectively. Then given $a \epsilon>0$, there exist constants $\tilde{c}_{7}>0$ and $\tilde{c}_{8}>0$ such that

$$
\left\|P_{1}^{-1}-\tilde{P}_{1}\right\|_{2}<\tilde{c}_{7} \epsilon \text { and }\left\|P_{2}^{-1}-\tilde{P}_{2}\right\|_{2}<\tilde{c}_{8} \epsilon .
$$

By Lemma 4.4 and Lemma 4.5, we obtain the following theorem.
Theorem 4.2. Let $P_{1}^{-1}$ and $P_{2}^{-1}$ be defined by (3.9) and (3.10), respectively. Then given $a \in>0$, there exists constants $\tilde{c}_{9}>0$ and $k>0$ such that

$$
P_{2}^{-1}-P_{1}^{-1}=E+M,
$$

where $E=\left(P_{2}^{-1}-\tilde{P}_{2}\right)+\left(\tilde{P}_{1}-P_{1}^{-1}\right)$ is a small norm matrix with $\|E\|_{2}<\tilde{c}_{9} \epsilon$, and $M=\tilde{P}_{2}-\tilde{P}_{1}$ is a low rank matrix with $\operatorname{rank}(M) \leq 8 \mathrm{~km}$.
4.3. Approximation of $P_{3}^{-1}$ to $P_{2}^{-1}$

We can directly apply the analysis of section 3.4 in [11] to reach the following conclusion.
Lemma 4.6. Let $P_{2}^{-1}$ and $P_{3}^{-1}$ be defined by (3.10) and (3.11), respectively. Then, for a given $\epsilon>0$, there exist an integer $\ell_{0}>0$ and a constant $c_{9}>0$ such that

$$
\left\|P_{3}^{-1}-P_{2}^{-1}\right\|_{2}<c_{9} \epsilon
$$

holds when the number of interpolation points in $P_{3}^{-1}$ satisfies $\ell \geq \ell_{0}$.
Summarizing our analysis, we have the following theorem.
Theorem 4.3. Let $P_{3}^{-1}$ and $A$ be defined by (3.11) and (3.2), respectively. Then we have

$$
P_{3}^{-1} A=I+E+S,
$$

where $E$ is a low rank matrix and $S$ is a small norm matrix.
Proof. Observe that

$$
\begin{equation*}
P_{3}^{-1} A=\left(P_{3}^{-1}-\tilde{A}^{-1}+\tilde{A}^{-1}\right) A=\left(P_{3}^{-1}-\tilde{A}^{-1}\right) A+\tilde{A}^{-1}(\tilde{A}+A-\tilde{A})=I+\left(P_{3}^{-1}-\tilde{A}^{-1}\right) A+\tilde{A}^{-1}(A-\tilde{A}) \tag{4.29}
\end{equation*}
$$

By (3.2), (3.7), Theorems 4.1, 4.2 and Lemma 4.6, we can show that

$$
A-\tilde{A}=E_{1}+S_{1} \quad \text { and } \quad P_{3}^{-1}-\tilde{A}^{-1}=E_{2}+S_{2},
$$

where $E_{1}$ and $E_{2}$ are two low rank matrices, and $S_{1}$ and $S_{2}$ are two small norm matrices. Therefore, it is easy to see from (4.29) that

$$
P_{3}^{-1} A=I+E+S,
$$

where $E$ is a low rank matrix and $S$ is a small norm matrix.

## 5. Numerical experiments

In this section, we carry out numerical experiments to show the performance of the proposed preconditioners $P_{3}$ and $P_{4}$. We use the preconditioned conjugate gradient (PCG) method to solve the symmetric positive definite linear systems (2.6). In all experiments, we set the stopping criterion as

$$
\frac{\left\|r_{k}\right\|_{2}}{\|b\|_{2}}<10^{-8}
$$

where $r_{k}$ is the residual vector after $k$ iterations and $b$ is the right-hand side.
For the sake of comparison, we also test two other types of preconditioners which are proposed in [7]. One is the Strang's circulant preconditioner $C_{s}$ defined as

$$
C_{s}=s(M)+\eta_{\alpha} \tilde{d}_{+} s\left(G_{\alpha}\right) s\left(G_{\alpha}\right)^{\top}+\eta_{\beta} \tilde{d}_{-} s\left(G_{\beta}\right) s\left(G_{\beta}\right)^{\top},
$$

where $s(M), s\left(G_{\alpha}\right)$ and $s\left(G_{\beta}\right)$ are the strang-circulant approximations of the Toeplitz matrices $M, G_{\alpha}$ and $G_{\beta}$, and $\tilde{d}_{+}$and $\tilde{d}_{-}$are the mean values of the diagonals of $\tilde{D}_{+}$and $\tilde{D}_{-}$, respectively. Another is the banded preconditioner $B(\ell)$ defined as

$$
B(\ell)=M+\eta_{\alpha} \tilde{B}_{\alpha} \tilde{D}_{+}^{(j)} \tilde{B}_{\alpha}^{\top}+\eta_{\beta} \tilde{B}_{\beta} \tilde{D}_{-}^{(j)} \tilde{B}_{\beta}^{\top},
$$

where $\tilde{B}_{\alpha}$ and $\tilde{B}_{\beta}$ are the banded approximations of $\tilde{G}_{\alpha}$ and $\tilde{G}_{\beta}$ which are of the form

$$
\left[\begin{array}{cccccc}
g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & & & & \\
\vdots & g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & & & \\
g_{\ell}^{(\alpha)} & \ddots & \ddots & \ddots & & \\
& \ddots & \ddots & \ddots & \ddots & \\
& & \sum_{k=\ell}^{N} g_{k}^{(\alpha)} & \cdots & g_{1}^{(\alpha)} & g_{0}^{(\alpha)}
\end{array}\right] \text { and }\left[\begin{array}{cccccc}
g_{0}^{(\beta)} & g_{1}^{(\beta)} & \cdots & \sum_{k=\ell}^{N} g_{k}^{(\beta)} & & \\
& g_{0}^{(\beta)} & g_{1}^{(\beta)} & \ddots & \ddots & \\
& & \ddots & \ddots & \ddots & g_{\ell}^{(\beta)} \\
& & & \ddots & \ddots & \vdots \\
& & & & g_{0}^{(\beta)} & g_{1}^{(\beta)}
\end{array}\right],
$$

respectively.
Example 1. We consider balanced fractional diffusion equation (1.1) with $\left(x_{L}, x_{R}\right)=(0,1)$ and $T=1$. The diffusion coefficients are given by

$$
d_{+}(x, t)=1000(x+1)^{4+\alpha}+t^{2}, \quad d_{-}(x, t)=1000(x+1)^{4+\beta}+t^{2}
$$

and $f(x, t)=1000$.
In the numerical testing, we set the number of temporal girds with $M_{t}=N / 2$. The results for different values of $\alpha$ and $\beta$ are reported in Table 1. We do not report the numerical results of the unpreconditioned CG method as it converges very slow.

In the table, we use " $P_{3}(\ell)$ " and " $P_{4}(\ell)$ " to denote our proposed preconditioners with $\ell$ being the number of interpolation points, "Iter" to denote the average number of iteration steps required to solve the discrete fractional diffusion equation (2.6) at each time step, and "CPU" to denote the total CPU time in seconds for solve the whole discretized system.

Table 1. Numerical results for Example 1.

| $N$ | $C_{s}$ |  | $B(4)$ |  | $B$ (6) |  | $P_{3}(3)$ |  | $P_{3}(4)$ |  | $P_{4}(3)$ |  | $P_{4}(4)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU |
| $\alpha=0.6, \beta=0.6$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 61.44 | 14.90 | 35.00 | 10.26 | 31.00 | 9.60 | 14.00 | 5.21 | 12.00 | 5.01 | 13.00 | 5.24 | 11.00 | 5.06 |
| $2^{12}$ | 62.98 | 58.68 | 42.81 | 47.63 | 37.00 | 42.57 | 14.00 | 18.80 | 13.00 | 18.36 | 13.00 | 18.73 | 12.00 | 17.76 |
| $2^{13}$ | 64.00 | 231.27 | 50.01 | 210.70 | 44.00 | 187.71 | 15.00 | 76.60 | 13.00 | 69.07 | 13.00 | 71.41 | 12.00 | 69.55 |
| $2^{14}$ | 65.00 | 1060.76 | 58.01 | 1068.46 | 52.00 | 989.73 | 15.00 | 334.53 | 14.00 | 319.51 | 14.00 | 337.00 | 13.00 | 325.66 |
| $\overline{\alpha=0.6, ~} \beta=0.7$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 65.06 | 16.61 | 31.00 | 9.63 | 27.41 | 8.97 | 14.00 | 5.43 | 13.00 | 5.54 | 13.00 | 5.36 | 11.00 | 5.15 |
| $2^{12}$ | 66.72 | 61.84 | 37.00 | 40.06 | 32.88 | 39.05 | 15.85 | 21.13 | 13.00 | 18.23 | 13.00 | 18.85 | 12.00 | 17.94 |
| $2^{13}$ | 68.00 | 248.34 | 43.00 | 182.87 | 38.00 | 170.32 | 16.01 | 83.84 | 14.54 | 79.90 | 14.34 | 79.94 | 13.00 | 77.52 |
| $2^{14}$ | 69.01 | 1171.84 | 49.00 | 910.07 | 43.95 | 862.68 | 18.00 | 409.78 | 15.95 | 374.91 | 14.99 | 366.86 | 13.99 | 357.92 |
| $\alpha=0.7, \beta=0.7$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 67.55 | 17.41 | 28.29 | 8.97 | 25.01 | 8.41 | 14.96 | 5.85 | 13.52 | 5.82 | 13.00 | 5.38 | 12.00 | 5.64 |
| $2^{12}$ | 69.01 | 65.25 | 34.00 | 38.90 | 30.11 | 37.09 | 16.00 | 22.02 | 13.86 | 20.20 | 14.00 | 20.61 | 12.00 | 18.76 |
| $2^{13}$ | 70.09 | 264.48 | 40.00 | 176.53 | 35.39 | 164.35 | 17.98 | 95.51 | 15.95 | 87.88 | 14.00 | 77.99 | 13.00 | 77.78 |
| $2^{14}$ | 71.31 | 1197.63 | 46.00 | 857.65 | 41.00 | 797.35 | 18.00 | 415.70 | 17.00 | 408.09 | 15.00 | 383.49 | 13.00 | 349.08 |
| $\alpha=0.7, \beta=0.8$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 72.00 | 17.96 | 23.97 | 7.53 | 21.06 | 7.00 | 16.00 | 6.02 | 14.00 | 5.95 | 13.04 | 5.41 | 12.00 | 5.60 |
| $2^{12}$ | 73.68 | 68.46 | 28.00 | 32.62 | 25.00 | 30.81 | 18.73 | 25.53 | 16.00 | 22.81 | 15.00 | 22.06 | 12.99 | 20.87 |
| $2^{13}$ | 75.16 | 282.66 | 32.00 | 141.63 | 28.98 | 140.93 | 18.96 | 101.00 | 17.47 | 96.63 | 15.00 | 84.31 | 14.00 | 82.02 |
| $2^{14}$ | 76.76 | 1262.66 | 35.99 | 683.73 | 32.98 | 653.98 | 20.00 | 458.79 | 17.79 | 430.50 | 16.00 | 397.79 | 14.00 | 370.01 |
| $\alpha=0.8, \beta=0.8$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 74.69 | 18.91 | 21.00 | 7.04 | 19.00 | 6.65 | 17.94 | 6.82 | 14.94 | 6.34 | 14.00 | 5.76 | 12.00 | 5.60 |
| $2^{12}$ | 76.09 | 70.32 | 24.00 | 28.41 | 22.00 | 27.70 | 19.00 | 26.66 | 16.65 | 24.02 | 14.00 | 20.89 | 12.00 | 18.97 |
| $2^{13}$ | 77.57 | 290.59 | 28.00 | 128.10 | 25.00 | 120.11 | 20.00 | 105.85 | 18.00 | 100.20 | 15.00 | 83.79 | 13.00 | 78.07 |
| $2^{14}$ | 79.37 | 1291.96 | 31.00 | 592.09 | 28.99 | 587.79 | 20.24 | 464.72 | 18.00 | 432.03 | 15.99 | 405.75 | 14.00 | 370.07 |
| $\alpha=0.8, \beta=0.9$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 79.85 | 20.58 | 16.00 | 5.67 | 15.00 | 5.66 | 19.19 | 7.45 | 17.00 | 7.20 | 14.96 | 6.18 | 13.00 | 6.03 |
| $2^{12}$ | 81.45 | 77.06 | 18.00 | 22.74 | 17.00 | 22.56 | 19.71 | 26.73 | 17.00 | 24.08 | 15.00 | 21.87 | 13.00 | 19.83 |
| $2^{13}$ | 84.14 | 320.03 | 20.00 | 95.92 | 18.99 | 100.71 | 22.00 | 115.14 | 19.12 | 104.20 | 16.00 | 90.63 | 14.00 | 81.37 |
| $2^{14}$ | 85.47 | 1413.42 | 21.98 | 449.53 | 19.99 | 428.83 | 23.22 | 529.87 | 19.93 | 478.16 | 16.97 | 424.17 | 14.00 | 374.99 |
| $\alpha=0.9, \beta=0.9$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{11}$ | 82.93 | 20.64 | 14.00 | 4.95 | 13.00 | 4.95 | 20.00 | 7.51 | 17.00 | 7.22 | 14.00 | 5.62 | 12.00 | 5.57 |
| $2^{12}$ | 84.41 | 77.71 | 15.00 | 19.57 | 14.00 | 19.73 | 22.14 | 29.98 | 18.83 | 26.68 | 15.00 | 22.15 | 13.00 | 20.20 |
| $2^{13}$ | 85.77 | 324.09 | 17.00 | 83.82 | 16.00 | 84.84 | 22.52 | 118.15 | 20.00 | 111.70 | 15.99 | 90.72 | 13.99 | 84.47 |
| $2^{14}$ | 86.84 | 1422.57 | 18.00 | 384.27 | 17.00 | 385.21 | 23.96 | 541.14 | 20.00 | 494.21 | 16.00 | 409.06 | 13.99 | 373.06 |

From Table 1, we can see that the banded preconditioner $B(\ell)$ and our proposed preconditioners $P_{3}(\ell)$ and $P_{4}(\ell)$ perform much better than the circulant preconditioner $C_{s}$ in terms of both iteration number and elapsed time. The banded preconditioner $B(\ell)$ has better performance when $\alpha=\beta=0.9$. In this case, the off-diagonals of the coefficient matrix decay to zero very quickly. For other cases, $P_{3}(\ell)$ and $P_{4}(\ell)$ perform much better.

We also see that the performance of $P_{3}(\ell)$ and $P_{4}(\ell)$ are very robust in the sense that the average iteration numbers are almost the same for different values of $\alpha$ and $\beta$, as well as for the different mesh size.

## Example 2. Consider the two dimensional balanced fractional diffusion equation

$$
\begin{aligned}
& \frac{\partial u(x, y, t)}{\partial t}+{ }_{x_{L}}^{\mathrm{RL}} \mathrm{D}_{x}^{\alpha_{1}}\left(d_{+}(x, y, t){ }_{x}^{\mathrm{C}} \mathrm{D}_{x_{R}}^{\alpha_{1}} u(x, y, t)\right)+{ }_{x}^{\mathrm{RL}} \mathrm{D}_{x_{R}}^{\beta_{1}}\left(d_{-}(x, y, t){ }_{x_{L}}^{\mathrm{C}}{ }_{x}^{\beta_{1}} u(x, y, t)\right) \\
& \quad+\quad{ }_{y L}^{\mathrm{RL}} \mathrm{D}_{y}^{\alpha_{2}}\left(e_{+}(x, y, t){ }_{y}^{\mathrm{C}} \mathrm{D}_{y_{R}}^{\alpha_{2}} u(x, y, t)\right)+{ }_{y}^{\mathrm{RL}} \mathrm{D}_{y_{R}}^{\beta_{2}}\left(e_{-}(x, y, t){ }_{y_{L}}^{\mathrm{C}} \mathrm{D}_{y}^{\beta_{2}} u(x, y, t)\right)=f(x, y, t), \\
& (x, y) \in \Omega=\left(x_{L}, x_{R}\right) \times\left(y_{L}, y_{R}\right), \quad t \in(0, T], \\
& u(x, y, t)=0, \quad(x, y) \in \partial \Omega, t \in[0, T], \\
& u(x, y, 0)=u_{0}(x, y), \quad(x, y) \in\left[x_{L}, x_{R}\right] \times\left[y_{L}, y_{R}\right],
\end{aligned}
$$

where $\frac{1}{2}<\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}<1$, and $d_{ \pm}(x, y, t)>0, e_{ \pm}(x, y, t)>0$ for $(x, y, t) \in \Omega \times(0, T]$.
As was shown in [7], the finite volume discretization leads to

$$
A^{(j)} u^{(j)}=\left(M_{x} \otimes M_{y}\right) u^{(j-1)}+f^{(j)}, \quad j=1,2, \ldots, M_{t},
$$

where

$$
\begin{aligned}
A^{(j)}= & M_{x} \otimes M_{y}+\eta_{\alpha_{1}}\left(G_{\alpha_{1}} \otimes I_{y}\right) D_{+}^{(j)}\left(G_{\alpha_{1}}^{\top} \otimes I_{y}\right)+\eta_{\beta_{1}}\left(G_{\beta_{1}} \otimes I_{y}\right) D_{-}^{(j)}\left(G_{\beta_{1}}^{\top} \otimes I_{y}\right) \\
& +\eta_{\alpha_{2}}\left(I_{x} \otimes G_{\alpha_{2}}\right) E_{+}^{(j)}\left(I_{x} \otimes G_{\alpha_{2}}^{\top}\right)+\eta_{\beta_{2}}\left(I_{x} \otimes G_{\beta_{2}}\right) E_{-}^{(j)}\left(I_{x} \otimes G_{\beta_{2}}^{\top}\right) .
\end{aligned}
$$

Here $M_{x}, M_{y}$ are tridiagonal matrices and $D_{ \pm}^{(j)}, E_{ \pm}^{(j)}$ are block diagonal matrices

$$
D_{ \pm}^{(j)}=\operatorname{diag}\left(\left\{\left\{d_{ \pm}\left(x_{i+\frac{1}{2}}, y_{k}, t_{j}\right)\right\}_{k=1}^{N_{y}}\right\}_{i=0}^{N_{x}}\right), \quad E_{ \pm}^{(j)}=\operatorname{diag}\left(\left\{\left\{e_{ \pm}\left(x_{i}, y_{k+\frac{1}{2}}, t_{j}\right)\right\}_{k=0}^{N_{y}}\right\}_{i=1}^{N_{x}}\right),
$$

where $N_{x}$ and $N_{y}$ denote the number of grid points in the $x$-direction and $y$-direction, respectively.
Similar to the construction of $P_{3}$ of (3.11), we can define an approximate inverse preconditioner for the two dimensional problems. For convenience of expression, we omit the superscript in $A^{(j)}$. To construct the preconditioner, we define the following circulant matrices

$$
\begin{aligned}
\tilde{C}_{i, j}= & C_{M_{x}} \otimes C_{M_{y}}+\eta_{\alpha_{1}} d_{+}\left(x_{i}, y_{j}\right)\left(C_{\alpha_{1}} C_{\alpha_{1}}^{\top}\right) \otimes I_{y}+\eta_{\beta_{1}} d_{-}\left(x_{i}, y_{j}\right)\left(C_{\beta_{1}} C_{\beta_{1}}^{\top}\right) \otimes I_{y} \\
& +\eta_{\alpha_{2}} e_{+}\left(x_{i}, y_{j}\right) I_{x} \otimes\left(C_{\alpha_{2}} C_{\alpha_{2}}^{\top}\right)+\eta_{\beta_{2}} e_{-}\left(x_{i}, y_{j}\right) I_{x} \otimes\left(C_{\beta_{2}} C_{\beta_{2}}^{\top}\right) .
\end{aligned}
$$

Then we choose the interpolation points $\left\{\left(\tilde{x}_{i}, \tilde{y}_{j}\right\}, i=1,2, \ldots, \ell_{x}, j=1,2, \ldots, \ell_{y}\right.$, and we approximate $\tilde{C}_{i, j}^{-1 / 2}$ by

$$
\tilde{C}_{i, j}^{-1 / 2} \approx F^{*}\left(\sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \phi_{k, l}\left(x_{i}, y_{j}\right) \tilde{\Lambda}_{k, l}^{-1 / 2}\right) F .
$$

where $F$ refers to the two dimensional discrete Fourier transform matrix of size $N_{x} N_{y}$, and $\tilde{\Lambda}_{k, l}$ is the diagonal matrix whose diagonals are the eigenvalues of $\tilde{C}_{k, l}$ for $1 \leq k \leq \ell_{x}$ and $1 \leq l \leq \ell_{y}$. Then we
obtain the resulting preconditioner

$$
\begin{aligned}
P_{3}^{-1}= & \left(\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} F^{*} \sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \phi_{k, l}\left(x_{i}, y_{j}\right) \tilde{\Lambda}_{k, l}^{-1 / 2} F\left(e_{i} \otimes e_{j}\right)\left(e_{i} \otimes e_{j}\right)^{\top}\right)^{*} \\
& \left(\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} F^{*} \sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \phi_{k, l}\left(x_{i}, y_{j}\right) \tilde{\Lambda}_{k, l}^{-1 / 2} F\left(e_{i} \otimes e_{j}\right)\left(e_{i} \otimes e_{j}\right)^{\top}\right) \\
= & \left(\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}}\left(e_{i} \otimes e_{j}\right)\left(e_{i} \otimes e_{j}\right)^{\top} \phi_{k, l}\left(x_{i}, y_{j}\right) F^{*} \tilde{\Lambda}_{k, l}^{-1 / 2}\right) \\
& \left(\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \tilde{\Lambda}_{k, l}^{-1 / 2} F\left(e_{i} \otimes e_{j}\right)\left(e_{i} \otimes e_{j}\right)^{\top} \phi_{k, l}\left(x_{i}, y_{j}\right)\right) \\
= & \left(\sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(e_{i} \otimes e_{j}\right)\left(e_{i} \otimes e_{j}\right)^{\top} \phi_{k, l}\left(x_{i}, y_{j}\right) F^{*} \tilde{\Lambda}_{k, l}^{-1 / 2}\right) \\
& \left(\sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \tilde{\Lambda}_{k, l}^{-1 / 2} F \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(e_{i} \otimes e_{j}\right)\left(e_{i} \otimes e_{j}\right)^{\top} \phi_{k, l}\left(x_{i}, y_{j}\right)\right) \\
= & \left(\sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \Phi_{k, l} F^{*} \tilde{\Lambda}_{k, l}^{-1 / 2}\right)\left(\sum_{k=1}^{\ell_{x}} \sum_{l=1}^{\ell_{y}} \tilde{\Lambda}_{k, l}^{-1 / 2} F \Phi_{k, l}\right),
\end{aligned}
$$

where $\Phi_{k, l}=\operatorname{diag}\left(\phi_{k, l}\left(x_{1}, y_{1}\right), \phi_{k, l}\left(x_{1}, y_{2}\right), \cdots, \phi_{k, l}\left(x_{N_{x}}, y_{N_{y}}\right)\right)$ for $1 \leq k \leq \ell_{x}$ and $1 \leq l \leq \ell_{y}$.
In the tests, we set $\Omega=(0,1) \times(0,1), T=1$,

$$
\begin{aligned}
& d_{+}(x, y, t)=\mathrm{e}^{t}\left(1000 x^{4+\alpha_{1}}+1000 y^{4+\alpha_{1}}+1\right), d_{-}(x, y, t)=\mathrm{e}^{t}\left(1000 x^{4+\beta_{1}}+1000 y^{4+\beta_{1}}+1\right), \\
& e_{+}(x, y, t)=\mathrm{e}^{t}\left(1000 x^{4+\alpha_{2}}+1000 y^{4+\alpha_{2}}+1\right), e_{-}(x, y, t)=\mathrm{e}^{t}\left(1000 x^{4+\beta_{2}}+1000 y^{4+\beta_{2}}+1\right),
\end{aligned}
$$

and $f(x, y, t)=1000$. We also set $N_{x}=N_{y}=N, M=N / 2$ and $\ell_{x}=\ell_{y}=\ell$. The maximum iteration number is set to be 500 . As it is expensive to compute the second item of the Sherman-MorrisonWoodburg formula 3.5 for the two dimensional problem, we only test the preconditioner $P_{3}(\ell)$.

The results are reported in Table 2. We can see that, for the two dimensional problem, although our proposed preconditioners $P_{3}(3)$ and $P_{3}(4)$ take more iteration steps to converge than the banded preconditioners $B(3)$ and $B(4)$, it is much cheaper to implement our new preconditioners than banded preconditioner and circulant preconditioner in terms of CPU time.

## 6. Concluding remarks

In this paper, we consider the preconditioners for the linear systems resulted from the discretization of the balanced fractional diffusion equations. The coefficient matrices are symmetric positive definite and can be written as the sum of a tridiagonal matrix and two Toeplitz-times-diagonal-times-Toeplitz matrices. We investigate the approximate inverse preconditioners and show that the spectra of the preconditioned matrices are clustered around 1 . Numerical experiments have shown that the conjugate gradient method, when applied to solve the preconditioned systems, converges very quickly. Besides, we extend our preconditioning technique to the case of two dimensional problems.

Table 2. Numerical results for Example 2

| $N$ | $C_{s}$ |  | $B(3)$ |  | $B(4)$ |  | $P_{3}(3)$ |  | $P_{3}(4)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU | Iter | CPU |
| $\alpha_{1}=\alpha_{2}=0.6, \beta_{1}=\beta_{2}=0.6$ |  |  |  |  |  |  |  |  |  |  |
| $2^{7}$ | 497.05 | 242.31 | 20.95 | 39.17 | 18.00 | 45.78 | 28.81 | 18.30 | 28.73 | 21.17 |
| $2^{8}$ | > 500 | - | 25.95 | 588.07 | 22.98 | 718.04 | 33.02 | 112.40 | 31.97 | 126.29 |
| $2^{9}$ | > 500 | - | 31.11 | 9887.04 | 27.98 | 12435.90 | 38.02 | 868.40 | 36.80 | 1023.78 |
| $\alpha_{1}=\alpha_{2}=0.7, \beta_{1}=\beta_{2}=0.7$ |  |  |  |  |  |  |  |  |  |  |
| $2^{7}$ | $>500$ | - | 17.02 | 33.78 | 15.95 | 43.17 | 36.30 | 23.01 | 35.31 | 25.93 |
| $2^{8}$ | $>500$ | - | 21.00 | 511.49 | 19.00 | 637.12 | 43.07 | 144.57 | 41.18 | 163.50 |
| $2^{9}$ | $>500$ | - | 25.84 | 8799.13 | 23.42 | 11217.25 | 52.83 | 1233.09 | 50.97 | 1455.41 |
| $\alpha_{1}=\alpha_{2}=0.8, \beta_{1}=\beta_{2}=0.8$ |  |  |  |  |  |  |  |  |  |  |
| $2^{7}$ | $>500$ | - | 13.98 | 29.96 | 12.73 | 38.05 | 46.31 | 29.15 | 45.38 | 33.82 |
| $2^{8}$ | $>500$ | - | 16.00 | 437.62 | 15.00 | 568.48 | 58.30 | 198.03 | 56.60 | 223.90 |
| $2^{9}$ | > 500 | - | 18.99 | 7353.96 | 17.72 | 9675.65 | 76.26 | 1767.78 | 72.09 | 2053.69 |
| $\alpha_{1}=\alpha_{2}=0.9, \beta_{1}=\beta_{2}=0.9$ |  |  |  |  |  |  |  |  |  |  |
| $2^{7}$ | $>500$ | - | 9.98 | 25.37 | 9.00 | 32.09 | 62.08 | 39.55 | 58.61 | 42.91 |
| $2^{8}$ | $>500$ | - | 11.00 | 360.76 | 10.00 | 470.30 | 83.97 | 284.48 | 78.90 | 309.27 |
| $2^{9}$ | > 500 | - | 12.00 | 5933.38 | 11.99 | 8162.24 | 114.65 | 2631.44 | 109.24 | 3042.00 |
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