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Abstract: The aim of this paper is to obtain the minimal rental cost of the three-phases flow shop 

scheduling problems. A novel strategy to tackle this issue using Pythagorean fuzzy processing time is 

introduced. It depends on converting the three stages machine into two stages when the minimum value 

of processing time of the first machine is greater than the maximum value of processing time of the 

second machine. The vague processing time does not convert to its crisp form. The jobs sequencing in 

machines is obtained using Johnson procedure. The zero element of the Pythagorean set is defined as, 

Õp = (0,1) i.e., it has zero membership and one nonmembership values. A numerical example include 

Pythagorean rental cost is delivered to demonstrate the reliability of the suggested strategy. The idle 

time, utilization time, and the overall cost are calculated. The idle time of all machines is zero, which 

minimize the required time and hence, minimize the total rental cost. 
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1. Introduction 

How to schedule n jobs across m machines is referred to the flow shop scheduling problem (FSSP). 

Just one job at a time is processed by each machine and jobs are processed sequentially via all of the 

machines. Several scholars continue to study this subject [1–7]. Johnson [8] introduced the theory of 

FSSP. He presented a procedure for treating jobs sequencing in two or three machines with minimum 

overall time. Based on a bargaining game, Xing et al. [9] created feedback mechanisms for dynamic 

social networks. Ji et al. [10] enhancement of the overlapping community-driven feedback mechanism 

for social network-based group decision-making, which takes into consideration the influence of social 

trust connections and overlapping community detection throughout the consensus-building process. 

In 1965, Zadeh proposed the concept of fuzziness [11]. Fuzzy sets are more adaptable when it 

comes to quantifying and getting a decision by looking at fuzzy principles. Many different types of 

fuzzy numbers have developed throughout the last decades [12–19]. Yeger [20] proposed the 

Pythagorean fuzzy set (PYFS), the most generic version of intuitionistic fuzzy set (IFS). Many authors 

studied PYFS and studied its applications [21–22]. 

Fuzzy values are utilized to depict processing times since there is a lack of clarity about them. 

The Fuzzy Flow Shop Scheduling (FFSS) Problem is a widely researched topic. Using a certain policy, 

Sathish and Ganesan [23] investigated a method to minimize the rent cost of three machines with fuzzy 

processing times. Khalifa [24] looked into a scheduling issue with one machine and several due dates 

in a fuzzy setting. A restricted FSSP was investigated by Khalifa et al. [25]. Using fuzzy due dates, 

they treated a multi-stage fuzzy binding strategy. Alharbi and Khalifa developed a method for handling 

an FSSP that involves pentagonal processing time in [26]. Al Buraikan et al. [27] introduced a novel 

approach to minimize processing time under pentagonal and closed interval approximation 

environment. 

In this work, a brand-new three-stage flow shop scheduling problem with a fuzzy processing time 

was explored. The vague data were represented as PYFNs. The following were the study’s main 

innovations and contributions: 

1) Introducing appropriate terminologies and measurements that take potential optimum scheduling 

aspects into account; 

2) Defining the zero element of PYFS; 

3) Formulating an algorithm to choose the most efficient ordering of tasks with Pythagorean fuzzy 

processing times; 

4) Minimizing the idle time and hence the total rental cost. 

The planned study’s primary goals were: 

1) To minimize the machines’ total processing time under the rental policy; 

2) To investigate the whole study of Pythagorean fuzzy numbers (PYFNs) in the scheduling issue; 

3) To express the conception of the case of optimum schedule; 

4) To check out the planned study with the help of an instructive example. 

The following is the breakdown of this paper. Literature review is covered in Section 2. 

Prelaminars related to PYFNs formulation and arithmetic operations are provided in Section 3. The 

suggested method is demonstrated in Section 4. In Section 5, the scheduling problem is formulated. 

To demonstrate the effectiveness of the suggested strategy, Section 6 provides a numerical application. 

Section 7 compares the obtained results with those obtained in [23,27]. Some last observations are 

provided in Section 8 to summarize this work. 
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2. Literature review 

The earlier research on flow shop scheduling has been taken into account. There are several 

approaches involved real-time or fuzzy processing time used. A large number of articles had been 

published in this field. To find related articles, the title and abstract were reviewed. The proposed 

algorithm was devolved based on analyzing many related approaches. Table 1 lists a selection of 

related articles. 

Table 1. Comparison of previous researches in flow shop schedulling. 

Reference Year Research environment No. of machines 

[1] 2020 Real Parallel-machine 

[2] 2019 Real Single-machine 

[3] 2019 Real Single-machine 

[4] 2017 Real Single-machine 

[5] 2017 Stochastic Single-machine 

[6] 2020 Real Parallel-machine 

[7] 2020 Real Two-machines 

[8] 1954 Real Two and three-machines 

[23] 2012 Real Three-machines 

[24] 2020 Interval valued fuzzy Single-machine 

[25] 2021 Piecewise quadratic fuzzy Three-machines 

[26] 2021 Pentagonal fuzzy Three-machines 

[27] 2023 Pentagonal fuzzy  Three-machines 

[28] 2020 Real Multiple 

[29] 2020 Real Multiple 

[30] 2020 Real Multiple 

[31] 2020 Real Multiple 

[32] 2021 Real Multiple 

[33] 2020 Real Multiple 

This study 2023 Pythagorean Three-stages 

3. Prelaminars 

This section, demonstrates some essential concepts and definitions related to PYFN and its 

arithmetic operations. 

3.1. Some definitions related to PYFN 

Definition 1 [11]. A fuzzy set F̃ defined on ℝ is a fuzzy number if its membership function (MF) 

ϑF̃(x): ℝ → [0,1], satisfies: 

ϑF̃(x) is an upper semi-continuous MF; F̃ is convex fuzzy set; and F̃ is normal. 

Definition 2 [21]. Let T be a fixed set, a PYFS is the set P, such that, P = {〈Y, (αP(y), βP(y))〉: y ∈
Y}. Where, αP(y), βP(y): Y → [0, 1], are the degree of membership (MD) and non- membership degree 

(NMD), respectively. Also, it holds that: (αP(y))
2
+ (βP(y))

2
≤ 1. 
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Definition 3 [19]. Let g̃P = (αn
P, βm

P )  and  h̃P = (αu
P, βv

P)  be two PYFNs. Then, the arithmetic 

operations are: 

(i) g̃P(+)h̃P = (√(αn
P)2 + (αu

P)2 − (αn
P)2. (αu

P)2, βm
P . βv

P), 

(ii) g̃P(×)h̃P = (αn
P. αu

P, √(βm
P )2 + (βv

P)2 − (βm
P )2. (βv

P)2), 

(iii) g̃P(−)h̃P =

{
 

 
(√

(αn
P)
2
−(αu

P)
2

1−(αu
P)
2 ,

βm
P

βv
P) ,

0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

αn
P ≥ αu

P , βm
P ≤ βv

P, βv
P ≠ 0 𝑎𝑛𝑑αn

P ≠ 1, 

(iv) r. g̃P = (√1 − (1 − αn
P)r, (βm

P )r) , r ≻ 0. 

Definition 4 [22]. 

(i) Score function: SF(g̃P) = (αn
P)2 − (βm

P )2. 

(ii) Accuracy function: AC(g̃P) = (αn
P)2 + (βm

P )2. 

Definition 5. LetãP, and b̃P be any two PYFNs, then, 

(i) g̃P ≻ h̃P ↔ SF(g̃P) ≻ SF(h̃P), 

(ii) g̃P ≺ h̃P ↔ SF(g̃P) ≺ SF(h̃P), 

(iii) SF(g̃P) = SF(h̃P), and AC(g̃P) ≺ AC(h̃P) → g̃P ≺ h̃P, 

(iv) SF(g̃P) = SF(h̃P), and AC(g̃P) ≻ AC(h̃P) → g̃P ≻ h̃P, 

(v) SF(g̃P) = SF(h̃P), and AC(g̃P) = AC(h̃P) → g̃P = h̃P. 

The Johnson algorithm for determining the best order to complete specific tasks is described in 

the next section. 

3.2. Johnson’s algorithm 

Johnson’s rule for solving sequencing problems is demonstrated in the following steps [8]: 

1) Determine the lowest processing time on the two machines. 

2) (a) Process that job first if Machine 1 contains the least value. 

(b) If the least value is in Machine 2, the job will be processed last. 

3) (a) If the minimal time for both Machines is the same, conduct Machine 1's task first, followed by 

Machine 2’s job. 

(b) If two or more jobs in Machine 1 require the same amount of time to complete, choose the one that 

requires Machine 2’s lowest time and do it first. 

(c) Choose the work that corresponds to the minimum of Machine 1 and process it last if there is a tie 

for the minimum time among jobs in Machine 2. 

4) Next, determine the idle time and total elapsed time 0. 

In the beginning point and mathematical operations, the zero element of any set is crucial. The 

zero of PYFS was determined by the subsequent theorem. 
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Theorem 1. The zero of Pythagorean fuzzy numbers under the addition low defined in Definition 3 

has zero membership value and one non membership value i.e., Õp = (0,1). 
Proof. Consider any two PYFN, ãP = (αn

P, βm
P ), Õp = (cn

P, dm
P ). 

As Õp is the zero element, then ãP + Õp = ãP, 

ãP + Õp = (αn
P, βm

P ) + (cn
P, dm

P ) = (√(αn
P)2 + (cn

P)2 − (αn
P)2. (cn

P)2, βm
P . dm

P ) = (αn
P, βm

P ), 

√(αn
P)2 + (cn

P)2 − (αn
P)2. (cn

P)2 = αn
P, 

(αn
P)2 + (cn

P)2 − (αn
P)2. (cn

P)2 = (αn
P)2, 

(cn
P)2 − (αn

P)2. (cn
P)2 = 0, 

(cn
P)2(1 − (αn

P)2) = 0, 

cn
P = 0 , αn

P = ±1. 

βm
P . dm

P = βm
P  

dm
P = 1, βm

P ≠ 0. 

Õp = (cn
P, dm

P ) = (0, 1). 

On the other hand, 

ãP + Õp = (αn
P, βm

P ) + (0, 1) = (αn
P, βm

P ), 

Õp + ãP = (0,1) + (αn
P, βm

P ) = (αn
P, βm

P ), 

ãP + Õp = Õp + ãP = ãP. 

∴ Õp = (0, 1)is the zero of PYFNs. 

4. Assumptions, rental policy and notations 

In this section, we will introduce the considered assumptions, the rental policy and the list of the 

required notations. 

4.1. Assumptions 

Assume the following assumptions: 

(i) Preemption of any job is prohibited. 

(ii) One distinct task can be completed at a time. 

(iii) At the beginning, all jobs are accessible. 

(iv) Ignore the setting up times of machines. 

(v) During the deterministic phase, every job is processed. 

(vi) Due dates seem to be PYFNs. 

(vii) The machines might be inactive. 

(viii) The manufacturing period is unrelated to the schedule. 

(ix) m operations are required for each job. 

(x) Once a task is started, it must be completed. 
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(xi) Before processing on the second machine to follow, the first job has to be finished in the first 

machine. 

4.2. Rental policy 

The machines are rented out as required and returned as soon as they are no longer needed, i.e., 

the first machine will be rented out when processing jobs begins, the second machine will be rented 

out when the first job is finished on the first one and moved to the second machine, and the third 

machine will be rented out when the first job is finished on the second machine and transported. 

4.3. Notations 

Table 2 lists the notations that have been used. 

Table 2. Notations. 

Notation Description 

𝐉𝐤 Johnson procedure obtained sequence, k = 1,… ,m 

𝐏𝐓𝐢𝐣 Crisp processing time of task i on machine j 

𝐏�̃�𝐢𝐣 Pythagorean processing time of task i on machine j 

𝐃𝐣 Machine j 

�̃�𝐢𝐣(𝐉𝐤) Pythagorean completion time of job i of sequence Jk 

�̃�𝐣(𝐉𝐤) Pythagorean utilization time of machine Dj 

𝐑�̃�𝐢 Pythagorean rental cost of machine i 

�̃�𝐢𝐣(𝐉𝐤) Pythagorean idle time of machine Dj for job i in the sequence (Jk) 

𝐓�̃�(𝐉𝐤) Pythagorean total completion time of the jobs for sequence (Jk) 

𝐑�̃�(𝐉𝐤) Pythagorean total rental cost for the sequence (Jk) of all machine 

5. Problem formulation 

Assume the job (i), i = 1: n,is to be served on Dj, j = 1:m with a known rental cost RCiand has 

a PYFN processing timePT̃ij  .Our goal is to find the optimal sequence {Jk}  of ordering jobs that 

minimize the idle time hence, the rental cost. The problem can be described as follows: 

MinimizeRC̃(Jk) = ∑ [PT̃i1�̃�1 + PT̃i2�̃�2 +⋯+ PT̃im�̃�m]
n
i=1  , �̃�𝑗  is the utilization time of Dj , j =

1:m, subject to: the given rental policy.Assume PT̃i1, PT̃i2, … , PT̃im be the PYFN processing times 

of machines D1, D2, … , Dm respectively, we propose the following algorithm: 

Step 1: Evaluate the associated crisp number for PYFN based on the ranking function. 

Step 2: If one of the two specified requirements is met, the three machines problem can be reduced to 

a two machines problem: 

min
i
PT̃i1 ≥ max

i
PT̃ij , j = 2:m − 1, 

min
i
PT̃im ≥ max

i
PT̃ij , j = 2:m − 1. 

Step 3: Define two machines 𝐴1 and 𝐴2 such that: 
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𝐴1̃i = ∑ PT̃ij

m−1

j=1

, i = 1: n, 

𝐴2̃i =∑PT̃ij

m

j=2

, i = 1: n, 

where, 𝐴1̃i, 𝐴2̃iare PYFN processing time of job i on 𝐴1 and 𝐴2 respectively. 

Step 4: Evaluate the sequence {Jk} on 𝐴1 and 𝐴2 using ranking method. 

The above steps may be summarized in Figure 1. 

 

Figure 1. Flow chart of the proposed method. 

6. Numerical application 

Consider three machines and five tasks to be completed on them. A FSSP with PYFN processing time 

shown in Table 3. The rental cost of machines D1, D2 and D3 per unit time are (0.9, 0.1) units, (0.8, 0.2) 

units and (0.7, 0.3) units respectively, under the rental policy defined in Section 3. The main objective is to 

minimize the total rental cost [23]. 

Table 3. PYFN processing time. 

Jobs 𝐏𝐓𝐢𝟏 𝐏𝐓𝐢𝟐 𝐏𝐓𝐢𝟑 

1 (0.6, 0.3) (0.6, 0.4) (0.6, 0.5) 

2 (0.7, 0.4) (0.8, 0.7) (0.7, 0.5) 

3 (0.7, 0.2) (0.9, 0.8) (0.8, 0.2) 

4 (0.8, 0.5) (0.7, 0.5) (0.8, 0.4) 

5 (0.7, 0.3) (0.6, 0.4) (0.6, 0.2) 

 

              

   

 

 

 

NO                                                                                                                  YES 

 

 

 

 

 

 

 

 

 Stop 

Step 1: Evaluate the associated crisp value for PYFN based on the ranking 

function. 

Step 4: Find the sequence {Jk}on machines using a suitable ranking method. 

 

Step 3: Construct two machines 𝐴1 and 𝐴2. 

Step 2: Examine the conditions 

o min
i

PT̃i1 ≥ max
i

PT̃ij 

o min
i

PT̃im ≥ max
i

PT̃ij 

 

Step 3: Construct three machines. 

Evaluate, processing time, idle time and rental cost 

Start 
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Evaluate the accuracy function for every PT̃ij: 

min
i
PT̃i1 = (0.6, 0.3), 

max
i
PT̃i2 = (0.7, 0.5), 

min
i
PT̃i3 = (0.6, 0.5). 

min
i
TP̃i1 > max

i
TP̃i2. 

Then we can reduce machines to two machines. Consider the two machines are 𝐴1 and 𝐴2 such that: 

A1̃i =∑TP̃ij

2

j=1

, A2̃i =∑TP̃ij

3

j=2

 

Table 4 gives the crisp processing times of jobs on the three machines. 

Table 4. Crisp processing time. 

Jobs 𝐓𝐏𝐢𝟏 𝐓𝐏𝐢𝟐 𝐓𝐏𝐢𝟑 

1 0.27 0.20 0.11 

2 0.33  0.15 0.24 

3 0.45 0.17 0.60 

4 0.39 0.24 0.48 

5 0.40 0.20 0.32 

Table 5 indicates the PYFN processing times and their correspondence values of score function. 

Table 5. PYFN and crisp processing times of 𝐴1 and 𝐴2. 

𝐀�̃�𝐢 𝑨𝟏𝐢 𝐀�̃�𝐢 𝑨𝟐𝐢 𝐀�̃�𝐢 

1 (0.768, 0.12) 0.575 (0.768, 0.20) 0.550 

2 (0.904, 0.28) 0.739 (0.904, 0.35) 0.695 

3 (0.950, 0.16) 0.877 (0.965, 0.16) 0.906 

4 (0.904, 0.25) 0.755 (0.904, 0.20) 0.777 

5 (0.821, 0.12) 0.660 (0.768, 0.08) 0.583 

The optimal sequence obtained by Johnson’s Algorithm [8], is 4 → 3 → 2 → 5 → 1. 
From Table 6, we can find that: 

⚫ The required time to complete all jobs, TC̃(Jk) = (0.999, 0.0008), 

⚫ Idle time of D1 is, Ĩ1 = (0, 1), 

⚫ Idle time of D2 is, Ĩ2 = (0, 1), 

⚫ Idle time of D3 is, Ĩ3 = (0, 1). 

The utilization time of machines: 
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Z̃1 = (0.985, 0.0036) − (0, 1) = (0.985, 0.0036) hrs. 

�̃�2 = (0.997, 0.008) − (0.8, 0.5) = (0.991, 0.016) hrs.  

Z̃3 = (0.999, 0.0008) − (0.904, 0.25) = (0.994, 0.0032) hrs 

The machines rental cost, 

RC1̃ = (0.9, 0.1) ∗ (0.985, 0.0036)  = (0.8865, 0.1) units. 

RC2̃ = (0.8, 0.2) ∗ (0.991, 0.016) = (0.7928, 0.2) units. 

RC3̃ = (0.7, 0.3) ∗ (0.994, 0.0032) = (0.6958, 0.3) units. 

Total rental cost, 

RC̃(Jk)=∑ RCj̃
3
j=1 = (0.9792, 0.006) units. 

Table 6. Time in and time out. 

 

Job 

D1 D2 D3 

Time in Time out Time in Time out Time in Time out 

4 (0, 1) (0.8, 0.5) (0.8, 0.5) (0.904, 0.25) (0.904, 0.25) (0.910, 0.1) 

3 (0.8, 0.5) (0.904, 0.1) (0.904, 0.1) (0.982, 0.08) (0.982, 0.08) (0.994, 0.016) 

2 (0.904, 0.1) (0.952, 04) (0.982, 0.08) (0.994, 0.056) (0.994, 0.016) (0.997, 0.008) 

5 (0.952, 04) (0.976, 0.012) (0.994, 0.056) (0.996,0.0224) (0.997, 0.008) (0.998, 0.0016) 

1 (0.976, 0.012) (0.985, 0.0036) (0.996, 0.0224) (0.997, 0.008) (0.998, 0.0016) (0.999, 0.0008) 

Table 7 provides a summary of the aforementioned findings: 

Table 7. Utilization time, idle time and machines rental cost. 

Item D1 D2 D3 

Idle time (0, 1) (0, 1) (0, 1) 

Utilization time (0.985, 0.0036) (0.991, 0.016) (0.994, 0.0032) 

Rental cost (0.8865, 0.1) (0.7928, 0.2) (0.6958, 0.3) 

7. Comparative study 

In this section, a comparative study with some existing studies will be introduced. The results 

with different fuzzy environments will be compared, so, the associated crisp values will be used based 

on the score function of each fuzzy number defined in the associated article. 

Table 8. Comparing processing time. 

Reference Type of fuzzy number Processing time Crisp value of processing 

time 

[23] Triangular (61, 63, 65) 63  

[27] Pentagonal (61, 62, 63, 64, 65) 63 

Proposed algorithm Pythagorean (0.999, 0.0008) 0.998 
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Table 9. Total renal cost. 

Reference Environment Rental cost type 

[23] 

[27] 

Triangular Crisp 

Pentagonal Crisp 

Proposed algorithm Pythagorean Pythagorean 

Table 10. Idle time of machines. 

Reference D1 D2 D3 

[23] (9, 11, 13) (16, 18, 20) (7, 9, 11) 

[27] (−3, 4,11,18,25) (−13, 2.5,18,33.5,49) (−24,−7.5,9,25.5,42) 

Proposed algorithm (0, 1) (0, 1) (0, 1) 

From the above Tables 8–10, it is observed that: 

1) In [23,27] the rental costs of machines are crisp values, while in the proposed method the machines 

rental costs are PYFNs. 

2) The idle time in the proposed algorithm is (0, 1) i.e., zero, while the idle times in [23,27] non-zero. 

3) When minimizing machine idle time, then the total rental cost will be minimized also. 

8. Conclusions 

A technique for solving the particular structured three-stage FFSS with PYFN processing time is 

presented. The overall rental cost of machines is calculated. Using Johansson’s procedure, the sequence 

of treating jobs is evaluated. The zero element of the PYFS is defined as (0, 1) and used as a starting 

point in Table 6. Under the given policy and the proposed method, the idle time of all machines is zero, 

that minimizing the total completion time, hence the rental cost. The introduced approach is more 

efficient as minimize the total time of completing jobs and the required rental cost. 
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