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Abstract: Estimation of population characteristics has been an area of interest for many years. Various
estimators of the population mean and the population variance have been proposed from time-to-time
with a view to improve efficiency of the estimates. In this paper, we have proposed some estimators
for estimation of the general population parameters. The estimators have been proposed for single-
phase and two-phase sampling using information of single and multiple auxiliary variables. The bias
and mean square errors of the proposed estimators have been obtained. Some comparison of the
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cases of the proposed estimators have been discussed. Simulation and numerical study have also been
conducted to see the performance of the proposed estimators.
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1. Introduction

Estimation of some population parameters, using a specific sampling design, has been an
interesting area of research. The popular parameters which have been an area of interest, in simple
random sampling, are the population mean and variance. The basic estimators of the population mean
and variance in simple random sampling are sample mean, y, and sample variance, s*. In certain
situations, the information of some auxiliary variables is also available and can be used to obtain more
efficient estimators for some population parameters. Several authors have proposed some improved
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estimators of the population mean and the population variance by using the information of the auxiliary
variables. The popular estimators of population mean, using information of auxiliary variables, are the
ratio and regression estimators given by [1]. The ratio and regression estimators have attracted several
authors, and different modifications have been proposed from time to time. A class of estimators of
population mean by using information of some auxiliary variables has been proposed by [2]. Another
class of regression and ratio-product type estimators has been proposed by [3], and it performs better
than the classical ratio estimator. Several estimators of population mean in cases of single- and two-
phase sampling have been proposed by [4]. A general class of estimators of the population mean in
single- and two-phase sampling has been proposed by [5]. More details on estimators of population
mean can be found in [6,7], among others.

In recent years, the estimation of population variance has also attracted a lot of authors. Classical
ratio and regression estimators of the population variance in single-phase sampling have been proposed
by [8,9]. An improved ratio type estimator of the population variance has been proposed by [10]. Some
ratio and regression type estimators of population variance in two-phase sampling have been
proposed by [11]. The exponential type estimators have also attracted some authors in recent times
and [12] have proposed an exponential estimator of population variance. Some general classes of
exponential estimators have been proposed by [13,14]. An estimator of coefficient of variation in
single-phase sampling has been proposed by [15]. Some other notable works on variance estimation
are [16-21], among others.

Recently, [22] proposed an estimator of general population parameters in single-phase sampling.
The estimator has been proposed by using information of a single auxiliary variable. The estimator
provides a unified way to estimate the population mean, variance and coefficient of variation for
specific values of the constants involved. In this paper, we have proposed some estimators of general
population parameters in single- and two-phase sampling. The estimators have been proposed using
information of a single and multiple auxiliary variables. The plan of the paper is as follows.

Some methodology and notations are given in Section 2. The new estimators of general
population parameters for single phase sampling are proposed in Section 3. The estimators have been
proposed by using information of single and multiple auxiliary variables. The expressions for the bias
and the mean square error (MSE) of the proposed estimators are obtained. In Section 4, estimators for
the general population parameters are proposed for two-phase sampling alongside the expressions for
the bias and MSE of the proposed two-phase sampling estimators. In Section 5, the comparison of the
estimators of specific parameters is given. Some numerical study of the proposed estimator is given in
Section 6. The numerical study comprises simulation study and applications using some real
populations, and the conclusions and recommendations are given in Section 7.

2. Methodology and notations

In this section, we have given some methodology and notations that will be used in this paper.
Suppose that the units of a population are labeled as U,,U,,...,U, while the values of some variable

of interestare Y,,Y,,...,Y, . Suppose, further, that the estimation of some general population parameter
_vafc2\”?
taw =Y (87)
IS required, where
—_— 71 N
Y=N'YY

AIMS Mathematics Volume 8, Issue 7, 14951-14977.



14953

and

sZ=(N-1) 3 (YY)

are, respectively, the population mean and variance of Y. It is to be noted that the general parameter
t(a]b) reduces to the population mean for a=1 and b=0, and it reduces to the population variance for a=0

and b=2 and to the coefficient of variation for a = —1 and b=1. When information of some auxiliary
variable is known, then the conventional regression estimator, using a sample of size n, is

Vi =V +B(X-X), ()
where g = Sxy/SX2 is the population regression coefficient between X and Y, and
X=N"Y" X,
and
x=n">" x
are the population and the sample mean of the auxiliary variable X. The mean square error of (1) is
MSE (¥, ) =6S. (1- p5,), (@)
where
@=n"-N*
and
P= Sw/m

is the population correlation coefficient between X and Y.

In some situations, the population information of auxiliary variable is not available, and in such
situations the regression estimator (1) cannot be used. The problem can be solved by using a two-phase
sampling technique. In two-phase sampling, a first phase sample of size n1 is drawn from a population
of size N, and information of an auxiliary variable is recorded. A sub-sample of size nz<ni is drawn
from the first-phase sample, and information of the auxiliary variable and the study variable is recorded.
The conventional regression estimator, in two phase sampling, is given as

iy =Yy * B Ky ~Ro) | ®)
where
7(2) = nz_lzin; Yi
is second phase sample mean of study variable Y,
Xo) = nglz?il %;
is the second-phase sample mean of auxiliary variable X, and
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- — n
Xl = n(li i=1 Xi

is the first-phase sample mean of auxiliary variable X. The MSE of two-phase sampling regression
estimator is

MSE (Vi )= Y°C;[ 6 (1~ p%)+ 60 @)
where
6,=n"-N7,
and
G =n'-N".

The regression estimator of population variance is given by [9] as
532/(|r) =S, +7(Sx2 _55) ) ()

where y is a constant, SX2 and Sf are, respectively, the population and the sample variances of the
auxiliary variable, and sj is the sample variance of Y. The estimator for two-phase sampling can be

easily written. Several modifications of the two-phase sampling regression estimator of mean are given
in [6].

The derivation of bias and MSE of the estimators of the mean and the variance require certain
notations. In this paper, we will assume that the sample mean and the sample variance of study and
auxiliary variable are connected with the population mean and the population variance as

7:\7(1+gy),ij =X(1+8XJ),SZ =Sy2(1+ey),

y
and
5, =Sy (1+ & ) :

The relation between sample estimates and the population parameters in case of two-phase sampling
IS

Y =V (1+ gy(z)) Ky =X (1+ ‘, (2)) 82, =S (1+ ey(z)) ,

and

The expected values of error terms £’s and e’s are all zero. Some additional expectations for single-
and two-phase sampling and for single auxiliary variable, are

E(sl)=60CZ,E(s2)=0C!, E(€])=0py, E () =0y, E(£,6,) = 0p,,C,C

x>y’

. ©)
E(s8,)=00uC,.E(2,8,)=0p:C,. E(e,5,) = 0,C,.E(z,e,) = 00,,C,. E (e,e, ) = 0.
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E (85(2)) =6,C},E (65(2)) = 0,05, E (gy(z)ey(z)) =0,0,,C, . E [(gx(z) oy )2} _(6,-)cC?,

2 *
E _(ex(2) _ex(l)) } =(6,-6,) 0. E |:gy(2) (gx(Z) _gx(l)):| =(6,-6,)p,C,C,, @)

E _ey(z) (ex(z) —&a )} =(6,-6,)9,.E [53/(2) (ex(z) —&0 )J =(6,-6,)9,,C,,

E & (gx(z) &) )J =(6,-6,)9,C,. E |:gx(2) (ex(z) ) )} =(6,-6,)9s:C.

In case of multiple auxiliary variables, we will use the following results for single- and two-phase
sampling:

=0C,Rc,,E(£,z,)=0C, ,E ez, ) = 0@,C,,E (£, ) = 0@,
0C, 9., ( ) 09, E (exe/x) =0, E (ex(z)e/x(z)) =0,0,,

}: 0, 9)CX,E[ax(z)(ex(z)—ex(l))/}:(gz_ ] (8)

S
N—
S
o
R

E (6, - 6’)CyRcX,E[gy(Z)(eX(Z)—ex()” (6,-6,)C, 0.,
E g )}: 0, 6’)(I)ZICX,E[ey(z)(ex(z)—ex(l)ﬂ:(ez—@l)(pzz.
where gxz[gxl gxq}’,exz[exl eXJ/,R:diag(pyxj),(I)lediag((pﬂj),C::diag(ij)and
o P O ¢ pCC. - pC.C |
. C:xz o 401:22 - P, c - p21Cx C, C.fz pqu C,
C, Pz, P, _pqlqucxl quC'XqCXZ . 02 |
O, P, P, |
w | P
Pno Pez T P, |
and
P0sCx PG P0Gy
20:2Cx P02.C  90,Cy
Also,

On, = (P, 1) 0, = 11, [ (281638 )
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o 212
Pos;t, = (%sjth _1) 1 Post, = Hos g, /(ﬂgéjoh ﬂoéjzh )'

e, =(N=) " (0 =) (%= X,)
and
Hos g, :(N _1)71211(&] - >ZJ')S(Xih - Xh )t ’

We will, now, propose some new estimators for single-phase sampling.
3. [Estimators for single-phase sampling

In this section, we have proposed some new estimators of the general population parameter for
single-phase sampling. These estimators have been proposed using information of a single and several
auxiliary variables. These estimators are proposed in the following.

3.1. Estimator with single auxiliary variable

In the following, we have proposed a new estimator of general population parameter using
information of a single auxiliary variable. The proposed estimator is

tl=ya(sﬁ)b/2[1+a(>?—i)+ﬂ(sf—sj)}. 9)
It is easy to see that the proposed estimator reduces to the classical estimator of mean for

(a,b,a,8)=(1,0,0,0).

Also, for
(a,b,a,8)=(0,2,0,0),

the estimator (9) reduces to the classical estimator of variance. For
(a,b,a, 8)=(1,0,c, ),

the estimator (9) becomes a regression type estimator of the population mean, and for
(a,b,a, 8)=(0,2,c, B).,

we have a regression type estimator of the population variance. Further, for
(ab,a,f)=(-L1La,p),

the estimator (9) becomes a regression type estimator of coefficient of variation. Now, to obtain the
bias and MSE of (9), we write the estimator using the error notations as

L= |V (1rs,)' 8 (1re, ) |(1-aRe, - 8%, ) =ty (144, ) (Lre, ) (1-aKe, - ST, ).
Expanding, and retaining only the linear terms, we have
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L=ty (1+agy)[1+geyj(1_a>zgx _psie,)

+ a?beyey —aXe —aaXee, —%b Xe &, — BSie, —afSiee, —bgsfeyex]

b
=tan) [1+ ag, + > e,

or

b ab - -
b —tan) =Tan) [agy + Eey + ?eyey —aXe, —aaXe g,
1 A (10)
—% Xe &, — BSie, —afSie.e DB e }

xEyB T ES
Applying expectation and simplifying, the bias of the proposed estimator (9) is

Bias(t,) =6t [acy [ge%o ~aXp,C, - ﬂngolzj —g(a X, C, - pS:p;, )} . (11)
Again, squaring (10) and retaining only the quadratic terms, we have

(t1 ~tey) )2 =tn) {azgj + %ei +a’X?e; + B7S(e; +abe e, —2aaXe g,

—2af3Sle e, —abXe e, —bBSle e, +2aBXS e £,

X Cyvx

Applying expectation and using (6), the MSE of (9) is
= b* . .
MSE (t,) =6t} {azcj +a*X?C? + 00t B°Si @0 (2338, — by, )C, W)
280X p,C,C, - (abX o, — 2a/3XS%p,, | C, ~b3S2ey, }

We will, now, obtain the optimum values of « and £ which minimize (12). For this, we
differentiate (12) with respect to « and £, equate the derivatives to zero and solve the resulting
equations simultaneously. Now, the derivatives of (12) with respect to « and S are

ai MSE (t,) = 012, XC, (2XC,cx + 25%py,3 — 28, C, ~bop,,)
» ,

and
a 7 * *
% MSE (t,) = 0t, , S? (2XC, 2 + 28,8~ 2aC 9, ~bep}, ).

Equating the above derivatives to zero and simultaneously solving the resulting equations, the
optimum values of « and £ which minimizes (9) are

_ zaCy (pyx¢g4 = Po3Pro ) +b ((szl%l - (pos(P;z )

= " ; 13
2XC, (%4 - (053) )

a

and
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. 2aC, (@1, = Py Ps ) + (230 = PoaP1 ) | (14)

287 (¢30— 9% )

Using these values in (12), the minimum MSE of estimator given in (9) is

Ht(za b) 22 % * b2 *
MSE, ., (tl) = *—2 a Cy f, +abCy f,+—1, |, (15)
((904 2 ) 4
where
t =05 (1= 05 )~ 9l + 20, 000012 — P,
* * 2 * * *
f, =0y ((004 — @3 ) ~ Pyx (%4(021 — Pp3Pa ) — P ((022 - (/703%1) )
and

5" = 01 (Do — 055 ) + 91 (200505, — a0 ) — 035 -
The MSE for specific cases of (9) are readily obtained. For example, if
(a.b,a, B)=(10, @y Bopt )
then the MSE of a regression type estimator of population mean is obtained as
MSE,,,, (t,) = 0V C21," (¢}, ) . (16)
Further, if
(ab,at, 8) =(0,2, oy, Bopr )
the expression for MSE of a regression type estimator of variance is obtained as
MSE,,,, (t.)= 0S¢ t; (¢5, &) - (17)
Again, if
(ab,a, B)=(~LL oy, B ).

the MSE of a regression type estimator of coefficient of variation is obtained as

2

eta,b * * 1 *
<—>2)(c§ f, -C,f, + f j (18)

MSE,;, (t,) = (vo
04 03

It is interesting to note that for

(a,b,a, 8)=(10,,0),

the optimum MSE of (9) reduces to the MSE of classical regression estimator given in (2). Also, for

(ab,a,8)=(0,2,0,5),
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the optimum MSE of (9) reduces to the classical regression type estimator of variance as given by [9].
3.2. Estimator with several auxiliary variables

In this section, we will give an estimator of general population parameter in single-phase sampling
using the information of several auxiliary variables. The proposed estimator is

t,= Va(ss )b/z |:1+2?=1a1 (xl _ij)_'-z?:lﬁj (SXZJ _Sfi ):| ' (19)

Again, it is easy to see that the proposed estimator (19) provides certain estimators as a special case
for different values of (a, b,a;, B, ) . Using error notations, the estimator (19) can be written as

= [Y_a (1+ €y )1[85 (1+ey )]b/z [1_2?:10[] >zi‘ng _Z?zlﬂjsjzexj J
=y? (82 )Wz (1+¢, )a (1+e, )b/z (1—(1/)_(8X - B’Sxex),

y

where
o =[ey @, - o] B=[B B - ,Bq],)_(=diag(>?j),SX:diag(Sfj).
Expanding, and retaining only the linear terms, we have
t, =tap) (1+ as, +gey +a7bgyeyj(l—a’)_(sx -B'S.e. ),
or

oy = [agy +gey + a?bgyey —0'Xe, —a0'Xe g, —ga’)_(eyax

5 (20)
—B'S.e, —ap'S,z.e, —Eﬁ’Sxeyex}.
Taking expectation on both sides, the bias of the proposed estimator (18) is
Bias(t,) =0t ~ ¥x 2o XRe, —ap’S, ¢, - X®,.c, _EB S, 95 |- (21)

Again, squaring (20) and retaining only the quadratic terms, we have
-ty ) =t 0% + 2?4 a'Xe ol Xa+ S e[S+ abs, e, — 220/
( 2 (a,b)) ~ Hab) a gy +Zey T AE,E, (l+B «ExEy XB+a 8yey —czaa gy‘(:x

—2ap'S ¢ e, —ba'Xe g, —bp'S e e, + 20’ f(sXeQSXB].

Taking expectation of the above equation and using (8), the MSE of (19) is
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MSE (t,) =6t} [ZCZ b’ — @0+ ' XC, X0+ B'S,®,S, B +abp,,C, —2aC a'XRc, 2

_ZaCyB/Sx(plZ ~ba'X®,,c, ~bp'S,e;, + 2‘1/>_<(I)01zsxﬁ:'-

We will, now, obtain the optimum values of a and B which minimizes (22). For this, we will
first differentiate (22) with respect to o and P . The derivatives are

% MSE (t,) = 0, (2XC,Xa - 2aC, XRe, ~bR®, ¢, + 2XP,,;S,B),

and

%MSE(t) ot (25,@,8,8-2aC S, ¢, ~bS,0;, +28, @, Xa).

Equating the derivatives to zero, the normal equations are
XC, Ko+ X®,,S,p = aC, XRe, +g)_(<1)21cx,
and
- b. -
SX(I)012xa + SX(I)XSXB = aCny(plz + Esx(pZZ'

Writing the above equations in matrix form, we have

{ XC,X X@Olzsx}{a} aC XRc, +(b/2) X® ¢,
SX(I)(I)IZX SX(DXSX B aCny(Plz +(b/2)sxq);2

Solving the above matrix equations, the optimum values of a and B are given as the solution of

[H XC,X mmsxy X{aC,R+(b/2)®,}c,

= < . (23)
ﬁOPt Sx(Dé)lZX qu)xsx Sx {aCy(Plz + (b/2)(|)22}

Now, we invert the above partitioned matrix as below. Let

_|: )_(Cx>_< >_(q)0128x:|_|:All A12:|
SX(I){MZX Sx(I)xSx A21 A22 ’

and then

where
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-1

By =(Au-ApAzA,) = [)‘({cx ~®,,5,(S,2,5,)" sxcpglz} >‘<]l
=[X(C, - @y, @', >‘<]71 ,
B, = —BuA AL =B, (X0,,8,)(S,@,5,) " =X (C, ~®,,®,'®), ) ®,,®,'S,,
B, =—AZA, B, =—(5,@,5,) " (5,01,X)By, = 5,10, '@}, (C, - @, ®,'®), ) X7,
and
B, = A (1+A,BLALAL)=(5,@,8,)" [I +(S,@) %) By, (X8, )(S,@,8, )‘1}
=(5,0,5,) " +5,'0, "D}, (C, ~©,, @, '®),,) D, ®;'S;".

Using the values of the inverted matrix in (22), the optimum values of o and B are
0 =By, | X{aC R+(b/2)®, ¢, |+B,,[S,{aC,0,, +(b/2)0}, ] (24)
and
Box = Bou| X{aC,R+(b/2) @,y }c, |+By, [ S, {aC 0, +(0/2) 0.} |. (25)

Using these optimum values of a and B in (21), the minimum MSE of (18) is

2

MSEmin (tz) = at(za,b) {azcs + ab¢SOCy + bI¢ZO + agpt)_(cx)_(aopt + B/ Sx(DxSxﬁopt

(26)
~a}, X (2aC, R +b®,, )c, —BL,S, (2aC,p,, +be}, )+ 2agpt>‘<q>01zsxl30m}.
It is interesting to note that, for
(a,b,a,8)=(1,0,a,,.0),

the minimum MSE, given in (26), reduces to the minimum mean square error of the classical regression
estimator of mean with several auxiliary variables; see [6]. Also, for

(a,b,a,B)=(0,2,0,8,,),

the minimum MSE, given in (26), reduces to the minimum MSE of a general estimator of variance
given by [19].

4. Estimators for two-phase sampling

In this section, we have proposed some new estimators of the general population parameter for
two-phase sampling. The estimators have been proposed using information of a single and several
auxiliary variables.
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4.1. Two-phase sampling estimator with single auxiliary variable

In the following, we have proposed a new estimator of general population parameter for two-
phase sampling using information of a single auxiliary variable. The proposed estimator is

b =i [ Sl T/Z Lo (R =X )+ Aoy (5~ Sl | (27)

It is easy to see that the proposed estimator (27) reduces to the regression type estimator of mean in
two-phase sampling for

(b1, B ) =(1.0,21,0) .
The estimator (27) reduces to the regression type estimator of variance in two-phase sampling for
(ab.ayB,)=(0.20,4,).

Now, to derive the bias and MSE of (27), we write the estimator (27), using error notations, as

_ya & (o202 b/2 v 2
iy =V (L) (8)) (1) | Lo X (e 20+ AaS? (8 80 |
Now, expanding the power series and retaining only the linear terms, we have

b ab Vi 2
b2) =Yan) (1+ 2y 5% T 5 Ee%0) j [1_ (X (5x(z) ~Ex ) ~Ba)Sx (eX(Z) ~ S )J ’

or

b

2 2
—af3,5,8,, (ex(Z) ~&a) ) 5 B2)S:8y2) (ex(z) ) ) :

L 1

Applying expectation on (28) and using (7), the bias of (27) is

. ab _
Blas ([](2)) =Han) [02 ?%ocy -(0,-6,) aC, {a(z)x PyCy _ﬁzsf%z}
(29)
b Va *
- (92 - ‘91)5{0‘(2))( ?uCy — 18(2)55(022}}-

Again, squaring (29) and retaining only the terms whose powers add up to 2, we have

AIMS Mathematics Volume 8, Issue 7, 14951-14977.
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2

2 _ 42 2 2 b 2 2 v 2 2 2 4 2
(i) ~tam) =t {a R IR A CYARN IS0 CYAR Y
+abe, ;8,5 ~ 2808, (8,0 = &y |~ 28828, (1) 1))
/ 2
— %8, (8,0) = 8 ) ~DB 518y o) (80 )
ve2
+ 205 B2 XSy (‘9x<2) ~ &y ) (e~ )J :

Applying expectation, and using (7), the mean square error of (29) is
b* . > .
MSE (tl(Z)) = t(za,b) |:92a2C§ +6, 7 P (6,-6,) a(ZZ)X Cr+(6,- el)ﬂ(zz)sf(pm +6,abg,,C,
~(6,-6;)2aa, >ZPyxcycx -2(60,-4,) aﬂ(z)sf%zcy -(6,- 91)0‘(2)b)z¢21cx (30)
- (‘92 - ‘91) bﬂ(z)sfqozz +2 (‘92 - ‘91) a(z)ﬂ(z))zsfq)O?;Cx ]

The optimum values of « and B which minimize (30) are the same as given in (13) and (14). The
minimum mean square error is obtained by using the optimum values of ¢ and £ in (28) and is

t(za,b) 2 ex . b*_.
MSE s () ) = = [a CJ iy +abC, T+ T j (31)
where
tio) = 0000 (1= Ph )+ 005000 = 0,05 — (6, = 6,) (0 = 20001, )
o) = Oos0 (900 = 95 ) = (6, = 0)| Py (93421~ 90sP2 ) + 012 (22— PustPs) |
and

f3*(2) = 2¢Zo (¢;4 - (0023)_ (02 - ‘91)(40;4%21 - 2(0036021(0;2 + (PZ ) :
It is to be noted that the minimum MSE, given in (31), reduces to (15) for 6, =0. Further, for
_ opt
(ab.az), B ) =(10.03.0).

the minimum MSE, given in (31), reduces to the MSE of the two-phase sampling regression estimator
of the population mean. Also, for

(8Dt ) =(0:2.0.55).

the minimum MSE, given in (31), reduces to the MSE of the two-phase sampling regression estimator
of the population variance; see, for example, [19]. Further, for

(a, b, a(z)’ﬁ(z)) = (—1,1, a(ozp)t ’ ﬂ(ozgt) ,
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the minimum MSE, given in (31), reduces to the MSE of the two-phase sampling estimator of
coefficient of variation and is given as

s2 . . .
MSE i (tys) )= 25—~ Cr fuyy ~C, Fra L) (32)
Y2(¢04—(0§3) Yz Ty a2 Ty 80)

We will, now, propose a new estimator of general population parameter in two-phase sampling using
information of several auxiliary variables.

4.2. Two-phase sampling estimator with several auxiliary variables

The proposed estimator of general population parameter in two-phase sampling with multiple
auxiliary variables is

. % o
by = 95 (SSa)) [“ e (K R )+ 2B Sk~ She ﬂ - (33)

The estimator (33) provides various estimators as special cases for specific choices of the
parameters involved. For example, if

(a, b, aj(Z)’ﬂj(Z)) = (1’ 0, ai(Z)'O) ’

then we have a regression type estimator of the population mean for two-phase sampling with multiple
auxiliary variables. Again, if

(a, b;aj(z)!ﬂj(z)) = (0’ 2,0, ﬂj(z)) ’

then we have a regression type estimator of the population variance in two-phase sampling with
multiple auxiliary variables. Further, if

(a, b, aj(z)aﬂj(z)) = (_1’1’ ai(Z)’ﬂj(z)) '

then we have a two-phase sampling estimator of the coefficient of variation with multiple auxiliary
variables. Now, to derive the bias and MSE of the proposed two-phase sampling estimator, we write it
as

by =V* (1+2,0) Sp(1+e, )b/z [1+Z?_1a(2),- X (£ =800 72 B (B0 ‘%(2))}'

Expanding the powers and retaining only the linear terms, we have
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Vv, / /
— 200X, ) (2, ~ 1))~ Bl S (40 —81) )~ 3Bl S8y (810 0 (34)

Applying expectations, and using (8), the bias of the proposed estimator is

. ab — b , —
Bias(t,,) ) = {92 = Cutts = (6, 91){aag2)xcych _E“/ X®,.C,

()
X (35)
-4 S0 2B S.0%
Again, squaring (34), applying expectation and using (8), the MSE of (35) is
b> = . -
MSE (tz(z)) = t(Za’b) [a292C§ Y 0,040 +abC 0,0, +(0, - 01){aé2)XCXXa(2)
+ P55, @, S,B,; —2aC, 0, XRc, —2aC B, S, @, —bor, X, c, (36)

—ngz)Sx(P; T 2“(2))_((1)0128x|3(2)}]

The optimum values of 05 and [3(2) which minimizes (36) are the same as given in (24) and (25).

Using the optimum values 0y and B(z) in (36), the minimum MSE is

*

b2 * * — —_—
MSE,;i, (tz(z)) = t(za,b) {ezazci +6, I%o +6,a0C @y +(6, - ‘91){‘1/ XC, Xa,,

()
+ B35 ®@,S,B, — 0, X(2aC,R +b®,, )c, (37)
_B(;)SX (Zacy(pIZ +05 ) + 2“2;);((1)012%[5?2) }}

The mean square error of specific cases of (33) can be easily obtained from (37) by using the specific
values of the parameters.
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5. Comparison of the proposed estimators

In this section we have given some comparison of the proposed estimators with some existing
estimators. The comparison will be given in case of a single auxiliary variable. The comparison for the
multiple auxiliary variables case is analogous.

We will first give a comparison of the proposed estimators with the general estimator of
population parameter suggested by [22]. The estimator is

fan) = [yas‘y’ +k (X - Y)] exp {M} exp {M} , (38)

X +(a-1)X Si+(B-1)s:

with mean square error

MSE (£ ) =015 [ sy ~(92=08) | Fba =2 o) Faarn oo + 90 ey }} ' (39)
where
- b2 b
fl(a,b) =a°C, +abC, @, +?g040, fz(a,b) =ap,C, +E%l ,
and

b .
f3(a,b) =aC,¢, +§(P22 :

A close comparison of (39) with (15) indicates that the MSEs of the two estimators are equal. It
is interesting to note that our proposed estimator (9) is much simpler in application than (38). We will,
now, give a comparison of the estimators of specific population parameters.

5.1. Comparison with estimators of the population mean

In the following, we will give a comparison of estimators for estimation of the mean. We know
that the proposed estimator reduces to the estimator of mean for (a,b,a,ﬂ) :(1,0,aopt,,6’opt) and is

given as
tl(M)=y[1+a(>?—7)+ﬁ(sf—s§)]. (40)
The MSE of the above estimator is given in (16) and can also be written as
MSE i () ) = 07 °CE (05— 0) [ 04 (1= P )~ 0 + 20,005 — 2 |
or

((0(:4:05)( - 2pyx¢03¢12 + §0122 )

MSE,,, (t,,) ) =Var (¥)| 1- (75— 02)

, (41)
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where Var(y) = 6’\7205 is the variance of the mean per unit estimator. From above, we can see that

the proposed estimator of the mean is always more efficient than the mean per unit estimator. Again,
the MSE of the proposed estimator of the mean can be written as

(pyx(pos ~— P )2

, 42
Do — 0% ) (1- %) (#2)

MSE (tl(M)) :Var(y”) 1- (

where
Var (¥, )=6Y *C} (1—p5x)

is variance of the classical regression estimator of the mean. It is clear that the proposed estimator will
be more efficient than the classical regression estimator of the mean if p,, > P, - Since the MSE of

the estimators of the mean proposed by [23] is the same as the MSE of the classical regression estimator,
the proposed estimator of the mean, (40), is more efficient than the estimator proposed by [23] if

pyx e (00_31¢12
Further, the estimators proposed by [24,25] are less efficient than the classical regression
estimator; therefore, they are less efficient than the proposed estimator of the mean, given in (40).

5.2. Comparison with estimators of the population variance

It is easy to see that the proposed estimator reduces to the regression type estimator of variance
for

(a,b,a,ﬁ) Z(Ovzvaoptvﬁopt)

and is given as

tyy) =S [1+a(>?—x)+ﬂ(sf—s§)]. (43)
The MSE of the above estimator is given in (17) and can also be written as
MSE (t,y, ) = 65; [(pio S (A N I (o )1} , (44)
or
MSE (&) = MSE (52) - 055 | 0 + (0 ~ ) (0~ 03) |,
where

MSE (s?) = 6, ¢,

is the MSE of the classical estimator of the variance. The expression of MSE, (44), is same as the
expression of the MSE of the variance estimator proposed by [14], but the construction of our proposed
estimator of the variance, (42), is much simpler as compared with the variance estimator given by [14].
Further, it is easy to show that our proposed estimator, (42), is more efficient than the classical
estimator of variance, 35 , and the estimator proposed by [13].
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We will, now, compare our proposed estimator of variance with the estimators proposed by [18,19].
For this, we first see that the MSE of estimators proposed by [18,19] is the same and is given as

MSE,;, <§1\2AH81) = 08Y4 (¢Zo _¢;§¢’gf) :

Now, our proposed estimator of variance will be more efficient than the estimators proposed by [18,19],
if

((0;2 ~ PosP )2 2 ((0;4 - (0023)(§D;2§9;;l _99221) -
6. Numerical study

In this section, we have conducted numerical study of the specific cases of the proposed estimator
of general population parameter. The numerical study has been conducted in two ways: simulation and
study using real population. These numerical studies are given in the following sub-sections.

6.1. Simulation

In this section, the comparison of the proposed estimator is done with some existing estimators
through simulation. The simulation has been done using some popular single- and two-phase sampling
estimators of the mean and the variance. We have used two-phase versions of some of the estimators
of mean and variance which are not available in the literature. The estimators used in the simulation,
in addition to classical ratio and regression estimators of the mean, are given in Tables 1 and 2 below.
The simulation algorithm for single-phase sampling is as below:

1) Generate an artificial population of size 5000 from a bivariate normal distribution
N, (60,45,5%,4%, p) by using different values of the correlation coefficient.

2) Generate random samples of sizes 50, 100, 200 and 500 from the generated population.

3) Compute different estimators by using the generated samples.

4) Repeat steps 2 and 3 for 20000 times for each sample size.

5) Compute mean square error of each estimator of mean and variance at different sample sizes

by using
MSE(t):L%O(tN—ﬁ)z;ﬁ=izooootu;i=C,R,BT,S,KC,AR,1(M);
'’ 20000 S\ 20000 4
. 1 20000 . N2 1 20000 .
MSE(tk)zm é(tkj -t)5E = 30000 & t; k=C,R,YK,MHS, AR,1(V).
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Table 1. Estimators of the mean.

Estimator Single-Phase Two-Phase
) )7 X 7(1) _7(2)
Bhal and Tuteja [23] =y exp ter) = V(o) XP
X +x Xy + X
[ X+S, X+,
Singh [26] Sl L) = Yo
X +S, X2 TS
Kadilar and Cingi [24] te =[V+b(X —X )]¥ L) = [y(z) + b(x(l) X0 ):IY_
(2)
t o=t exp XX t t exp _XoXe
= X —_ AR =k — —
AR T H(R) X +(0l—1)¥ (2) (2) X, +(0!—1) X
Adichwal et al. [21] 2 2 2 2
|: Sx - sx :| |: Sx(l) - Sx(z) :|
xexp| ————— xexpl —————
S’ +(p-1)s’ sl +(B-1)s,)

Proposed L7 :7[“ a(i—7)+ﬂ(55 -s; )] Lo = 7[““(2 —Y2)+,[)’(sf(1) _sz(z) )]

Table 2. Estimators of the variance.

Estimator Single-Phase Two-Phase
. * 22 2 * 2 2 2
Isaki [9] t. =5,S, / S, te2) = Sy2)S) / S.(2)
Isaki t = g2 g2 _g2 g2 2 Q2
saki [9] =S +7(si-s)) w =S + 7 (510 = 5o
2 2
Yadav and Kadilar .= 2 Sy -5y . 2 Sx) T Sx(2)
Ly =S, eXp[ﬁ L) =S 8P| 7~ 7
[18] s?+(a-1)s’ ’ sk +(a—1)s%,
Al-Marshadi [19] tys =S, +In(s; /7))’ tuscz) = Siz) + N (20 /50 )
t :[sz+k( ]exp :[ +k( ]exp LY(Z)
m =Sy % (a 1) b =[Sy2) W~ Xe) (a-D%,
Adichwal et al. [21] 2 g ) )
_ S-S S ~Sx2)
x exp > XeXp|
Sx + (ﬁ 1) S sx(l) + (ﬂ _1) Sx(Z)
Proposed by =) [Lra(X=%)+ B(S] =51) ]ty =S [1+a(Xy =R )+ B(Sk =S|

In the above tables Y|, and sj(z) are the second phase mean and variance of the study variable.

Similar notations hold for the auxiliary variable.
The simulation algorithm for two-phase sampling is as below:
1) Generate an artificial population of size 5000 from a bivariate normal distribution
N, (60,45,5%,4%, p) by using different values of the correlation coefficient.
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2) Generate first phase random samples of sizes 500 and 1000 from the generated population.

3) Generate second phase random samples of sizes 5%, 10% and 20% of the first phase sample.

4) Compute different estimators by using the second phase sample mean of Y, first and second
phase sample means of auxiliary variable X and some population measures of auxiliary variable
X.

5) Repeat steps 2—4 for 20000 times for each combination of first and second phase sample size.

6) Compute bias and mean square error of each estimator at different sample sizes as given in step
5 for the single-phase case above.

The results of the simulation study are given in Tables 3-6 below.

Table 3. Mean square error of estimators of mean in single-phase sampling.

Py n te) tr) 'Gp) ts) to) taar) tiv)
50 1.0427 0.6061 0.6287 0.9567 1.0519 0.7035 0.4151
09 100 0.5201 0.2969 0.3133 0.4771 0.5227 0.3304 0.2006
200 0.2571 0.1479 0.1566 0.2363 0.2575 0.1605 0.0991
500 0.0959 0.0535 0.0575 0.0879 0.0960 0.0592 0.0357
50 1.0844 0.6233 0.6561 0.9966 1.0931 0.7246 0.4283
05 100 0.5172 0.3000 0.3141 0.4753 0.5198 0.3395 0.2030
200 0.2526 0.1442 0.1526 0.2319 0.2533 0.1587 0.0966
500 0.0945 0.0541 0.0572 0.0868 0.0945 0.0607 0.0361
50 1.0713 0.6151 0.6479 0.9843 1.0826 0.7256 0.4232
05 100 0.5140 0.2954 0.3116 0.4724 0.5157 0.3342 0.1997
200 0.2577 0.1475 0.1566 0.2369 0.2581 0.1619 0.0989
500 0.0950 0.0541 0.0578 0.0873 0.0949 0.0598 0.0361
50 1.0681 0.6224 0.6477 0.9812 1.0797 0.7154 0.4279
0.9 100 0.5247 0.2952 0.3150 0.4814 0.5272 0.3317 0.1990
200 0.2560 0.1435 0.1534 0.2347 0.2560 0.1600 0.0962
500 0.0972 0.0540 0.0583 0.0892 0.0973 0.0599 0.0360

Table 4. Mean square error of estimators of variance in single-phase sampling.

Py n te ty tyx tuns tanr t1(V)
50 61.6715 26.9648 26.9308 26.8381 27.7020 22.0301
0.9 100 27.7252 13.1662 13.1631 13.1524 13.3192 10.6404
200 12.8528 6.3378 6.3375 6.3360 6.3789 5.1016
500 4.6520 2.3183 2.3183 2.3183 2.3230 1.8582
50 59.5725 27.2676 27.2198 27.1438 27.9374 22.2485
05 100 27.4137 13.0218 13.0167 13.0075 13.1495 10.5085
200 12.8765 6.2683 6.2680 6.2685 6.2991 5.0372
500 4.6790 2.3569 2.3569 2.3568 2.3614 1.8891
50 58.6802 26.2101 26.1634 26.0787 26.9010 21.4129
05 100 26.9036 12.7161 12.7129 12.7077 12.8867 10.2948
200 12.6693 6.0603 6.0600 6.0589 6.0901 4.8706
500 4.5555 2.2384 2.2384 2.2383 2.2453 1.7961
50 56.5997 24,9762 24,9441 24.8933 25.6947 20.4355
0.9 100 26.0339 12.1086 12.1053 12.1030 12.2614 9.7939
200 12.4012 5.8972 5.8967 5.8956 5.9264 4.7395
500 4.5886 2.2476 2.2476 2.2476 2.2505 1.8003
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Table 5. Mean square error of estimators of mean in two-phase sampling.

Pyx ny nz to) tw) tem ts) to) tanr) taw)
25 2.0890  1.0373 19112 19194 21234 11317  0.8782
500 50 0.9999  0.5051  0.9329  0.9213  1.0102 05195  0.4134
0.9 100 04722  0.2473 04534 04369  0.4746  0.2507  0.2003
50 1.0267 05036  0.9417  0.9438  1.0365 0.5205  0.4134
1000 100 0.5100  0.2496  0.4710 0.4694 05129  0.2521  0.2015
200 0.2321  0.1216  0.2230 0.2148 02328  0.1221  0.0977
25 20671  1.0531 19128 19030 2.1063  1.1463  0.8937
500 50 1.0167 05058  0.9433 09365 1.0255 05211  0.4152
05 100 04712  0.2495 04559 04366 04739  0.2525  0.2018
50 1.0273  0.4998 09395 09445 10371 05154  0.4099
1000 100 04932  0.2450 0.4587  0.4545  0.4954  0.2479  0.1982
200 02315  0.1211  0.2222  0.2142  0.2317  0.1217  0.0973
25 20570 1.0334  1.8796  1.8898  2.0893  1.1305  0.8792
500 50 1.0152 05163 09491 09359  1.0239 05310  0.4228
05 100 0.4744  0.2517  0.4595  0.4397 04760  0.2542  0.2031
50 1.0414 05136 09596  0.9584  1.0559  0.5271  0.4196
1000 100 04927  0.2492  0.4619 04544 04948 02527  0.2017
200 02330  0.1212  0.2237  0.2157 0.2334  0.1217  0.0973
25 20973  1.0670 19361  1.9292 21516  1.1602  0.9049
500 50 1.0017 05139  0.9407 09236  1.0123 05300  0.4219
0.9 100 04711  0.2470 04530 04360 0.4733  0.2488  0.1989
50 1.0307 05008 09377 09464  1.0417 05150  0.4101
1000 100 04979  0.2491 04637 04586  0.5004  0.2520  0.2014
200 02337 0.1219 0.2236 0.2160 0.2346  0.1224  0.0979
Table 6. Mean square error of estimators of variance in two-phase sampling.
Pyx N N2 tc ty tyx tuns tanr t1(V)
25 140.5358 57.3500 56.9743 56.3199 61.4633 48.0799
500 50 57.6091 26.9982 26.9350 26.8751 27.7169 22.0829
09 100 24.3699 13.1517 13.1486 13.1413 13.2844 10.6166
50 58.5709 26.8444 26.7882 26.6943 27.5534 21.9302
1000 100 26.1174 12.8386 12.8346 12.8230 12.9687 10.3608
200 11.7293 6.3042 6.3039 6.3032 6.3292 5.0615
25 138.3087 57.6001 57.1780 56.5402 61.8000 48.1299
500 50 57.1008 26.5565 26.4872 26.4285 27.1874 21.6863
05 100 24.3847 12.9400 12.9366 12.9321 13.0727 10.4453
50 59.4134 27.1282 27.0971 27.0369 27.9262 22.2336
1000 100 26.4397 13.0561 13.0523 13.0450 13.2347 10.5728
200 11.5907 6.2638 6.2633 6.2621 6.2878 5.0286
25 136.2103 54.8615 54.5167 53.8812 58.8619 45.7701
500 50 56.2874 26.2092 26.1650 26.1164 26.8153 21.3371
05 100 23.7153 12.4007 12.3988 12.3934 12.4807 9.9721
50 56.8057 25.9255 25.8763 25.7851 26.5693 21.1616
1000 100 25.5146 12.5213 12.5186 12.5121 12.6728 10.1253
200 11.3721 6.0205 6.0202 6.0187 6.0462 4.8353
25 129.8467 54.2527 53.9338 53.3785 57.7821 45.2401
500 50 54.9371 25.4004 25.3675 25.3054 26.0071 20.6980
0.9 100 23.6268 12.3209 12.3179 12.3106 12.4336 9.9337
50 57.6789 25.1016 25.0690 25.0215 25.8700 20.5610
1000 100 24.9836 12.3588 12.3558 12.3502 12.4728 9.9643
200 11.3057 5.8657 5.8654 5.8639 5.8861 4.7076
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We can see, from the above tables, that our proposed estimators of the mean and the variance
outperform other competing estimators. The results given in the above tables also indicate that the
mean square error of all of the estimators decreases with the increase in the sample size.

The graphs of relative efficiency of various estimators of the mean and the variance, relative to
the ratio estimators of mean and variance, are given in Figures 1 and 2 below. The graphs also show
that our proposed estimators of the mean and the variance have the best efficiency as compared with
the competing estimators. We can also see, from the figures, that the estimator proposed by [25] is the
worst estimator to estimate the population mean. This estimator is even worse than the ratio estimator.
The derived estimator of the mean by [22] is better than some of the estimators used in the study, but
still this estimator performs worse than the classical regression estimator of the mean and the estimator
proposed by [24]. Similar conclusions can be drawn from the comparison of estimators of the variance,
and we can see that our derived estimator of variance outperforms all other estimators used in the study.
The relative efficiencies of the estimators of the variance show that all of the estimators used in the
study perform better than the classical ratio estimator of variance proposed by [9].

1200 Bt{R) Wt(BT) Wt(S) WEKC) Mil(AAR) ETL{M) 1200 mt{R) mt(BT) mt(S) mr(KC) mtl{AAR} mtl{M)

100.0 1000

800
60.0
400
200
0.0
n=50 n=50

n=100 n=200 n =500 n=100 n=200 n=500
1200 mt{R] myBT) wtS) my{KC) mrl(AAR) mul(M) 1200 WiR) WHBT) WtS) WtKC) Wtl(AAR] Etl{M)

n=100 n=200 n=500

Py =-0.9 Py =-05

1000 1000

800 80.0

60.0 60.0

400 40.0

200 20.0
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n=50 n =10 n=200 n=500

Py =05 Py =09

Figure 1. Relative efficiency of various estimators of mean.
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6.2. Empirical study using real populations
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Figure 2. Relative efficiency of various estimators of variance.

In this section, we have conducted an empirical study of some popular estimators of the mean and

the variance by using some real populations. We have used five populations for this empirical study.
The first three populations are taken from [27], and the last two are taken from [28]. Summary
measures of the populations are given in Table 7 below.
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Table 7. Summary measures of the populations.

Measures Pop-I Pop-11 Pop-III Pop-1VvV Pop-V
N 17 58 32 23 110

Y 202.9529 13.1879 55.9062 61.3478 6.8317
)Z 25.0588 31.8207 4.4222 39.6087 27.4273
85 33.1739 2.4702 2475071 279.3281 5.2488
Sf 9.1211 24.4701 2.1090 71.7036 278.3754
Pyx 0.9972 0.5557 0.7815 -0.7737 -0.0645
{0:0 0.9469 2.0227 2.2414 1.4656 1.6078
60;4 0.9062 1.7776 1.8657 0.9113 0.7985
{0;2 0.9199 0.2282 1.2776 0.5534 -0.0469
o3 0.3713 0.4208 0.9532 0.2330 0.0280
25 0.3175 0.0146 0.5743 -0.1069 0.1094
Pz 0.3438 -0.0931 0.6016 0.0190 0.0139

The empirical study has been conducted by using a 25% sample from each of the populations.
We have used six estimators of the mean and five estimators of the variance in this empirical study.
The estimators of the mean that we have used are given in Table 1 above, excluding the estimator
by [22], as it has the same mean square error as the mean square error of our proposed estimator. The
estimators of variance that we have used in this empirical study are classical ratio and regression
estimators by [9], estimator by [12], estimator by [13] and our derived estimator of variance, given in
Table 2 above. The mean square error of various estimators is computed for each population. The results
are given in Tables 8 and 9 below.

Table 8. Mean square error of selected estimators of mean.

Estimator Population-1 Population-2 Population-3 Population-4 Population-5
tc 67.0059 0.1675 12.4789 123.7334 0.6637
t 0.0353 0.0925 9.0312 17.5502 0.1461
lgr 8.0789 0.0938 9.9412 76.9963 0.2845
[ 49.5017 0.1365 9.2494 105.7338 0.3546
tye 114.4157 0.3203 40.6317 44,4738 0.6287
t1(M) 0.0296 0.0836 8.5327 15.5233 0.1460
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Table 9. Mean square error of selected estimators of variance.

Estimator Population-1 Population-2 Population-3 Population-4 Population-5
t:; 2.8368 1.1056 8912.8527 15510.8332 1.9248
t; 2.7938 0.6591 7848.1442 13794.3352 1.2358
t;c 53.3671 0.7403 8213.9491 13922.3775 1.4277
tZA 191.9420 0.6700 11944.0214 18316.7933 1.2579
t1(v) 1.9203 0.6585 7779.2856 12993.2609 1.2263

From the above tables, we can see that our proposed estimators of the mean and the variance
perform better than all other competing estimators. We can also see that the estimator of the mean
proposed by [25] and the estimator of the variance proposed by [13] are the worst estimators. The
performance of these estimators increases where population variance of the study variable is much
smaller as compared with the population variance of the auxiliary variable.

7. Conclusions

In this paper, we have proposed some estimators of the general population parameters for single-
and two-phase sampling. These estimators have been proposed by using information of a single and
several auxiliary variables. The proposed estimators can be used to obtain estimators of population
mean, population variance and population coefficient of variation. The expressions for the mean square
error of the proposed estimators have been obtained for single- and two-phase sampling. We have seen
that our proposed estimators have smaller mean square error as compared with some of the existing
estimators. We have conducted extensive simulation study of the proposed estimator for single- and
two-phase sampling. Several available estimators are compared in the simulation study. We have seen
that our proposed estimators of the mean and the variance perform better than the competing estimators
used in the study. We have also seen that the simulated mean square errors of various estimators
decrease with increase in the sample size. We have also conducted an empirical study using some real
populations. The empirical study has been conducted by computing the analytical mean square error
of various estimators. The empirical study shows that our proposed estimators of the mean and the
variance are better than the other estimators used in the study. It is, therefore, recommended that the
proposed estimators are better choices for estimation of population mean and population variance as
compared with the existing estimators.
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