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Abstract: In this article, an alternate method for estimating the volatility parameter of Bitcoin is
provided. Specifically, the procedure takes into account historical data. This quality is one of the
most critical factors determining the Bitcoin price. The reader will notice an emphasis on historical
knowledge throughout the text, with particular attention paid to detail. Following the production of a
historical data set for volatility utilizing market data, we will analyze the fundamental and computed
values of Bitcoin derivatives (futures), followed by implementing an inverse problem modeling method
to obtain a second-order differential equation model for volatility. Because of this, we can accomplish
what we set out to do. As a direct result, we will be able to achieve our objective. Following this, the
differential equation of the second order will be solved by an artificial neural network that considers
the dataset. In conclusion, the results achieved through the utilization of the Python software are given
and contrasted with a variety of other research approaches. In addition, this method is determined with
alternative ways, and the outcomes of those comparisons are shown.
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1. Introduction

Bitcoin is a virtual currency that gained popularity and prosperity when its price reached more than
13,000 USD in early 2018. This digital currency was a combination of creativity, overcoming legal
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barriers, and eliminating intermediaries in various financial and banking affairs that made financial
transactions possible at the international level. Therefore, in the short time of its emergence, it attracted
much attention, and a bright future awaits virtual currencies. This currency has been associated with
very high price fluctuations and has grown significantly in this short period . As seen in Figure 1, the
tangible price growths of bitcoin occurred in 2018 and 2021 and peaked at highs of approximately
14000 USD and 64000 USD, respectively. It is expected that this currency will have more growth
because the maximum supply of this currency is limited to 21,000,000 units. This restriction and
varied news about cryptocurrencies has caused this currency to fluctuate more . Given the growing
fluctuations of this digital currency, many studies have been done in this area. One of the topics we
can use to understand its behavior better is the study of the volatility parameter. By getting an accurate
estimate of Bitcoin Volatility and accurately estimating this currency’s behavior in the future, we can
correct the price of many of its related financial derivatives.

Figure 1. Bitcoin price.

Black and Scholes [8] considered six assumptions for pricing financial assets. Since then, many
articles have been published on pricing financial assets without considering some of these conditions.
One of these conditions is that the volatility parameter is constant, which will be obtained using the data
variance directly [7]. However, this parameter is generally dynamicin the real world, and Merton was
one of the first to study it [44]. Another critical issue in line with these problems is the behavior of this
parameter in the future. Recognizing future volatility behavior as a risk indicator in various financial
areas such as risk management, portfolio optimization, asset pricing, and several financial behaviors is
essential ( [6, 9, 20, 46]). Many studies have been conducted on modeling and predicting volatility in
the stock market ([3, 47, 48]), and an attempt has been made to provide an efficient method or model
for it. However, volatility behavior in the cryptocurrency market is different. Different methods have
been presented to estimate this parameter, and one of these methods is GARCH-type models. Glaser
et al. 2014 [27]; Gronwald 2014 [32] using linear GARCH, Dyhrberg 2016 [1]; Bouoiyour and Selmi
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2015 [11]; Bouri et al. 2017 [13] adopting the Threshold GARCH, Dyhrberg 2016 [23] applying
Exponential GARCH, tried to estimate this parameter. Although they opened a new view , these
researchers generally considered just one heteroskedasticity model. Katsiampa compared different
mentioned GARCH models and their ability in other circumstances [37]. The ARCH and GARCH
families are generally used as tools for Volatility modeling. One of the problems with these methods is
that each member of this family depends on specific conditions and may lose effectiveness by changing
the conditions. For example, GARCH is unsuitable in asymmetric conditions and does not have a
suitable output [22, 15]. On the other hand, the approach of using past data to predict the future of this
family is beneficial. One of the powerful instruments to solve this problem is differential equations,
which will not change the method used as the conditions change, and the future value depends on
past weights. Therefore, this paper will use differential equations to estimate future volatility value.
Another problem with the GARCH family of models is that they are generally used for low-frequency
data without considering the nonlinear properties of the information and are not well responsive to
high frequencies [24, 41]. To solve the problem of high-frequency data, Corsi [17] proposed the
heterogeneous autoregressive model of realized volatility (HAR-RV) for heterogeneous markets. Also,
Andersen et al. [2] introduced the autoregressive fractionally integrated moving average (ARFIMA)
prediction model. Although the ARFIMA and HAR-RV models are well adapted for high-frequency
data, they still do not work well for cases where the data behavior is nonlinear [41]. Many studies were
presented to solve such problems ([10, 18, 26, 28, 43]), but these studies were still based on the old
econometrics methods. With the introduction of different forms of machine learning, many of these
problems were solved. Among the various fields of machine learning, deep learning has solved many
problems in the mentioned methods alone. For example, Karaoglu et al. [36] use the model provided
by Graves [30] to predict stock prices. Bao et al. [5] considered technical indicators as instruments to
forecast stock prices using deep learning. This approach was not limited to stock price predicting but
was also used in volatility forecasting (e. g. [41, 56]). Lei et al. [41] used this instrument to predict
volatility based on high-frequency financial data and showed that this method is much better than the
ARCH and GARCH families. Deep learning features that can be a disadvantage are sufficient data and
high error cases, so using dynamic systems and differential equations can help us control these cases.
In this study, we want to combine machine learning and differential equations and investigate the result
with direct machine learning.

In addition to the mentioned methods, Azizi and Neisy [4] modeled volatility using past data and
linear regression, but obviously, linear regression will not work well. Hoang and Baur [34] tried to
estimate implied volatility using AutoRegressive Moving Average or Heterogeneous AutoRegressive
in Bitcoin options traded on the options exchange Deribit. Their results show it does not work well
for the lower weekly timeframe. One of the essential advantages of differential equations is their time
flexibility, and they can adapt to a different timetable according to the accessible data. The inverse
problem is also another method used for estimating volatility. Chiarella et al. [16] developed an
efficient, less complex process for evaluating by considering inverse problems and studying Lagnado
and Osher’s work [40]. In fact, by using inverse problems, they reached a PDE for volatility, and
by solving it, they obtained a suitable model. Furthermore, Neisy and Salmani [45] and Xu and Jia
[55] applied the Chiarella et al. method to the jump-diffusion processes asset model. We also use
this modeling approach in part of our work. Inverse problems are compelling but have a fundamental
problem. These methods are available for predicting and working with considering assumptions over
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a while. Hence, we use this method to arrive at a differential equation and combine it with machine
learning. This paper provides a new approach to estimating Bitcoin volatility that covers the mentioned
problems, such as volatility model inconsistency with issue conditions and lack of unique data. It uses
available data to obtain a suitable model from an Artificial Neural Network (ANN) framework. In
detail, by comparing the actual and computed value of Bitcoin Future price, we generate a volatility
historical data set and, using Chiarella et al. inverse problem modeling idea, reach a second-order
differential equation (ODE) for it. Finally, it will be solved by applying ANN. As mentioned, in this
study, we try to predict and estimate the volatility value of Bitcoin using a historical volatility data value
obtained from the market and comparing the actual value and computed value of this cryptocurrency’s
future price. For this purpose, the next section is dedicated to pricing the future, and section 3 is
about obtaining the volatility ODE and solving it by ANN. Finally, in section 4, we investigate the
performance of this method with actual data and show results by Python.

2. Future pricing

This section focused on modeling and pricing the Bitcoin Future using mathematical concepts. For
this purpose, consider that the Bitcoin price changes follow a stochastic process as below:

dB(τ) = αB(τ)dτ + σB(τ)dw, (2.1)

where α, σ and w are drift, volatility and Wiener process and also consider F(B(τ), τ) as a Bitcoin
Future price with Bitcoin price B(τ) at time τ.

According to the multiplication property of differentials as follows [39]:

dτ × dτ = 0,
dτ × dw = 0,

dw × dw = dτ,

and using Ito lemma, the price changes of the future is as [31], [49]:

dF = Fτdτ + FBdB +
1
2

FBBdBdB, (2.2)

where
dBdB = σ2B2dt. (2.3)

With simplification, we obtain the following:

dF = (Fτ + αBFB +
1
2
σ2B2FBB)dτ + σBFBdw. (2.4)

Applying the above equations to the Feynman-Kac formula and changing the time variable as t =
T − τ, we have the future price PDE as follows [35, 50]:

Ft = αBFB +
1
2
σ2B2FBB − rF, (2.5)

we consider the initial condition that shows the price at contract time as bellow [19]:
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F(B(0), 0) = B(0), (2.6)

and boundary conditions:

lim
B(t)→0

F(B(t), t) = 0,

lim
B(t)→∞

F(B(t), t) = lim
B(t)→∞

B(t).
(2.7)

We consider the finite difference method using [42, 54] to solve this PDE. Hence, without losing
the generality of the problems, consider the Bitcoin price changes as a limited interval in the form of
B0 = Bmin ≤ B1 ≤ ... ≤ Bn = Bmax and by this discretization use the iterative method as

Fk+1 = AFk + Bo, (2.8)

where the Fk=0 can come by the mentioned initial value 2.6, k is index of time discretization, A is
derivative matrix and Bo is boundary condition as bellow:

A =



γ1 δ1 0
β2 γ2 δ2

. . .
. . .

. . .

βn−2 γn−2 δn−2

0 βn−1 γn−1


(n−1)×(n−1)

,

Bo = [0, ..., 0, δn−1Bmax]Tra.
1×(n−1),

t0 = 0 ≤ t1 ≤ ... ≤ tk ≤ ... ≤ tK = T,

(2.9)

where

βi =
(
σ2Bi

2/
(
∆B2

)
− αBi/ (2∆B)

)
∆t,

γi = 1 −
(
r + σ2Bi

2/
(
∆B2

))
∆t,

δi =
(
σ2Bi

2/
(
∆B2

)
+ αBi/ (2∆B)

)
∆t,

∆B = Bi+1 − Bi,

∆t = tk+1 − tk.

(2.10)

To obtain the volatility in each time step, we estimate it by equation the comparison 2.8 with real
value. In other words, we suppose that the actual future value in the market at time tk+1 with Bitcoin
price Bi is Fk+1

i
∗ and by replacing Fk+1

i
∗ on the PDE 2.5, the following equation will be obtained as

follows:

Ω(σk) = −
Fk+1

i
∗
− Fk

i

∆t
+ αBi

Fk
i+1 − Fk

i−1

2∆B
+ 0.5σ2

k B2
i

Fk
i+1 − 2Fk

i Fk
i−1

∆B2 − rBi, (2.11)

Now, considering the Newton-Raphson, the estimation of σk value is as below:

σ
j+1
k = σ

j
k −
Ω(σ j

k)

Ωσk(σ
j
k)
, (2.12)
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In this section, the Bitcoin Future is modeled, and the amount of volatility is estimated using
it. Although volatility data can be obtained from the market, we have tried to provide a method
for estimating it if it is not available from the market, or similar studies do not encounter problems
calculating volatility when they want to use this method.

3. Bitcoin volatility estimation

Bitcoin is one of the most volatile cryptocurrencies. In this section, we want to predict the daily
volatility value by mathematical concepts by reducing the difference between the computed and actual
value of the Bitcoin Future. For this matter, suppose σ is a function that depends on time. The real
future is shown as F∗(σ(t), B(t), t) and using this notation, we want to minimize the bellow function:

Ĵ(σ(t)) =

∞∫
0

∞∫
0

(F(σ(t); B(t), t) − F∗(σ(t); B(t), t))2dB(t)dt. (3.1)

Theorem 1. Let X, and Y be normed spaces and K : X → Y be a linear compact operator with
nullspace ℵ(K) := {x ∈ X : Kx = 0} Let the dimension of X/ℵ(K) be infinite. Then there exists a
sequence (xn) ⊂ X, such that Kxn → 0 but (xn) does not converge. We can even choose (xn) such that
∥xn∥ → ∞.

Proof. See [38] page 12. □

According to the nature of financial data and the above theorem 1, the expression 3.1 is generally
ill-posed. In this situation, [16], we can use Tikhonov regularization and rewrite the above function as
follows:

J̄(σ(t)) =

∞∫
0

∞∫
0

(F(σ(t); B(t), t) − F∗(σ(t); B(t), t))2dB(t)dt + λ|σ(t)|2, (3.2)

where λ is the regularization parameter. Without losing the generality of problems, consider the
following equation:

G(σ(t); t) =

∞∫
0

(F(σ(t); B(t), t) − F∗(σ(t); B(t), t))2dB(t), (3.3)

so we have:

J̄(σ(t)) =

∞∫
0

G(σ(t); t)dt + λ|σ(t)|2. (3.4)

Suppose σ(t) ∈ L2 or in other word consider σ(t) is member of the twice differentiable space in interval
(0,∞), so we have [16]

∞∫
0

|σ(t)|2dt ≤ c

∞∫
0

(
dσ(t)

dt

)2

dt. (3.5)
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for some c > 0. Replacing the above integration, we reach

J(σ(t)) =

∞∫
0

G(σ(t); t) + λ
(
dσ(t)

dt

)2

dt, (3.6)

In this regard, consider the below theorem.
Theorem 2. (The Euler-Lagrange Equation) If I(Y) is an extremum of the functional

I(Y) =

b∫
a

Lg(x, y, y′)dx,

defined on all twice differentiable functions space such that y(a) = φ, y(b) = ψ, then Y(x) satisfies the
second order ordinary differential equation

d
dx

(
∂Lg
∂y′

)
−
∂Lg
∂y
= 0. (3.7)

Proof. See [51], and [53] page 20. □

Now suppose

Lg = G(σ(t); t) + λ
(
dσ(t)

dt

)2

. (3.8)

Using the Euler-Lagrange equation, we have

d
dt
∂Lg
∂σt
−
∂Lg
∂σ
= 0, (3.9)

where,
d
dt
∂Lg
∂σt
= 2∂2σ

∂t2 ,
∂Lg
∂σ
=

∂G(σ(t);t)
∂σ

,
(3.10)

so we obtain:

∂2σ

∂t2 = θ
∂G(σ(t); t)

∂σ
. (3.11)

Since the value of F∗(σ(t), B(t), t) is not accessible for all of t and B(t), obtaining the model of
θ ∂G(σ(t);t)

∂σ
is not possible easily. So, we try to estimate it with accessible, accurate data on Bitcoin

volatility that can be obtained from the market or calculated by comparing the actual future value and
computed future price received from the numerical method in the previous section. For this matter, we
can consider the following equation:

g(σ(t), t) = θ
∂G(σ(t); t)

∂σ
, (3.12)

and rewrite the above second-order differential equation to a set of first-order differential equations as{
∂σ
∂t = y,
∂y
∂t = g(σ(t), t).

(3.13)
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To solve the set 3.13, at first, the g(σ(t), t) value must be obtained. For this purpose, we consider a
neural network to estimate the g(σ(t), t) as follows, Figure 2:

Figure 2. Neural Network graph.

According to the neural network graph, σ(t) and t are the input value of the neural network, and
h(σ(t), t) is an estimation of g(σ(t), t). The question is, ”What is the output of this supervised learning?”
for starting training. As mentioned, we have the volatility value at each time step, so consider the data
set as follows:

D = {(t0, σ(t0)), ..., (tm, σ(tm))},∆t = ti+1 − ti, (3.14)

and using Wang et al. study [52], the approximated g(σ(t), t) value in these points is

dy(ti)
dt
= g(σ(ti), ti) ≈


−σ(ti+2)+4σ(ti+1)−3σ(ti)

2∆t i = 1,
σ(ti+1)−σ(ti−1)

2∆t i = 2, ..., n − 1,
3σ(ti)−4σ(ti−1)+σ(ti−2)

2∆t i = n.
(3.15)

Using σ(t) and t as inputs and considering the above approximation as the output, the training data
set is complete, and we can start training. Mean Squared Error is utilized as the cost function to train
this network, and also this network is constructed using Tensorflow and trained with Adam optimizer.

Algorithm

Step 1. Data collection: Using historical data (previous volatility and future values), make the dataset
as bellow:

D = {(t0, σ(t0)), (t1, σ(t1)), ..., (tm, σ(tm))},

Step 2. Data preparation: prepare the dataset to adapt differential equations and training problems:

D̄ =
{(

X0,
dy(t0)

dt

)
,

(
X1,

dy(t1)
dt

)
, ...,

(
Xm,

dy(tm)
dt

)}
,

where Xi = (ti, σi) and dy(ti) obtained from Eq 3.15;
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Step 3. Model training: try to find a suitable approximation of g(σ(t), t) using D̄ dataset and training
and show it by h(σ(t), t) ;

Step 4. Forecasting: predict future value using Eq 3.13 as bellow:σk+1 = σ
∗
k + ykdt,

yk = yk−1 + h(σ∗k, tk)dt,

where σk+1 and σ∗k are predicted volatility value for time tk+1 and true value of volatility that
happened at time tk.

4. Numerical result

In this section, we tend to investigate the performance of our method. Hence, we want to predict the
value of Bitcoin volatility using real data value. For this matter, consider the actual value of Bitcoin
Future from 1-Jan-2021 to 29-Jul-2021, whose maturity is 21-Aug-2021, as shown in Figure 3.

Figure 3. Bitcoin Future price.

Using the previous section’s numerical method to price future and volatility value in the market, we
form the volatility data set with its value at each time step and try to train the model.

Using σ(t), t, and a neural network with four layers such as (2,30,20,10,1), the y value is obtained
as shown in Figure 4.

Figure 4. ’y’ value.
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In the following, considering the 150 days volatility value as training data and the next 50 days as
testing data, the resulta are shown in Figure 5.

Figure 5. Volatility prediction.

Where its relative error is as Figure 6 shows the high performance of our methods with 10−2

accuracy in relative error.

Figure 6. Relative error.

In the following, the presented method is compared to ARCH, GARCH, and Deep Learning. For
comparing the approaches, we firstconsider the dataset 3.14 and present the model. The first model is
ARCH as follows ( for more details, see [29]):

σt = vtεt

vt =
√

a0 + a1σt−1 + a2σt−2 + ... + apσt−p

εt ∈ N(0, 1)
, (4.1)

Where ai > 0 is estimated using historical data. Also, the GARCH is as (for more details, see [25]):

σt = vtεt

vt =
√

a0 + a1σt−1 + a2σt−2 + ... + apσt−p + b1vt−1 + b2vt−2 + ... + bqvt−q

εt ∈ N(0, 1)
, (4.2)

where ai > 0 and b j > 0. For Deep Learning, considering dataset 3.14, try to train the model using a
neural network like mentioned in section 3 with t input and σ(t) output [41]. Quantifying p = 15 and
q = 15, the results is as Figure 7.
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Figure 7. Relative error comparison.

The line chart 7 illustrates the change in prediction error value in each subsequent 50 days for five
forecasting methods. Overall, as can be seen, all forms fluctuated in this period except this research
approach (DEANN). Although Lei et al. [41] study result, the Deep learning (DL) method did not work
well for this example compared to ARCH and GARCH. However, their error values converge through
time. Since Lei et al. [41] used the LSTM DL technique, which employs a highly complex network,
gradient vanishing may occur. Thus, this flaw may cause the example’s poor performance. Although
DL did not meet our expectations, the ARCH and GARCH performed suitably in the fifty percent of the
route. However, in the following, with short volatility, the amount of error has grown tangible quickly.
With all of the oscillations in different approaches, the DEANN method has the slightest fluctuation.
The combination of differential equations and neural networks leads us to the outputs whose value
change moves parallel to the actual value and is so close to them.

In addition to assessing Bitcoin Volatility, this strategy’s effectiveness was evaluated using two
estimations of the volatility of Google and Amazon shares, as shown in Figure 8.

Figure 8. Google and Amazon volatility estimation.

Our technique predicted the volatility of Google and Amazon shares with a tiny margin of error, as
shown in Figure 8. In the following, to investigate this method’s prediction error, the histogram and
density diagram for these section numerical results are prepared in Figure 9.
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Figure 9. Histogram and density of error.

As can be seen, the error almost follows the log-normal distribution, although the range of this
distribution is minimal. Although the error follows a log-normal distribution, the error domain is
concise. From the error diagram of numerical results that are shown in Figure 6, Figure 8, and Figure
9, one may conclude that the error is almost constant. The stability of the error in this process may
be attributed to the machine learning modeling technique based on step 4 of the algorithm described
in the preceding section, which uses differential equations. From a different perspective, the constant
value of the error value might suggest that this algorithm cannot determine the proper bias parameter,
which can be seen as a drawback of this approach.

5. Conclusions

In this paper, we present a new method for predicting bitcoin volatility. Predictive models in this
field (such as the GARCH method) may not work well in various situations. Also, techniques such as
inverse problems require large amounts of data that may not be easily possible, and inverse problems
generally are not used for forecasting. According to this paper’s approach, the presented method’s
flexibility is such that it does not encounter these problems. In the first step of this method, a historical
volatility dataset was generated using the market data and the actual value of future prices in the market.
In the next step, we obtained an ODE for volatility considering inverse problem modeling, and in the
end, since the ODE had an unknown part, we solved it by ANN using the considered dataset. Finally,
we showed the results using Python. As can be seen in the numerical results, 200 days of data have
been used, and the next 50 days are predicted. Since the volatility value is less than zero, the relative
error is used, presenting that the accuracy of test data is 10−2. Comparing this method with other
methods, the changes in the output value of our model are parallel to the actual value, and the error
value is almost constant. By considering this feature, we can combine this method with reinforcement
learning for further study, improve the algorithm, and obtain better results.
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