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Abstract: The crucial problem when applying classification algorithms is unequal classes. An 

imbalanced dataset problem means, particularly in a two-class dataset, that the group variable of one 

class is comparatively more dominant than the group variable of the other class. The issue stems 

from the fact that the majority class dominates the minority class. The synthetic minority over-

sampling technique (SMOTE) has been developed to deal with the classification of imbalanced 

datasets. SMOTE algorithm increases the number of samples by interpolating between the clustered 

minority samples. The SMOTE algorithm has three critical parameters, “k”, “perc.over”, and 

“perc.under”. “perc.over” and “perc.under” hyperparameters allow determining the minority and 

majority class ratios. The “k” parameter is the number of nearest neighbors used to create new 

minority class instances. Finding the best parameter value in the SMOTE algorithm is complicated. 

A hybridized version of genetic algorithm (GA) and support vector machine (SVM) approaches was 

suggested to address this issue for selecting SMOTE algorithm parameters. Three scenarios were 

created. Scenario 1 shows the evaluation of support vector machine SVM) results without using the 

SMOTE algorithm. Scenario 2 shows that the SVM was used after applying SMOTE algorithm 

without the GA algorithm. In the third scenario, the results were analyzed using the SVM algorithm 

after selecting the SMOTE algorithm's optimization method. This study used two imbalanced 

datasets, drug use and simulation data. After, the results were compared with model performance 

metrics. When the model performance metrics results are examined, the results of the third scenario 

reach the highest performance. As a result of this study, it has been shown that a genetic algorithm 

can optimize class ratios and k hyperparameters to improve the performance of the SMOTE 

algorithm. 
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1. Introduction 

Imbalanced datasets are the most prevalent problem in classification algorithms. An imbalanced 

dataset problem means, particularly in a two-class dataset, that the group variable of one class is 

comparatively more dominant than the group variable of the other class. In such a case, the group with 

fewer observations is referred to as the “minority class”, whereas the other group with significantly more 

observations is referred to as the “majority class”. When the model is inadequately trained with samples 

that have limited label data, it produces inaccurate estimations during the estimation process. The issue 

stems from the majority class dominating the minority class. When the applied model is biased toward 

the class with the majority of the observations, it results in the inaccurate classification of the minority 

class. The problem of unbalanced data is growing in importance in real-world domains. Examples are 

high-resolution aerial images, remote sensing, facial recognition, and medical diagnosis [1]. 

The problem encountered in these datasets is the calculation of the performance metrics of the 

algorithms. Accuracy, one of the performance metrics, is the main principle the classification 

algorithms function under, and they primarily aim to keep general errors, over which minority class 

has little influence, to the minimum. Classification algorithms assume that the data distribution is 

uniform across all classes and that the errors stemming from different classes are the same [2]. As a 

result of that, they perform poorly with imbalanced datasets. In other words, since they assume that 

the dataset is balanced, most data mining algorithms produce degenerate models that take no account 

of minority classes. Different imbalanced techniques have been developed to eliminate this problem. 

Applying the synthetic minority over-sampling technique (SMOTE) algorithm is one way to overcome 

this problem. The SMOTE-based sampling method is predicated on an over-sampling method 

proposed by Chawla et al. SMOTE algorithm increases the number of samples by interpolating 

between the clustered minority samples [3]. The SMOTE algorithm has three parameters, the first of 

which, “k” is the number of the closest neighbors used to generate new samples of the minority class. 

The second parameter, “perc.over”, is the number that determines the number of additional cases to be 

generated from the minority classes. The last parameter, “perc.under” decides how many extra cases 

are from the majority classes for each case generated from the minority class. Accurate selection of 

the parameters mentioned above is of vital importance for the SMOTE algorithm to function correctly. 

If the SMOTE algorithm parameters are selected inaccurately, the ensuing problems one may face 

include over-training and underperformance of the algorithm. The optimization method was used to 

estimate these parameters. 

Optimization is finding the solution that gives the best result in the solution space of a problem. 

Mathematical and heuristic techniques are used in solving optimization problems. Most metaheuristic 

algorithms are adapted from biological evolutionary processes, swarm behavior, and the law of physics 

and fall into two categories: single-solution and population-based [4,5]. Single-solution-based 

algorithms use a single candidate solution and develop this solution using local search [6]. Some 

recently developed single-solution-based metaheuristic methods are simulated annealing, tabu search 

(TS), microcanonical annealing (MA), and guided local search (GLS). Population-based 

metaheuristics utilize multiple candidate solutions during the search process [4]. Some population-
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based metaheuristic algorithms are genetic algorithm (GA), particle swarm optimization (PSO), and 

ant colony optimization (ACO). 

GA mimics the Darwinian theory of survival of the fittest in nature. J.H. Holland proposed 

GA in 1992. The essential elements of GA are chromosome representation, fitness selection, and 

biological-inspired operators [7]. The genetic algorithm from population-based models is used 

because all data were considered while optimizing SMOTE parameters.  The purpose of choosing 

the genetic algorithm can be summed up into four items. Firstly, it is the most widely used 

optimization strategy [8]. Second, it is relatively easy to implement, and there is much flexibility 

in setting up the algorithm so that it can be applied to various problems [9]. Thirdly, genetic 

algorithms are often used for search-based optimization problems that are difficult and time-

intensive to solve by other general algorithms. Lastly, Genetic Algorithms are faster and more 

efficient when compared to traditional brute-force search methods. Genetic Algorithms have been 

proven to have many parallel capabilities [10]. The studies in recent years have been examined in 

the following paragraphs. 

The imbalanced dataset issues have become more prevalent in recent years. According to 

Nimankar and D. Vora [11], the proposed system solved the class imbalance problem by balancing the 

unbalanced class with SLS (Safe-Level Synthetic Minority Oversampling Technique) and ADASYN 

(Adaptive Synthetic Sampling Approach. KNN (K-Nearest Neighbors) and SVM (Support Vector 

Machine) algorithms whose parameters were selected by Cuckoo Search optimization were applied to 

the balanced data set. According to the results of the analysis, it has been seen that this optimization 

technique improves performance. Jiang et al. [12] suggest GASMOTE, a new genetic-based SMOTE 

algorithm that takes advantage of different sampling rates for each minority class sample. Risk 

prediction in rockburst instance data was used for analysis. They compared the results after creating 

decision tree algorithms. The results show that the prediction accuracy of analysis is significantly 

improved. Obiedat et al. [13] proposed a new hybrid model to analyze the impact on sentiment toward 

various restaurants in Jordan. They solved the imbalanced dataset problem with Smote techniques. 

Afterward, the SVM algorithm with particle swarm optimization (PSO) was combined, and 

classification methods were compared. According to this study, their proposed combined PSO-SVM 

approach produces the best results in terms of accuracy, f-measure, G-mean, and AUC for different 

versions of the datasets when compared to other classification methods. Wang [14] proposes an 

ensemble model for estimating imbalanced credit risk and developed algorithms for the attributes of 

financial datasets in their study. In principle, the ensemble model incorporates SMOTE and Multi-

Kernel Fuzzy C-optimized by PSO. The k parameter, the neighborhood value in SMOTE, is essential 

when choosing a sample. They claim that specifying this parameter with PSO will eliminate the 

overfitting problem in the algorithm. According to the results produced by the Matlab software, the 

proposed ensemble model produces the best performance in estimating imbalanced credit risk. 

Generally, the proposed ensemble model outperforms the competition in predicting business credit risk. 

Demidova and Klyueva [15], when addressing the SVM classification of imbalanced data clusters, 

employed PSO that was oriented toward selecting optimum parameter values for the SMOTE 

algorithm. They found optimal values by optimizing two SMOTE parameters, k (number of neighbors) 

and m (nearest neighbors, which is used to determine if the minority object is in danger). They analyzed 

the classification results in comparison on the base of the SVM classifier without SMOTE algorithm 

and with the proposed algorithm for two data. According to the results of the study, the hybrid SMOTE 

algorithm shows that it improves the classification quality. Sreejith et al. [16] proposed a framework 
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for classifying unbalanced datasets by combining Chaotic Multi-Verse Optimization and SMOTE. 

They set up the hybrid model to better select the nearest neighbor (k). As a result of this study, the 

proposed method was superior. Wang and Cheng [17] suggested multiple combined methods to 

rebalance medical data featuring class imbalances. The methods proposed in the study created 

various combinations of SMOTE, PSO-based attribute selection, and Meta cost. As a result of their 

proposed method, it has been shown that it can effectively improve class imbalance performance. 

Zorić et al. [18] proposed a model to select the SMOTE hyperparameters as the number of synthetic 

samples (N) and the number of neighbors (k). They used the artificial bee colony, bat algorithm and 

particle swarm algorithm, differential evolution, and Nelder-Mead algorithm. They mentioned that 

when optimization techniques are compared, they may vary according to the dataset. However, they 

found that PSO and ABC algorithms have a higher convergence rate. Sara et al. [19] are to develop 

models for predicting bug prone using SMOTE for balancing datasets and grid search to tune the 

hyperparameters of techniques. They applied five machine-learning techniques. Grid search 

performance turned out to be better performance accuracy than default settings. Ren et al. [20] 

proposed a combined model (GA, AdaBoost, Random forest) to predict oil temperature in tunnel 

boring machines. With this model, they optimized the number and depth of trees. When the study 

results are examined, it has a better prediction performance than traditional machine learning 

algorithms. Yuan et al. [21] improved the efficiency and accuracy of solving engineering 

optimization problems and proposed EOBLS and CKGS improved the GWO algorithm, called 

EOCSGWO. The performance of EOCSGWO is compared with meta-heuristic optimization 

algorithms. The results show that EOCSGWO ranks first among other optimization algorithms in 

accuracy and robustness. Shi et al. [22] proposed a new multi-fidelity model based on support vector 

regression (coSVR). The kernel function was utilized to map the discrepancy between HF and LF 

responses into the high-dimensional (or infinite-dimensional) feature space. Co_SVR also performs 

better than the other models for both numerical and engineering cases. 

This study utilizes two imbalanced datasets, drug use and simulation data. SMOTE algorithm was 

used to ensure the contribution of the minority class and to increase the classification algorithm's 

success rate, which is one of the most common problems with imbalanced datasets. Problems arise 

when choosing SMOTE hyperparameters. If optimal hyperparameters are used, the best result is 

achieved. For this reason, a hybridized version of GA and SVM approaches was developed for 

selecting the “perc.over”, “perc.under”, and “k” hyperparameters in the SMOTE algorithm. 

The flow of the hybrid model is calculated by the genetic algorithm and the values of these three 

hyperparameters. Different hyperparameters are obtained. The Smote algorithm is applied with these 

hyperparameters, and the data becomes balanced. The SVM algorithm is applied to this data set, and 

the gmean value is calculated. These values are compared, and optimal coefficients are reached with 

the highest gmean value. To compare the hybrid model, three scenarios were set up. The first scenario's 

purpose is to see the results obtained when the SMOTE algorithm is not applied to unbalanced data. 

Installing the second scenario is to see the results of the SMOTE algorithm without optimization. The 

third scenario includes the results of the hybrid model. 

In previous studies, the minority class was balanced by producing synthetic data according to the 

majority class count. This issue causes overfitting problems in machine learning. This study aims to 

balance the majority and minority by determining a collective and optimal sample number. The article 

is divided as follows: In Section 2, GA, SMOTE, SVM, and hybrid models are defined. Section 3 

explains the application of the analysis results. Finally, a brief discussion is given in Section 4. 
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2. Materials and methods 

2.1. Genetic algorithm optimization 

The genetic algorithm (GA) is a method that works similarly to the evolutionary process observed 

in nature. The genetic algorithm was first applied to optimization problems by John Holland [23]. The 

cycle of the genetic algorithm called generations is as follows [24]: 

• The coefficients (genes) forming for each member (chromosome) of the population take on 

their new values through various evolutionary processes. 

• The population is reproduced in a series of iterations. One or more parents are stochastically 

selected, but sequences with higher fitness values are more likely to contribute to an offspring. 

• Genetic operators such as crossover and mutation are applied to the parents to produce 

offspring. 

• Offspring are added to the population, and the process is repeated. 

The various advantages of GA that have made it popular lately are that it is applicable, faster, and 

more efficient. It also optimizes both continuous and discrete functions and multi-purpose problems. 

It offers a list of “good” solutions, not just a single solution. It always gets an answer to the problem 

that gets better with time. Useful when the search space is very large, and many hyperparameters are 

involved [25]. 

The disadvantages of the genetic algorithm are that the fitness value is calculated repeatedly, 

which can be computationally long for some problems. Since it is stochastic, there are no guarantees 

as to the optimality or quality of the solution. If not appropriately implemented, GA may not converge 

to the optimal solution [26]. 

2.2. Support vector machine 

The support vector machine (SVM) method is used in many areas, including recognizing 

handwritten digits, objects, and speaker identification. It is used for classification and regression 

learning methods. SVM are supervised learning techniques based on statistical learning theory and 

the principle of structural risk minimization [27]. Vapnik and Alexei Chervonenkis developed SVMs 

in 1960. In contrast, however, the first paper on SVMs was published by Vladimir Vapnik and his 

colleagues Bernhard Boser and Isabelle Guyon in 1992 [28,29]. The mathematical function of the 

SVM algorithm is as follows. 

f(x) = sgn(( w𝑥𝑖) + b) = sgn(∑ 𝑦𝑖𝛼𝑖(𝑥𝑖𝑥𝑗)
𝑙
𝑖=1 ),     (1) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 {
𝑚𝑖𝑛 

‖𝑤‖2

2

yi(wx + b) ≥ 1
.        (2) 

Let each xi be defined as an input whose instance has D attributes and each yi as an output 

representing the class to which the instances can take two values, +1 or -1. Given an n-volume training 

set S consisting of (xi,yi) pairs, it helps to find the linear hyperplane that can best divide into different 

classes. The w weight vector and b constant are defined. 

The model can be used for linear and nonlinear problems. SVM is used for both linearly or non-
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linearly separable data. If the data are not separated linearly, kernel functions are used. The kernel 

function is used for nonlinear problem solving to find an optimal hyperplane to separate the reference 

point [30]. The SVM classification equation is followed as follows [31]. 

f(x) = ∑ (α𝑖 − α𝑖
∗)𝐾⟨𝑥𝑖 ,𝑥𝑗⟩ + 𝑏

∗𝑙
𝑖,𝑗=1 .     (3) 

This method is called the kernel trick. The inner product is shown in the equation: 

f(x) = sgn(∑ yiαi
l
i=1 φ(xi)φ(xj) + b)φ(xj).      (4) 

In this study, the radial kernel function was used. The radial basis function kernel function is 

given below: 

𝐾(𝑋𝑖 , 𝑋𝑗) = exp (−
‖𝑋𝑖,𝑋𝑗‖

2

2𝜎2
).        (5) 

2.3. Synthetic minority over-sampling technique (SMOTE) 

Chawla et al. developed the Synthetic Minority Over Sampling Technique (SMOTE), an 

oversampling method, in 2002 [32]. In SMOTE, For a given minority class observation, synthetic 

observations are generated in a random range between the observation and its k-nearest minority class 

neighbors [33]. These examples sit along with the line segments of all the nearest neighbors soft the k 

minority class. Table 1 shows the Pseudo-code of SMOTE [34]. 

Table 1. SMOTE algorithm. 

Algorithm: SMOTE 

Input: P number of minority class sample; S% amount of synthetic to be generated; k Number 

of nearest neighbors Output: Ns=(S/100)*P synthetic samples 

1) Create function Comput KNN (i→1 to P, Pi, Pj) 

{For i→1 to P 

Compute k nearest neighbors of each minority instance Pi and other minority instances 

Pj. Save the indices in the nnarray. 

Populate (Ns, i, nnarray) to generate new instance. 

En for} 

2) Ns=(S/100)*P 

While Ns≠ 0 

3)  Create function GenerateS (Pi, Pj) 

         {Choose a random number between 1 and k, call it nn 

           For attr →1 to numattrs 

            dif= Pi[nnarray[nn]][attr]- Pj[i][attr] 

            gap random number between 0 and 1  

            Synthetic [newindex][attr]= Pj[i][attr] +gap*dif 

          End for 

Continued on next page 
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          newindex=newindex+1} 

      End while 

4) Return (*End of Popurate. *) 

5) End of Pseudo-Code 

When we examine the SMOTE algorithm given in Figure 1, firstly, the algorithm computes the 

distance between the feature vectors and their nearest neighbors. After that, we multiply the difference 

by a random number between (0, 1) and add it back into the feature. Following that, we under-sampling 

the majority class by randomly extracting samples from the majority class before the minority class 

reaches a certain percentage of the majority class [35]. 

2.4. SMOTE hyperparameter optimization with genetic algorithm 

The selected “k”, “perc.over”, and “perc.under” hyperparameters in the SMOTE algorithm are 

shown in Table 1. Furthermore, k is the number of nearest neighbors utilized to generate new minority 

class samples, whereas “perc.over” (P) is the number that specifies how many more cases are to be 

generated from the minority class. Finally, “perc.under” (S) is the value that specifies how many more 

examples from the majority classes should be chosen for each case created from the minority class. 

Over-training and under-performance of the model occur because these hyperparameters are chosen 

incorrectly. 

Figure 1 shows a flowchart of the improved methodology that systematically implements 

hyperparameter optimization. 

Figure 1. The flowchart of the hybrid model. 

The fitness function is a function used to evaluate whether or not the population is fit. A genetic 

algorithm is a bridge that combines optimization with the algorithm [12]. G-mean classification results 

were utilized to evaluate this function. The excellence of the representative individual depends on how 
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high the fitness value is. The SVM classification algorithm was employed to classify the sample by 

computing the fitness function to determine the SMOTE hyperparameters with a genetic algorithm. 

2.5. Model performance metrics for classification 

The data set is divided into training and test sets to measure the model's success. The data in 

the training set is used to train the model. It uses data from the test set to measure the model's 

performance [36]. In this study, the 5-fold cross-validation method was used. In this method, the 

data set is divided into k equal parts. While the k-1 number of clusters is used in training, the 

remaining piece is used as test data. This process is repeated k times, and The accuracy value of the 

model is found by taking the average of the calculated accuracy values. So it creates a confusion 

matrix for each model. Classification accuracy alone can be misleading for imbalanced data. To 

better understand the classification models, performance measures were calculated from a confusion 

matrix (Table 2) [27]. 

Table 2. Confusion matrix. 
 

Actual 

Yes No 

 

 

Predict 

Yes True positives 

(TP) 

False Negatives 

(FN) 

No False Positives 

(FP) 

True Negatives 

(TN) 

Some performance criteria are given in below to determine the classification performance. 

{
 
 
 

 
 
 Accuracy =

TP+TN

TP+TN+FN+FP
,

Sensitivity =
TP

TP+FN
,

Specificity =
TN

TN+FP
,

Precision =
TP

TP+FP
,

𝐺𝑚𝑒𝑎𝑛 = √Sensitivity ∗ Specificity.

      (6) 

3. Results 

In this part of the study, simulation, and actual data application were made by setting up three 

different scenarios. 

3.1. The analysis of simulation data 

Logistic regression for modeling binary data as a function of other variables. Therefore, 

imbalanced simulation data suitable for logistic regression were produced. The general logistic 

regression model [37], 

𝑃{𝑌 = 1\𝑋} =
1

1+𝑒𝑥𝑝(−𝑋𝛽)
.        (7) 
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The X represents our predictors. The β represents weights or coefficients for our predictors. The 

following equations show the generation process: 

𝑋𝛽 = 2𝑋1 + 3𝑋2 + 𝑋3.        (8) 

The data were derived by taking sample sizes of 1200. In order to understand the success of our 

proposed model, the ratio of minority class was chosen as 2.5%. Details about majority and minority 

classes are given in Table 3. 

Table 3. An overview of the datasets. 

Minority Class Yes 2.5% 30 

Majority Class No 97.5% 1170 

Three different scenarios were created for the application. The first scenario is that the support 

vector machine was applied without using SMOTE algorithm. The SVM was used in the second 

scenario after applying the SMOTE algorithm without selecting hyperparameters. The third scenario, 

SVM, was applied after selecting the SMOTE algorithm’s optimization methods. In Table 4, optimal 

values were found by optimizing the hyperparameters in SMOTE algorithm with GA for scenario 3. 

Table 4. Results of genetic algorithm for Simulation data. 

GA settings: 

Type                  =  real-valued  

Population size       =  50  

Number of generations =  10  

Elitism               =  2  

Crossover probability =  0.8   

Mutation probability  =  0.1  

Search domain =  

      perc_over perc_under  k 

lower       100        100  1 

upper      2000       2000 10 

GA results: 

Iterations             = 10  

Fitness function value = 0.7480852  

Solution =  

     perc_over  perc_under        k 

[1,]  1477.119   126.0694   5.545501 

After that, “perc.over”, “perc.under”, and “k” values of, respectively, 343.3326, 313.0131, and 5.1290 

were selected, which produced the optimal fitness function value of 0.7528. In Table 5, performance 

measurements of the three scenarios for the simulation data are given. 
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Table 5. Performance measurements of scenarios for Simulation data. 

 Gmean Accuracy Sensitivity Specificity 

Scenario 1 0 0.9748 0 1 

Scenerio 2 0.7350 0.8275 0.6607 0.8308 

Scenerio 3 0.7938 0.8799 0.7131 0.8854 

The accuracy rate is the percentage of correct predictions of the “yes” and “no” classes. The 

accuracy rate came out as 0.9748. Sensitivity gives the percentage of prediction of the “yes” class, that 

is, the minority class. This ratio was found to be 0%. Specificity gives the percentage of prediction of 

the “no” class, that is, the majority class. This ratio was found to be 1%. In scenario 1, problems are 

occurred in predicting the minority class. In the second scenario, these problems are eliminated by 

applying the SMOTE algorithm. Even though the accuracy rate dropped to 0.7350, the success rate in 

predicting those minority classes increased to 66%. In order to increase the prediction success of this 

minority class, the third scenario was established. While the accuracy rate came out as comparatively 

lower than the rate in the other two scenarios with 0.7938, the success rate at predicting those that did 

minority class was the highest with 71%. The accuracy rate does not yield the best results in the 

imbalanced dataset method. Hence, the G-mean value was generated by calculating the mean of 

sensitivity and specificity values. The third scenario produced the highest G-mean value with 0.7938. 

After examining the simulation results, examine the results of the proposed model with actual data. 

3.2. Analysis of drug users' data 

This study surveyed 1200 students currently enrolled at Samsun Ondokuz Mays University to 

assess drug use patterns. The questions sought to assess whether there is an essential link between 

students' drug use habits and their social lives and internet usage regarding the sex and age of the 

students [38]. 

Before carrying out an analysis, the Multiple Imputation with Chained Equations (MICE) 

methods, one of the multiple imputation methods, accounting for missing data. A statistical distribution 

is obtained through the dataset in this multiple imputation method. Then, this distribution uses a link 

to fill in the missing data. This process is repeated more than once, and each data set is stored to be 

used later. In addition, the error rate of each dataset is calculated. [39] The experimental results were 

gained by the 5-fold cross-validation way. Figure 3 shows an overview of the dataset used for three 

scenarios repeated 1000 times, and the results were taken as mean. The minority class rate in the 

original data increased from 3% to approximately 47% after the methods mentioned above were 

applied. 

In Figure 2, the first and second column shows the number of “yes” (Actual_yes) and “no” 

(Actual_no) in the training data according to the different k values of the first scenario. In the second 

scenario, the output values of the training set after applying the SMOTE algorithm are given in the third 

(No_GA_Yes) and fourth (No_GA_No) columns. The last two columns ((With_GA_Yes) and 

(With_GA_No)) are the output values of the training set of the hybrid model in the third scenario. In the 

third scenario, SMOTE method was utilized to address the imbalance in the dataset, and then optimal 

values were found by optimizing the hyperparameters in SMOTE algorithm with GA (Table 6). 
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Figure 2. An overview of the datasets of the three scenarios for each 5-fold. 

Table 6. Results of genetic algorithm for drug users' data. 

GA settings: 

Type                  =  real-valued  

Population size       =  50  

Number of generations = 10  

Elitism               =  2  

Crossover probability =  0.8   

Mutation probability  =  0.1  

Search domain =  

      perc_over perc_under  k 

lower       100        100  1 

upper      2000       2000 10 

GA results:  

Iterations             = 10  

Fitness function value = 0.7480852  

Solution =  

      perc_over      perc_under        k 

   [1,]  1477.119   126.0694     5.545501 

After that, “perc.over”, “perc.under”, and “k” values of, respectively, 1477.119, 126.0694, 

and 5.5455 were selected, which produced the optimal fitness function value of 0.7481.  Table 7 

shows performance measurements of the three scenarios for the drug users' data . 
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Table 7. Performance measurements of scenarios for drug users' data. 

 Gmean Accuracy Sensitivity Specificity 

Scenario 1 0 0.9725 0 1 

Scenario 2 0.6368 0.7924 0.5504 0.8013 

Scenario 3 0.6978 0.7763 0.6532 0.7826 

The support vector machine was applied in the first scenario without utilizing the imbalanced 

data method. While the accuracy rate came out as 0.9725, it is seen that only the majority class is good 

at estimating. When we look at the sensitivity value of the minority class in estimating, it is 0 percent. 

In the imbalanced data, we want to predict the minority class rather than the majority class. In this 

study, we want to predict the minority class of drug users by looking at their habits and social lives. 

So, there is a problem in estimating drug users. In scenario 2, support vector machines were used after 

applying the SMOTE algorithm without selecting hyperparameters. Even though the accuracy rate 

dropped to 0.7924, the success rate in predicting those using drugs increased up to 55%. We use a 

genetic algorithm to increase this rate. Lastly, the results were analyzed using the SVM algorithm after 

selecting the SMOTE algorithm's optimization method in the third scenario. While the accuracy rate 

was comparatively lower than the rate in the other two scenarios with 0.7763, the success rate at 

predicting those using drugs was the highest at 65%. The third scenario produced the highest G-mean 

value with 0.6978. As a result, when the model performances were examined for three different 

scenarios, the best model was obtained with scenario 3. When knowing internet use, gender, social 

lives, habit, and the independent variables in the model, drug users are predicted by 65% with the 

hybrid model. 

4. Discussion 

An imbalanced dataset means that one of the classes consists of more samples than the other class, 

which results in inequality among the classes. The most prevalent issue classifying encounters right 

now is the imbalance in datasets. Most data mining algorithms yield degenerate models that fail to take 

the minority class into account because they assume that the dataset consists of equal data clusters. 

SMOTE method was developed in order to address this issue. The SMOTE algorithm consists of three 

critical hyperparameters: “perc.over”, “perc.under”, and “k”. Failure to select the proper 

hyperparameters impacts the performance of the algorithm. 

This study applied simulation and real data applications to the three scenarios, and their 

performances were compared. In the first scenario, only the SVM method was applied to the original 

version of the dataset. In the second scenario, SMOTE algorithm was applied. However, the 

hyperparameters were set to automatically, after which the support vector machines were applied to 

the dataset. In the third scenario, the hyperparameters of the SMOTE algorithm were determined as 

hyperparameter values through the use of the genetic algorithm. The result was then evaluated with 

the SVM algorithm. 

Firstly, 1200 samples of data were simulated using logistic regression. In this simulation dataset, 

the ratio of the minority class was chosen as 2.5%. The SMOTE algorithm’s hyperparameters were 

determined as “perc.over”, “perc.under” and “k” values, respectively 343.3326, 313.0131, 5.129047, 

and the optimal fitness function value was found to be 0.7528. The result was then evaluated with 

the SVM algorithm. When all three scenarios are considered, the accuracy rate decreased from 0.9748 
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to 0.8799; however, the higher accuracy rate was achieved without taking the minority class into account 

in the imbalanced dataset. The success rate in predicting the minority class increased from 0% to 66% 

with the method implemented in the second scenario, whereas in the third scenario, the success rate 

increased to 71%. The G-mean value was generated by calculating the mean of sensitivity and specificity 

values to compare the performance of imbalanced dataset models. The third scenario yielded the highest 

G-mean value of 0.7938. 

Secondly, it used a survey dataset to determine student drug user patterns. In the third scenario, 

the hyperparameters of the SMOTE algorithm were determined as “perc.over”, “perc.under” and “k” 

values, respectively 1477.119, 126.0694, 5.545501, and the optimal fitness function value was found 

to be 0.7481. The result was then evaluated with the SVM algorithm. When all three scenarios are 

considered, the accuracy rate decreased from 0.9725 to 0.7763; however, the higher accuracy rate 

was achieved without taking the minority class into account in the imbalanced dataset. The success 

rate in predicting the minority class, those that used drugs, increased from 0% to 55% with the 

method implemented in the second scenario, whereas in the third scenario, the success rate increased 

up to 65%. The third scenario yielded the highest G-mean value of 0.6978. 

5. Conclusions 

Machine learning algorithms are divided into classification and regression. When applying 

classification algorithms, the biggest problem is that the classes are not evenly distributed. In such 

cases, it becomes impossible to predict the minority class. When predicting the class of the data, it 

assigns it to the majority class. However, in some studies, it is more critical to predict minority 

candidates. For example, in studies of drug users or not. SMOTE algorithm is used to eliminate this 

problem. There are three critical hyperparameters in the SMOTE algorithm. These hyperparameters 

add synthetic data to the minority class, and data from the majority class are also selected. A genetic 

algorithm was used to optimize these hyperparameters. Firstly, simulation data with a minority ratio 

of 2.5 percent and a majority ratio of 97.5 percent are generated. Actual data on drug use were used as 

the second data set. Three different scenarios were set up for each dataset. Scenario 1 shows the results 

without using the SMOTE algorithm. Scenario 2 shows that the SVM was used after applying SMOTE 

algorithm without the GA algorithm. In the third scenario, the results were analyzed using the SVM 

algorithm after selecting the SMOTE algorithms with the GA algorithm. Scenario 1 and scenario 2 are 

compared, and there is a problem estimating the minority in the first scenario. The problem was 

resolved in the second scenario. To further increase the success of this method, scenario three was 

installed. SMOTE hyperparameters were selected using a genetic algorithm in the scenario. The third 

scenario has the highest performance of the two datasets. 

In summary, this study indicates that the utilization of a genetic algorithm in order to determine 

the optimum hyperparameter values for the SMOTE algorithm saves time while simultaneously 

improving its performance [15]. The critical part that distinguishes this study from other studies is that 

it does not focus only on the minority class when applying the SMOTE algorithm. 

In this study, both the majority class sample was selected, and the minority synthetic data were 

produced. In other words, when set by looking at the majority class, we may encounter an overfitting 

problem. The overfitting problem is a situation that occurs when it gives predictions for training sets 

but incorrect predictions for a new dataset. With the hybrid model, a joint optimal sample of the 

majority and minority classes was obtained. In this way, the overfitting problem is eliminated. Future 
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research can test the model's generalizability by conducting experiments on more clinical datasets. In 

future studies, different optimization techniques can be examined to estimate the hyperparameters of 

the SMOTE algorithm. 
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