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1. Introduction

The purpose of this paper is to deal with the following fourth-order elliptic system

|
A2y = uﬁ + 2o K(OH, (,v) + %le_ﬁQu(u, v,  inQ,
K 2 v 1 g -8 .
(Z;) (A= M > KOH, (u,v) + Elxl O,(u,v), inQ,
8 8
uza—u:O, v:a—V:O, on 092,
n n

where A = A(A), N > 4,0 < u < pwithpg £ =N*(N —4)?, 0 € Q is a smooth bounded domain
of R, Q and the weight K € F(Q) N L2(Q) verify some invariant conditions with respect to a closed
subgroup T of O(N), and O(N) is the group of orthogonal linear transformations in R", which will be
described later. 0% is the outer normal derivative, o > 0,0 < 8 < 4,2 < g < 2"(B) with 2**(B) = 2(£/_-f ),
and 2**(0) = 2™ = % is the critical Sobolev exponent. (H,, H,) = VH and (Q,, Q,) = VQ, and H,
0 € €' (R?, [0, +00)) are homogeneous functions of degrees 2** and g, respectively.
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The single fourth-order elliptic equations in bounded domains arise in the study of traveling waves
in suspension bridges and in the study of the static deflection of an elastic plate in a fluid. For
unbounded regions, the nonlinear Schrédinger equation containing an extra term with higher-order
derivatives is exactly related the self-focusing of whistler waves in plasmas in the final stage. In
particular, the fourth-order nonlinear Schrodinger equations have been introduced by considering the
role of small fourth-order dispersion terms in the propagation of intense laser beams in a bulk medium
with Kerr nonlinearity (see [1-3] and the reference therein).

In recent years, considerable attention has been paid to the biharmonic elliptic systems like (£2X),
both from concrete applications and for pure mathematical point of view. The study of this model
in (22X) is motivated by its various applications, such as in thin film theory, nonlinear surface
diffusion on solids, interface dynamics, micro electro-mechanical system, and phase field models of
multi-phase systems (see [4] for example). Recently, the nonlinear elliptic problems of fourth-order in
unbounded domains have been extensively investigated, see [5—8] and references therein. For the
bounded domains, the results of nontrivial solutions have been obtained by several authors, see for
instance [9-12].

It is worthwhile to point out that many researchers have focused on the elliptic systems involving
critical exponents and homogeneous nonlinearities, and hence a variety of remarkable results have
been established in the last decades. In [13], Morais Filho and Souto generalized the pioneer work
Brezis and Nirenberg [14] to a system of p-Laplacian equations in the gradient form. More exactly,
the authors in [13] considered the following critical elliptic problem

- Apu = H,(u,v) + Q,(u,v), in Q,
- Apv = HV(M, V) + Qv(u, V)’ in Q, (1)
u=v= 0, on aQ,

where A, = div(|V - |P=2V-) is the p-Laplacian, 1 < p < N, Q c R" is a smooth bounded domain,
and H and Q are homogeneous functions of degrees p* = A/,V _pp and p, respectively. They proved the
existence of positive solution to (1) by creating a variant of concentration-compactness principle due
to Lions [15,16]. Since then, considerable attention has been paid to homogeneous systems like (1) for
elliptic problems involving critical Sobolev growth, we refer the readers to [17-20] and the references
therein. Very recently, Bandeira and Figueiredo [21] surveyed the following elliptic system with fast

increasing weights

—div(K(x)Vu) = K(x)Q,(u,v) + %K(x)Hu(u, v), inRY,
(2)
—div(K(x)Vv) = K(x)Q,(u,v) + %K(x)Hv(u, v), inRY,

where N > 3, 2* = %, qg € (2,29, K(x) = exp(lxl2 /4), and Q and H are homogeneous functions of
degrees ¢ and 2*, respectively. The authors proved the existence of a ground state solution of (2) in
critical case. Moreover, using the truncation argument, they attained an existence result of positive
solution for a supercritical case of (2). For the systems of fourth—order elliptic equations, various
problems related to critical exponents have also been studied by several authors, see [22-24] for

instance.
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This paper is inspired by some works which have been devoted to the study of T-invariant
solutions for second-order elliptic equations and fourth-order elliptic problems. To the best of our
knowledge, one of the pioneering works concerning 7-invariant solutions of critical elliptic equations
is the paper [25] by Bianchi, Chabrowski and Sulkin. The authors examined the following
second-order elliptic problem with critical growth

— Au=Kx)lu 2u inR", and u € 2;°(RY), 3)

where N > 2,2 = 22 K € ¢RY) N L*R"), T ¢ O(N) and 2,*(RY) is a suitable Sobolev space of
T-invariant functions, and derived several elegant results of 7T-invariant solutions. Also, they obtained
the existence and multiplicity of T-invariant solutions to (3) in a bounded T-invariant domain with
Dirichlet boundary condition. Later, there have been many interesting results on 7 -invariant solutions
for second-order elliptic problems such as [26-28] and the reference therein. Very recently, Baldelli,
Brizi and Filippucci [29] by applying the classical idea of concentration compactness principle and
fountain theorem showed the existence and multiplicity of T-invariant solutions of the following (p, g)-

Laplacian equation
—Au—Aju = KOOl 2u+ AVl >u  inR", and u € X7,

where A,u = div(|Vu/">Vu), 1 <g<p<N,1>0,1<r<p= NN—_”p, T c O(N) and X7 is an
appropriate Sobolev space of T-invariant functions, the weights V and K are nonnegative and fulfill
certain suitable conditions.

Motivated by the above works, especially by [25, 29], in the present paper we are devoted to
investigating the existence and multiplicity of 7-invariant solutions for problem (ZX). As far as we
are concerned, there is no article in literature so far to deal with the singular systems like (£2X) in
bounded domains. It is worth mentioning that the related problem like (£2X) involving nonsingular
case u = 0 and critical Sobolev exponent 2** = 2N/(N — 4) has been discussed in [11].

Suppose that K > 0 is a constant, N > 4, 0 < u < 1 with i = 1—16N2(N —42,0>0,0<c¢ <4,
Hu,v) = ul*" + " +nluv, and Qu, v) = [ul!'|v|% in (PX), where n > 0,1, 0 > 1 with ¢ + § = 2**,
and qi, ¢ > 1 with g; + g, = g > 2. Precisely, we consider the following singular biharmonic system
which is a special case of the problem (Z2X):

u " M. o q1lul?~2ulv|® .
Au=p— + KO(lul* 2u+ —=u up’) + o -————, inQ,
|x[* ( 2 ) (q1 + g2)IxP
" 0 q1|p|a2—2
PE) {8t = pw Ko v+ L) + o2 Y
|x| 2 (g1 + @)l
ou ov
u=—=0, v=—=0, on 9Q.
on on

It is trivial to check that the assumptions (q.1), (q.2) and (h.1)—(h.3) in Section 2 are verified. Then
Theorems 2.1-2.3 and Corollaries 2.1 and 2.2 of this paper hold for the problem (Pﬁa). Besides, we

recall that the existence and multiplicity results of (Pgo) and the existence results of (7’{{0) have been
established in [11] (see Theorems 2.1-2.3 and Corollaries 2.1 and 2.2 in [11] for details). For the case
0 < u < u, even in the subcase of the prototype (Pﬁa), the results of this paper are new.

To illustrate group-invariant (or group-symmetric) solutions of the fourth-order elliptic problems
like (22X) and (7350), we take into account the following concrete examples which are valuable and
helpful for the readers.
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Example 1.1. Let u = 0, o = 0, Q = Bg(0) with R > 0, and K(x) be a radial function in (Pi(,).
Obviously, we deduce that the corresponding group T = O(N), |T| = oo, and Q and K are radial
symmetric. If K,(0) = 0, then according to [11, Theorem 2.2], the above problem (Pg,o) has infinitely
many solutions, which are radially symmetric.

Example 1.2. Let u = 0, o > 0, Q = Bg(0) with R > 0, and K(x) = K > 0 be a constant in (Pl’ig).
Similarly, we know that the corresponding group T = O(N), |T| = oo, and Q and K are radial
symmetric. By means of [11, Theorem 2.3], if q1, q» > 1 satisfy

N-B 2(4-p)
'N-4 N-4

max {2 } <qi+q <27,

where 0 < 8 <4 and 2" () = 2(N — B)/(N — 4), then problem (ng(r) possesses at least one nontrivial
radial solution.

Example 1.3. Let N > 5and 0 < p < g with i = ;:N*(N — 4)*. We consider the following scalar
equation in RY
P, Aux) - u% =u* '(x), xeRV
X
Let us set ,
. Jow 18ulPdx = i [f tdx
% - 0+ elfinzf; RN 2 o
CIEED( fon P dx)>

where 2**(RN) is a Hilbert space which will be defined in Section 2. It is clear to see that T = O(N)
and |T'| = oco. In view of [10, Theorem 2], we find that problem (P,) admits a positive radial decreasing
solution which is a minimizer of the best constant <7,.

In the following, we always assume that K > 0 is a constant. The purpose of this work is to study
both the cases of oo = 0, K(x) non constant, and o > 0, K(x) = K. The arguments of our results
are mainly based on the variational methods and critical point theory. However, the difficulties of the
present research are twofold. The first difficulty is caused by the usual lack of compactness since the
system (22X) involves critical Sobolev exponent and we have to verify that the mountain pass level is
actually below the compactness threshold. The second difficulty lies in proving several estimates which
are more delicate than in the second-order elliptic problems, and we should estimate some integrals
involving the extremal function y.(x) (see (7) below) and its derivatives.

Throughout this paper, we always denote various positive constants as C; (i € N) or C. We denote
by B,(x) a ball centered at x with radius o > 0 and o0,(1) is a datum that tends to 0 as n — oo. For
all € > 0 small enough, O(€') denotes the quantity satisfying |O(e")|/e’ < C; and for r = |x| > 0,
O, (r") implies that there exist positive constants C; and C, such that C;7* < |0;(r")| < C,r'. We always
denote by“—" and “—” strong and weak convergence in a Banach space E, respectively. A functional
& € €Y (E,R) is called to verify the (PS). condition if each sequence {w,} in E fulfilling &(w,) — c,
&' (w,) — 0 in E* has a subsequence, which strongly converges to some element in E.

The structure of this paper is as follows: Section 2 contains the variational framework and main
results of this work. In Section 3, we provide the proofs of several existence and multiplicity results of
T-invariant solutions for the problem (325'( ). The proof of existence result for the system (22X) with
o > 0 will be presented in Section 4.
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2. Preliminaries and main results

Let O(N) be the group of orthogonal linear transformations in RY and let T be a closed subgroup
of O(N). The number of points contained in the orbit 7, = {ux;¢ € T} will be denoted as |T,|. In
particular, |Ty| = |Tw| = 1. If the number is infinite, then we write |T,| = co. Denote |T'| = infy, gy [Tl
A function f : Q — Ris called T-invariant (or 7T-symmetric) if f(tx) = f(x) forevery: € T and x € Q,
with Q an open T-invariant subset of R", namely if x € Q, then tx € Q for all « € T. Note that the
radial functions are T-invariant functions with T = O(N), and |T| =

For a bounded and T-invariant domain Q C R, we denote by H&T(Q) the subspace of Hé(Q)
consisting of all T-invariant functions, where H(Z)(Q) is the closure of %;°(2) with respect to the
norm ( fg |A - *dx)'/?. Similarly, we define by 2**(R") the closure of €;°(R") with respect to the
norm (fRN IA - Pdx)'/>.

The starting point of the variational method to problems like (£2X), namely when singular weights
are involved, is the following Hardy-Rellich inequality [9]. Let 0 < S < 4 and 2 < g < 2"(B) =
2(N — B)/(N — 4). Then, there exists a constant C = C(N, ¢,8) > 0 such that

2
( f d Plultdx)” < € f |Aufdx, Yu e HX(Q). )
Q Q

As =4 and g = 2, by (4) we have the well-known Rellich inequality [30]

i de< f |Auldx, Yue Hj(Q), (5)

where u = %N 2(N — 4)? is the best constant. Thanks to (5), we derive for u € [0, 1) a norm, equivalent
to the usual norm ( fg |Aul*dx)'/?, defined by

udl, 2 [f(mm Rars |4)a’x];, Vu € HA(Q).

Furthermore, for u € [0, i), the natural functional space to investigate the problem (Z2X) is the Hilbert
space (H;,(€))* which is the subspace of (H;(€2))* consisting of T-invariant functions, where the
product space (H2(2))? is equipped with the following norm

)l = (Il + V)7, V(. v) € (HQ)).

Hereafter, we always presume that 0 € Q < R is bounded and T-invariant. The dual space
of (Hg ,(€))* (H(Q))* resp.) is denoted by (H;*(Q))* (H*(Q))*, resp.). Meanwhile, we denote by
LY(Q, |x| ™) the weighted LI(Q) space endowed the norm ( fg x| |ul?dx)"4.
Let A, be the best constant for the embedding of H3(Q) in L*" (Q) defined by
X llul;
A, inf —— (6)
ueH2(Q\(0} (f |u|> dx)2

Then all the minimizers of A, in (6) are obtained by
|x|
(x) = Ve > 0, 7
v £ Ce T UL (= =) Ve (7
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which satisfies

, - 2 N
f (1Ayd? = pu=5)dx =1, and f VVide=A,7 = AT, (8)
RN |X|4 RN
where C = C(N,u) > 0 is dependent only on N and u. The function U,(x) in (7) is positive and radial,
and solves the equation A%u = Hite + lul** ~2u in RN. By setting Ag = %2 and r = |x], it follows
from [10, Theorem 2] (see also [31, Lemma 2.1]) that
U, (r) = Oy (r7™), as r—0,

€))

Uu(r) = O107™C W), Ur(r) = O1(r M@0, as - — oo,

where the function 7, : [0, u] + [0, 1] in (9) verifies 7o = 0 and 77; = 1, and its accuracy value is given
by

\/N2—4N+8—4\/(N—2)2+,u
N -4 ’
What’s more, there exist two positive constants C3 = C3(N, u) and C4 = C4(N, ) such that

Mu=1- Yu € [0, ul.
2, \ Y0 N
Cs < Uyl + [x2) ™ < Chy Ve RM\(0). (10)

Note that 0 € Q; therefore, we may choose o > 0 so small that B,,(0) C Q and define a suitable
cutoff function ¢ € 4;°(Q) such that ¢(x) = 1 on B,(0), ¢(x) = 0 on Q\B,(0). Moreover, by setting
Ve = ¢ye/llpyelly, a straightforward computation shows that (see also (30))

IVdll, =1, and f Vel dx = ATY + O(eN P17y, (11)
Q

The assumptions on the potential K(x) and the nonlinearities H and Q are presented as follows.

(k.1) K(x) is T-invariant, where T is a closed subgroup of O(N).
(k.2) K(x) € €(Q) N L*(Q), and K, (x) £ 0, where K, (x) = max{0, K(x)}.
(h.1) H € €'(R?, [0, +0)) is 2**-homogeneous, namely,

H(k¢, k1) = K H(¢,7), Y(¢,7) € R?, k> 0.
(h.2) H(-¢,-7) = H(s,7), Y(s,7) € R%.
(h.3) 0 < Hyin 2 minfH(s, 7); s + 1 =1, (s,7) € R?}.
(q.1) g € (2,2"(B)), and Q € €' (R?, [0, +0)) is g-homogeneous, namely,
O(ks, kt) = K10(s, 7), (s, 7) € R?, k > 0.

(q.2) O(s,7) > 0 foreach ¢ > 0,7 > 0, and O(s,0) = Q(0,7) = 0,Y(5,7) € R%

LetK > 0 bE a constant. Note that here we treat both the cases of o = 0, K(x) non constant, and
o > 0, K(x) = K. Precisely, we have the following results.

AIMS Mathematics Volume 8, Issue 4, 9054-9073.
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Theorem 2.1. Let (k.1), (k.2) and (h.1)-(h.3) be satisfied. If for some € > 0, there holds
*k L L
f KOOIV d > max {ITI=5 A5 K. e, AF 7K, (0)} > 0 (12)
Q

then problem (ﬂé( ) admits at least one nontrivial solution in (H(Z)’T(Q))z.
Corollary 2.1. Let (k.1), (k.2) and (h.1)—(h.3) be verified. If for some vy > 0, ¥ € (0,(N —4)(1 —1n,))
and |x| small, there holds K(x) > K(0) + yo|x|” and
_N_
K(©) >0, K@) > 715 (Ao/A,) " IK. o, (13)

then problem (Z§) possesses at least one nontrivial solution in (HS’T(Q))Z.

Theorem 2.2. Let (k.1), (k.2) and (h.1)—(h.3) be satisfied. If K.(0) = 0 and |T| = oo, then
problem (335() has infinitely many T -invariant solutions.

Corollary 2.2. Let (h.1)—(h.3) be verified. If K is radial and K.(0) = 0, then problem (95{) has
infinitely many radial solutions.

Theorem 2.3. Let (q.1) and (q.2) be fulfilled. If o > 0, K(x) = K > 0and

max {2, 5**—(’;) 27(B) — 2(1 — 77;1)} < g <2, (14)
— Mu

then problem (@5 ) possesses at least one nontrivial solution in (Hg’T(Q))Z.

Remark 2.1. Even in the scalar case u = v and 0 < u < p, our main results generalize, improve and
complement the previous works in the literature [11, 25, 29].

3. Existence and multiplicity results for system (@é( )

We define the energy functional corresponding to the problem () as

1 1
EW,v) = Ell(u, v)IIZ - LK(X)H(M, v)dx. (15)

2**
Then & € ‘51((H§’T(Q))2,R), by the properties of homogeneous functions [13, Remark 5].
Moreover, (u,v) is a weak solution of system (ﬂg) if and only if (u,v) is a critical point of the
functional &(u,v). According to the following principle of symmetric criticality (see Lemma 3.1),
(u,v) € (Hj (Q))* is said to be a weak solution of problem (), if for all (¢1, ¢,) € (Hg(2))?,

+
f (AuAgol + AvAp, — #W,D1—4V(,02)dx

- ! f K(x)(Hu(u, Vo, + Hy(u, v)goz)dx =0.
2** o

Lemma 3.1. If &' (u,v) = 0 in (H;*(Q))? then & (u,v) = 0 in (H*(Q))%.

AIMS Mathematics Volume 8, Issue 4, 9054-9073.
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Proof. This is a special case of Theorem 1.28 in [32].

Taking into account the homogeneity of H(g, 7)2% and [13, Remark 5 (i)] and (h.1), we can find that

there exists H,x > 0 such that

H(6, 1) < Hyu(Is? + 171). V(5. 7) € B2,

7 2 2 2 2 a7
Hpax = max{H(¢,7)7; (5,7) €R’, [¢] + 71" = 1}
Then, in view of (h.1)—(h.3) and (17), we obtain the Euler identity
SH(5,7) + TH(s,7) = 2" H(,7), V(5,7) €R? (18)
and the following inequality
- w 2 -
Huin(ls™ + 117) < H(6,7) < How(Is + 7). (s, 7) € R”. (19)
Furthermore, the maximum ﬁmax is achieved for some ¢y > 0 and 7y > 0, from which it yields
— H(go, 7o)
Flpy = LR TOT 20)
S+ T,
Let A, y be the best constant defined by
G, WL
A,nx  inf . Yuel0,n. (21)

uveHA(\(0) ( fg Hu,v) dx)%

Then we derive the following result.

Lemma 3.2. Let u € [0, 1) and y.(x) be the extremal function defined in (7) for any € > 0. If (h.1)—(h.3)
is verified, then the following statements hold.

() A,y = H, L A, and

max

(ii) A, has the minimizers (§oye(x), Toye(x)).
Proof. The conclusion follows by modifying the proof of [26, Lemma 3.2].

Lemma 3.3. Let {(uy,v,)} be a weakly convergent sequence to (u,v) in (Hg ;(Q))* such that |Au,> —
ED AP — €2 H(u,,v,) — v, and |x|*lu,|> = YO, |x[*v,|*> — ¥ in the sense of measures. Then,
there exists some at most countable set .7, {fl(.l) > Olicruiop {552) > O}icrupop Vi = Olicsugop 7(()1) >0,
Y >0, {x)ier € Q\{O} such that

1 1 2 2
@ &0z 18uf + 3 675, + 800 €22 1AV + B 70, +£5700;
1€ 1€

(b) v=Huv)+ 3, v, +vedo;

i€y
© YV = Il + v 6, ¥ = P+ v 60
d) Apuv? <&V + ¢ and

2/2% (1) (2) (1 2
(e) ﬂy,Hvo < 0 +§0 _ﬂ(yo +70 ),

AIMS Mathematics Volume 8, Issue 4, 9054-9073.
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where 6,,, i € . U{0}, is the Dirac mass of 1 concentrated at x; € Q.
Proof. The desired result follows by [13, Lemma 6] or [15,16].

It should be pointed that the functional & does not satisfy (PS) condition due to the lack of
compactness of the embeddings HX(Q) — L*(Q) and H3(Q) — L*Q,|xI™*). The standard
variational argument is not applicable directly. Let ¢, be defined in (22) below. We are ready to
analyze carefully the effect of the coefficient K and show that the functional & verifies (PS),
condition for every ¢ € (—o0,¢;), and then & has a suitable (PS). sequence. This means that c; is
actually the compactness threshold of the mountain pass levels for &. We are now in position of
proving the local (PS), condition which is crucial for the proof of Theorem 2.1.

Lemma 3.4. Ler (k.1), (k.2) and (h.1)~(h.3) be fulfilled. Then, the (PS). condition in (Hg(Q))* is
verified for

ca 2 y N o
c<cy= len {|T|ﬂO,H”K+”°° R ﬂy,HK*'(O) 7 } (22)

Proof. Analogous to the strategy used in [11, Lemma 3.4], we will sketch a short proof for
completeness. Let {(u,,v,)} C (H&T(Q))2 be a (PS). sequence for & with ¢ < ¢f. Then it is easy to
verify that sequence {(u,,v,)} is bounded in (Hj,(Q))> and we may presume that (u,,v,) — (u,v)
in (Hg’T(Q))Z. Thanks to Lemma 3.3, there exist nonnegative measures £, £@, v, U, and y® such
that relations (a)—(e) of this lemma hold. Let x; # 0 be a singular point of measures &V, £2, and v.
Suppose that ¢(x) € 6;°(2) is a smooth cut-off function centered at x;, 0 < ¢(x) < 1 such that
#(x) = 1in B.(x;), ¢(x) = 0 on Q\B,.(x;), [Vo| < 2/€, and |Ap| < 2/€>. With the help of the Euler
identity (18) and Lemma 3.1, we naturally obtain

0 = im (& (uy, vy), Uy, vuth))

2 2
= lim {(AunA(un@ + AV, AV, ) — MM)
Q

n—oo wa
1 OH(u,v) O0H(u,v)
— K N . d
2** (X)[u (914 (tn,vn) Y av (%u‘%)jl(p} o
2y,
= lim | {(1Aw + A, - Pl I TV )
e o |x]

+ (28Ut Vo) + Ay AG + 2Av,(Vv,., V) + v, Av, Ap)bdx.

Again by (a)—(c) of Lemma 3.3, (4) and the fact that 0 ¢ suppg, we derive
f {(aeV + de®) = u(dyV + dy®) - K(x)dv}e
Q

n—oo

<Iim | [2Au(Vity, Vé) + Av,(Vv,., V)| + |(unAut, + v, Av,)Ad|dx
Q

<sup( | |Au,Pdx)*[2Tim( f IVu, LIV dx)* + Tim( f P 1AgPdx)?]

n>1

+sup( | |Av,[2dx)* [2Tim( f IV, IVeLdx)® + Tim( f valPlAGRdx)? .

n>1
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This yields

f ((de + dz®) - u(dy + dy®) - K(xyav)o
Q

2v a2, 294272 DA A2\
<cf( fg VulIVPdx) + ( fg IVoP (Ve dx) +( fQ ul’|A¢dx)
+( f vPAgldx)* | < C( fB . V= dx) ™ ( fg VgI¥dx)"

D=

Q

| <
N Lz ' . (23)
+ (f |VV|N—2d )2N fIVqSINdx N f |u|2**dx)z**
Boe(x;) Be(xi)
2FF d N < f d T
([ v [ meta) ) scl( [ mattan)

’ ( LZ&(X]) |VV| - de)% ( LZE(XI) |Au|2dx) ( sfl;ze(Xi) |AV|2dx)%}_

Then, passing to the limit as € — 0, we deduce from Lemma 3.3 and (23) that K(x;)v; > flm + 552) .
Using this together with (d) of Lemma 3.3, we find that either (1) v; = 0 or (i) v; > (Aou/ ||K+||OO)%.
For the point x = 0, similarly it follows that

O+ ED = () + ) - KOy 0. (24)

By applying (24) and (e) of Lemma 3.3, we conclude that either (iii) vy = 0 or (iv) vo > (A, u/ K+(0))%.
Now, we claim that the cases (ii) and (iv) are impossible. For any continuous function ¢ such that
0 < ¥(x) <1 on Q, we deduce from (15), (16) and the Euler identity (18) that

¢ = 1im (&t vi) = 548" W v2). (03 V1)) = 2 fim 0, )2

2 FrON n + n 2
> ZTim (IAun|2 + AP - ,uw)d/(x)dx.
Q |x|*

n—oo

If we presume the existence of i € .# with x; # 0 such that (ii) holds, then we choose ¢ with compact
support so that ¥(tx;) = 1 for any ¢ € T and we get

TIED 4+ £ >—T %">—T f
| (&7 +&7) T\ Ao,pv} IT|A; HII oot s

which contradicts (22). Similarly, if (iv) holds at x = 0, we take ¢ with compact support, so that
Y¥(0) = 1 and we have

2
(1) (2) ) (2
¢z N( +&0 — MYy — MY )_ N

a contradiction with (22). Hence, it concludes proof of the claim. As a result, we derive v; = 0 for all
i € Z U{0}. This yields lim fg Hu,,v,)dx = fQH(u,v)dx. Consequently, up to a subsequence, we

obtain (u,, v,) — (u,v) in (H3(Q))*.

As a direct corollary of Lemma 3.4, we obtain the following result.
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Corollary 3.1. If|T| = o0 and K,(0) = 0, then the functional & satisfies the (PS). condition for every
ceR.

Proof of Theorem 2.1. Due to (k.2) and (15), it follows that there exist constants @y > 0 and p > 0 such
that &'(u,v) > ap for all ||(u, v)||, = p. Note that V. = ¢y./||¢y.l|, satisfies (11) and it is exactly suitable
for (27)-(30). If we define for t > 0, W(¢) = &(t5o Ve, t7¢V,), then direct calculation shows that there
exists 1 > 0 such that

- - 2 ~_N e 4N
max V() = £ GsoVer oV = 2 Fnh( [ KOOV 0 25)
1> Q

We now choose #y > 0 such that &(tyso Ve, to7oVe) < 0 and ||(fo5o Ve, toT0Ve)ll, > p and set

co = lyrg max &), (26)

where I' = {y € €([0, 1], (H&T(Q))z); v(0) = (0,0), &(y(1)) < 0}. It follows from (10), (12), (25), (26)
and Lemma 3.2 that

_ _ 2 —N - 4-N
co < E(tgoVe, t1oVe) = NHm:X(fK(x)lvelz dx) *
Q

4-N

~_N 4 _N_ _N_ 7
< = Hop( max {[TI75 AG K Ny AT K (0)))

2
N
2 T
- Nmm{lTIﬂO’HIIKJrIIw L AL K(0)F } = ¢,

If ¢co < cf, then by Lemma 3.4, the (PS). condition holds and the assertion follows from the
mountain pass theorem in [33] (see also [14]). If ¢y = ¢, then y(r) = (tto5o Ve, tigTo V) is a path in I’
such that max,ejo,1; & (y(f)) = co, where 7 € [0, 1]. Accordingly, either ¥’(¢) = 0 and we are done, or y
can be deformed to a path y € I' with max,cjo,1; & (¥(¢)) < ¢, which is impossible. Then we conclude
that problem (,@é() possesses a nontrivial solution (ug,vy) € (H&T(Q)\{O})z. This, together with
Lemma 3.1, implies that (1, vo) 1s a nontrivial T-invariant solution of (@é‘ ).

Proof of Corollary 2.1. Let ¢ € €;°(Q) satisfy 0 < ¢(x) < 1, ¢(x) = 1 on B,(0) and ¢(x) = 0
on Q\B,,(0), with o > 0 to be determined. Following the analytic techniques in [14], we deduce
from (7)—(10) that

byl e
gyl = fg (A@y P — "g =1+ O, 27)
f oy dx = AT + O(V1W), (28)
Q
0(6%(N—4)(1—17u))’ 1 < q < 2**(6) ’
2 -1,
q 2**
[ ot el g=>2, 29)
Q |.X| Nu
q 2**
O(eV#404-0), D g<2p).
2-n,
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Taking Ve = ¢y./llpyell,, it is easy to verify from (27) and (28) that

[wdx= [ 2ar = AT o iw), (30)
Q Q 1PYell,

Next, we choose o > 0 so that K(x) > K(0) + yol|x|” for |x| < 0. Then by (30) we find
fg KXWV dx = fg (K(x) — K(0)|V* dx + K(O)ﬂﬁ + O(eN VI,
Obviously, it suffices to prove that
fQ (K(x) — KO0)|V* dx + O(eN1m) > 0 (31)
for sufficiently small € > 0. Note that here we have

f (K(x) = KOV dx
Q

= f (K(x) — K(O)|Ve] dx + f (K(x) = KO))|V.[* dx
[xl<e

x>0

Myl K(x) — K(0)|gy "
S yOf |x|"ly |2 dx+f (K(x) (2)3|¢y | dx: 14 L,
[x|<o ||¢ye||,1 |xI>0 ||¢y€||#

For € > 0 sufficiently small, we deduce from (7)—(10), (27), and the fact that N — 1 + ¢ — Nn, > -1,
and N —1+9 - Nn, —2N(1 —n,) < -1 that

Lyl YoC2 e o 2
A w [ e
|x|<o ||¢y6”# (1 + O(E(N_4)(1_77u)))7 |x|<o €
%0C? € f It (U + )™
= kk Hok x
(1 + O(eN-901-10)) T Jraiceer (o + [ )> "0

L N-1+0-Ni, 0! N-1+9-Nn,
e
o (1 + r2t=m) 1 (1 + P20
> Cie’, 9 €(0,(N-4)1-1,)

and

K — K 2 U um + 2-7],, Ao Q*
|12|Sf |K(x) (0)|2|i5ye| deCf LU (D (x]™ + x| 212 ] I
x>0 ||¢ye(-x)||y \x|2é€’ (lxlﬂu + |x|2—ﬂy) 0

+00 N—-1-Nng

v H J—

< Cf ——————dr < GV,
o (1 + 20w

where C; > 0 and C, > 0 are constants independent of €. Taking into account 0 < ¢ < (N —4)(1 - M) <
N(1 -n,), we conclude that (31) holds as € > 0 small enough. By (13) and Theorem 2.1, we obtain the
desirable result.
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To prove Theorem 2.2, we are ready to use the following symmetric mountain pass theorem as
in [25]. It is worthwhile to point out that for the case of o = 0 and K(x) non constant, one may find
that the system () has infinitely many solutions by employing the Lusternik-Schnirelmann theory.
Moreover, for the case of oo > 0, |T| = oo, K(0) = 0 and K(x) non constant, one can prove that the
problem (22X) possesses infinitely many solutions by an application of fountain theorem as in [28,29].
However, the application of symmetric mountain pass theorem is more direct and convenient than that
of the genus. Besides, in Section 4, for simplicity, we are devoted to seeking group-invariant solutions
of (ZX) for the case of o > 0, and K(x) = K > 0, which is different from the case of o > 0, and
K(x) non constant. Accordingly, our arguments are mainly based upon the application of (symmetric)
mountain pass theorem and not of fountain theorem.

Lemma 3.5. (see [34, Theorem 9.12] ) Let E be an infinite dimensional Banach space, and let & €
€' (E,R) be an even functional verifying (PS). condition for every ¢ € R and &(0) = 0. Furthermore,

(1) there are constants a > 0 and p > 0 such that &(w) > a for all ||w|| = p
(2) there is an increasing sequence of subspaces {E,,} of E, with dimE,, = m, such that for every m,
one may derive R,, > 0 such that &(w) < 0 for all w € E,, with |w|| > R,,.

Then & has a sequence of critical values {c,,} tending to co as m — oo.

Proof of Theorem 2.2. We shall present a direct application of Lemma 3.5 with w = (4,v) € E =
(Hg (). Now, just observe that

1 _
&u,v) 2 S, Il - ||K||oo ||(u VI

2**

from which it follows that there are @ > 0 and p > O such that &(u,v) > «a for all (u,v) € E
with [|(u, v)[l, = p. We now denote Q¢ = {x € Q; K(x) > 0}. Since K is T-invariant, it is clear that Q¢
is T—invariant Following the idea of [25, Theorem 3], we define (H, T(Q ))2 and presume
that ( (Q )? < E. Let {E,} be an increasing sequence of subspaces of ( 7(Qx ))?> with
dimE,, = m for each 1 < m € N. Thanks to (19), we conclude that there exists a constant s(m) >0

such that
A

for all (i1, ¥) € E,, with ||(&, V)||, = 1. Accordingly, if (u,v) € E,\{(0,0)}, then we write (u,v) = 1(ii, V),
with 7 = ||(u, v)||, and [|(i&, )|, = 1. Thus we arrive at

K(x0)H (i, 9)dx > Hyi f K@)(jal” + P )dx = s(m),
o

+
K

1 1 5. 1 1 .
Eu,v) = 512 _ Fﬂ K(x)H (i, V)dx < 5[ _ **g‘(m)tz <0,
Q+

for t large enough. By Corollary 3.1 and Lemma 3.5, the assertion follows.

Proof of Corollary 2.2. Observe that T = O(N) and |T| = oco. Then, Theorem 2.2 and Corollary 3.1
imply the desired result.
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4. Existence result for system ( 3”5 )

In this section, we shall look for a weak solution of (ﬁf) as a critical point of the associated
functional .Z, : (Hj ;(©))* — R defined by

Fo(u,v) = l||(u, I K H(u,v)dx — g IXI2Ou, v)dx. (32)
2 U 2** o q o

We first prove that the functional .%, satisfies the local (PS). condition for small energy levels.

Lemma 4.1. Let o > 0 and (q.1) and (q.2) be verified. Then the (PS), condition in (Hj(Q))* holds
for Z, if
(33)

Proof. Let {(un,v,)} C (Hy,(\{0})> be a (PS). sequence verifying (33). By (q.1) and the
homogeneity of Q, we arrive at the following Euler identity

00(u,v) 00(u,v)

u +v
n 61/{ (V) n av

Using (18), (32) and the fact that 2 < g < 2**(B) < 2**, we derive

oy = A0, V).

c+0,(1) = Fo(uy,vy) — Cl[<ﬁ;(um Vi), (U, Vi) + é(ff;(un, Vi), (U, Vi)

1 1 1 1 - 1

= (5 = My vl + (= = 5 )KfH(un,vn)dx + —(F (U Vi), (thy V)
2 q qg 2 o q
1 1

> (5 - ;l)ll(un,vn)lli + 0, (DI @ty Vi)l

which yields the boundedness of {(u,,v,)} in (HS’T(Q))Z. Consequently, just as in Lemma 3.4, we may
assume that u, — u, v, — v in H;;(Q) and in L*"(Q); moreover, u, — u, v, — v in LY(Q, |x|?) for
any 0 < <4,2 <qg<2"() (see [9, Lemma 2.1]) and a. e. on Q. Accordingly, we have

f X Quty, vi)dx = f X Q(u, v)dx + 0,(1). (34)
Q Q
Applying a standard argument, we find that (u, v) is a critical point of .%,, thus
2K -2
Fou,v) = = f Hu, vdx + Z4=2) f K Q(u, v)dx > 0. (35)
N Ja 2q Q

Next, we set u, = u, —u and v, = v, — v. By using the Brezis-Lieb lemma [35] and arguments as
in [13, Lemma 8], we obtain

1 TDIZ = 12t v = 112, WI2 + 0,(1), (36)
fH(ﬁn,Vn)dx:fH(un,v,,)dx—fH(u,v)dx+0n(1). (37)
Q Q Q
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Recalling .Z,(u,,v,) = ¢ + 0,(1) and .F/(u,, v,) = 0,(1), we infer from (32), (34)—(37) that

¢+ 0,(1) = Fp(u,v) + %n@,“v‘n)nﬁ - 2K f H(tn, T)dx + 0,(1) (38)
Q
and
II(ﬁn,Vn)IIZ - Ef H(u,, v,)dx = 0,(1). (39)
Q

Consequently, for a subsequence {(u,, v,)}, we have
IG, T2 5 T>0, K f HG@Tdx > T as n— .

This, combined with (21), implies ﬂﬂ,H(T/I?)r <1 Hence, we derive either I=0orl>K" Nﬂ“ If
I> E¥ﬂ§},, then we see from (35), (36), (38) and (39) that

1 1 —~ 2~ﬂ N
c=Zs(u,v)+ (5 - 2**)1 > NK T AL

which contradicts (33). Therefore, we obtain ||(L7n,'\7,,)||l21 — 0 asn — oo, and hence, (u,,v,) — (u,v)
in (Hj ,(Q))*. This completes the proof.

Lemma 4.2. Let o > 0 and (q.1) and (q.2) be satisfied. Then there exists a pair of functions (u,v) €
(Hg -(Q\{0))* such that
2 ~
sup Z,(tu, tv) < KT ﬂ“ (40)
>0 N
Proof. We only need to show that (¢,V,, 7¢V,) verifies (40) for € > 0 sufficiently small, where V, =
®ye/llpyell, and ¢ > 0 and 7 > O satisfy (20). To this end, we define two functions

r ? -
O(1) = Fo(tsoVe, t1oVe) = _(S'(% +70) - e H(S‘O,To)Kf Vel dx
3 @1)
- —qu(S'o,To)f | Elﬂ >0
and 5
~ t
(1) = E(g(z) + T(z)) 2**H(§0,T0)Kf V. dx, t>0. 42)
From (42) it follows that sup,., ®(¢) can be attained at some #, > 0 for which we derive
-~ Hk *k V
(6 + T = Rt o ™ [ W dx- o0t [ Fear=o. 43)
Q
By (27) and (29), one finds that
0 (EZ(N 4)(1- T],l)) 1< g < 2**(3)
2-n,
[Vel? 4(N—-4)(1-1,) 27(B)
x =4 O1(e | In €l), q= , 44
fg x}p 1 2 -1, @
q 2%
0,(&"-1-0), D q<2p,
2-n,
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where O;(€') means that there exist constants C; > 0 and C, > 0 such that C €’ < |0,(€")| < C,€'. Thus
for € > 0 small enough, we conclude from (30), (43) and (44) that

+T _—
0<Cy<t < (= 50" To )7 LT < Ty, (45)
KH(s0,70) [, IVl dx

where C5 and C, are positive constants independent of €. Besides, the function (~D(t) defined by (42)
achieves its maximum at 7. and is increasing in the interval [0,7.], together with Lemma 3.2, (30)
and (41)—(45), we obtain

@@J:6@J—Z£Q@mm{f'4d <®m»—\f'A
7 xp o WP

Q
2
2412 o V|2
2 €
=N T ‘Cf|wx
= -\ x
(KH(s0.70) [, IVl dx)’ °
v (46)
T
2~ H! V.|
NKTN " max ) —Cfll I’de
ALY + O(eN-901-10)) ¥ o
2 —4n N
L -1~ ,,>
NK4?(:H+O( L f XIﬁ
According to (14), it is not difficult to check that
(N = 4)(1 - ,) >N—,8—%(N—4). (47)

Choosing € > 0 small enough, we derive from (44), (46) and (47) that

N
2 e

sup Z,(tsoVe, ttogVe) = O(t,) < An

>0

Therefore, we find that (¢o Ve, 79 V,) fulfills (40) and the assertion follows.

Proof of Theorem 2.3. Notice that Q € €' (R2, [0, +0)) is g-homogeneous. Then, there exists Omay > 0
such that

0 < 0(5.7) < Omax(Is1? + [719), V(5. 7) € R?, (48)

where Oma = max{Q(s,7);|¢l? + |7l = 1, (s, 7) € R2}. Consequently, for any (i, v) € (Hg - ()\{0})*,
we deduce from (4), (21), (32) and (48) that

1 2 K _ﬁ 2** g — _ﬁ
ﬁMWWZ—mem—ZMﬂjHWNM,—ngﬁgul@N+W@M

—_—

2 5 llCu, I -

8
-5 2** _ q
zwmwmwm CliGu, WL
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Due to 2 < g < 2™, there exist constants & > 0 and p > 0 such that .Z#,(u,v) > a for all ||(u, v)||, = p
Accordingly, we find from lim,_,o, #,(tu,tv) = —oo that there exists #; > 0 such that % (t;u, t;v) < 0
and ||(z5u, tyv)ll, > p. We now set

c; = inf max %, (y(1)),
! el te€[0,1] o—('}’( ))

where I' = {y € €(([0, 1],(H§’T(Q))2);y(0) = (0,0), Z,(y(1)) < 0}. By virtue of the mountain pass
theorem, we conclude that there exists a sequence {(u,, v,)} C (HS,T(Q))2 such that .Z,(u,,v,) — ¢ >
a, F . (u,,v,) = 0asn — oo. Let (4, v) be the function attained in Lemma 4.2. Then we derive

— e 2 —4n N
0<a<c < sup Z(ttgu, tyy) < —K¥ﬂ“H.
te[0.1] N #
With the help of the above inequality and Lemma 4.1, we find a critical point (u;,v,) of .7, satisfying
(25). Again, using the symmetric criticality principle, we coclude that (u;,v;) is a nontrivial 7-
invariant solution of (£2X).

5. Conclusions

In this paper, we combine the critical point theory and classical variational techniques to study the
group-invariant solutions of the fourth-order elliptic systems with singular potentials and critical
homogeneous nonlinearities. Using the Hardy-Rellich inequality and the symmetric criticality
principle of Palais, we establish several existence and multiplicity results of 7-invariant solutions to
the considered problem. Furthermore, we provide a concrete model and some specific examples to
explain the main results of this article.

Acknowledgment

This work is supported by Natural Science Foundation of China (No. 11971339) and Chongqing
Natural Science Foundation in China (No. cstc2021jcyj-msxmX0412).

Conflict of interest

The authors declare that there is no conflict of interest.

References

1. W. D. Bastos, O. H. Miyagaki, R. S. Vieira, Solution to biharmonic equation with vanishing
potential, Illinois J. Math., 57 (2013), 839-854. https://doi.org/10.1215/1IM/1415023513

2. M. Badiale, S. Greco, S. Rolando, Radial solutions of a biharmonic equation
with vanishing or singular radial potentials, Nonlinear Anal., 185 (2019), 97-122.
https://doi.org/10.1016/j.na.2019.01.011

3. O.H. Miyagaki, C. R. Santana, R. S. Vieira, Schrodinger equations in R* involving the biharmonic
operator with critical exponential growth, Rocky Mountain J. Math., 51 (2021), 243-263.
https://doi.org/10.1216/rmj.2021.51.243

AIMS Mathematics Volume 8, Issue 4, 9054-9073.


http://dx.doi.org/https://doi.org/10.1215/IJM/1415023513
http://dx.doi.org/https://doi.org/10.1016/j.na.2019.01.011
http://dx.doi.org/https://doi.org/10.1216/rmj.2021.51.243

9071

10.

11.

12.

13.

14.

15.

16.

17.

A. Rani, S. Goyal, Polyharmonic systems involving critical nonlinearities with sign-changing
weight functions, Electron. J. Differ. Eq., 2020 (2020), 119.

. H. S. Zhang, T. Li, T. Wu, Existence and multiplicity of nontrivial solutions for

biharmonic equations with singular weight functions, Appl. Math. Lett., 105 (2020), 106335.
https://doi.org/10.1016/j.am1.2020.106335

Y. Su, H. Shi, Ground state solution of critical biharmonic equation with Hardy potential and
p-Laplacian, Appl. Math. Lett., 112 (2021), 106802. https://doi.org/10.1016/j.am1.2020.106802

. Z. Feng, Y. Su, Ground state solution to the biharmonic equation, Z. Angew. Math. Phys.,

73 (2022), 15. https://doi.org/10.1007/s00033-021-01643-2

. Y. Yu, Y. Zhao, C. Luo, Ground state solution of critical p-biharmonic equation involving Hardy

potential, Bull. Malays. Math. Sci. Soc., 45 (2022), 501-512. https://doi.org/10.1007/s40840-021-
01192-x

Y. X. Yao, R. S. Wang, Y. T. Shen, Nontrivial solutions for a class of semilinear
biharmonic equation involving critical exponents, Acta Math. Sci., 27 (2007), 509-514.
https://doi.org/10.1016/S0252-9602(07)60050-2

L. D’ Ambrosio, E. Jannelli , Nonlinear critical problems for the biharmonic operator with Hardy
potential, Calc. Var. Partial Dif., 54 (2015), 365-396. https://doi.org/10.1007/s00526-014-0789-7

Z. Y. Deng, Y. S. Huang, Symmetric solutions for a class of singular biharmonic
elliptic systems involving critical exponents, Appl. Math. Comput., 264 (2015), 323-334.
https://doi.org/10.1016/j.amc.2015.04.099

D. Kang, L. Xu, Biharmonic systems involving multiple Rellich-type potentials and
critical Rellich-Sobolev nonlinearities, Commun. Pur. Appl. Anal., 17 (2018), 333-346.
https://doi.org/10.3934/cpaa.2018019

D. C. de Morais Filho, M. A. S. Souto, Systems of p-Laplacean equations involving homogeneous
nonlinearities with critical Sobolev exponent degrees, Commun. Part. Diff. Eq., 24 (1999), 1537—-
1553. https://doi.org/10.1080/03605309908821473

H. Brezis, L. Nirenberg, Postive solutions of nonlinear elliptic equations involving
critical Sobolev exponents, Commun. Pur. Appl. Math., 36 (1983), 437-477.
https://doi.org/10.1002/cpa.3160360405

P. L. Lions, The concentration-compactness principle in the calculus of variations, The limit case,
part 1, Rev. Mat. Iberoam., 1 (1985), 145-201. https://doi.org/10.4171/RM1/6

P. L. Lions, The concentration-compactness principle in the calculus of variations, The limit case,
part 2, Rev. Mat. Iberoam., 1 (1985), 45-121. https://doi.org/10.4171/RMI/12

M. FE Furtado, J. P. P. da Silva, Multiplicity of solutions for homogeneous
elliptic systems with critical growth, J. Math. Anal. Appl, 385 (2012), 770-785.
https://doi.org/10.1016/j.jmaa.2011.07.001

AIMS Mathematics Volume 8, Issue 4, 9054-9073.


http://dx.doi.org/https://doi.org/10.1016/j.aml.2020.106335
http://dx.doi.org/https://doi.org/10.1016/j.aml.2020.106802
http://dx.doi.org/https://doi.org/10.1007/s00033-021-01643-2
http://dx.doi.org/https://doi.org/10.1007/s40840-021-01192-x
http://dx.doi.org/https://doi.org/10.1007/s40840-021-01192-x
http://dx.doi.org/https://doi.org/10.1016/S0252-9602(07)60050-2
http://dx.doi.org/https://doi.org/10.1007/s00526-014-0789-7
http://dx.doi.org/https://doi.org/10.1016/j.amc.2015.04.099
http://dx.doi.org/https://doi.org/10.3934/cpaa.2018019
http://dx.doi.org/https://doi.org/10.1080/03605309908821473
http://dx.doi.org/https://doi.org/10.1002/cpa.3160360405
http://dx.doi.org/https://doi.org/10.4171/RMI/6
http://dx.doi.org/https://doi.org/10.4171/RMI/12
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2011.07.001

9072

18

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

J. P. P. da Silva, C. P. de Oliveira, Existence and multiplicity of positive solutions for
a critical weight elliptic system in RY, Commun. Contemp. Math., 23 (2021), 2050027.
https://doi.org/10.1142/S0219199720500273

G. M. Figueiredo, S. M. A. Salirrosas, On multiplicity and concentration behavior of solutions
for a critical system with equations in divergence form, J. Math. Anal. Appl., 494 (2021), 124446.
https://doi.org/10.1016/j.jmaa.2020.124446

M. F. Furtado, L. D. de Oliveira, J. P. P. da Silva, Existence and multiplicity of solutions for a
Kirchhoff system with critical growth, Ann. Fenn. Math., 46 (2021), 295-308.

V. P. Bandeira, G. M. Figueiredo, On a critical and a supercritical system
with  fast increasing weights,  Nonlinear Anal. Real, 64 (2022), 103431.
https://doi.org/10.1016/j.nonrwa.2021.103431

D. S. Kang, P. Xiong, Existence and nonexistence results for critical biharmonic
systems involving multiple singularities, J. Math. Anal. Appl., 452 (2017), 469-487.
https://doi.org/10.1016/j.jmaa.2017.03.011

T. Zheng, P. Ma, J. Zhang, Non-existence of positive solutions for a class of fourth
order elliptic systems in positive-type domains, Appl. Math. Lett., 117 (2021), 107085.
https://doi.org/10.1016/j.am1.2021.107085

T. Yang, On a critical biharmonic system involving p-Laplacian and Hardy potential, Appl. Math.
Lett., 121 (2021), 107433. https://doi.org/10.1016/j.aml1.2021.107433

G. Bianchi, J. Chabrowski, A. Szulkin, On symmetric solutions of an elliptic equations with
a nonlinearity involving critical Sobolev exponent, Nonlinear Anal. Theor., 25 (1995), 41-59.
https://doi.org/10.1016/0362-546X(94)E0070-W

Z. Y. Deng, R. Zhang, Y. S. Huang, Multiple symmetric results for singular quasilinear elliptic
systems with critical homogeneous nonlinearity, Math. Method. Appl. Sci., 40 (2017), 1538-1552.
https://doi.org/10.1002/mma.4078

Y. Wang, Multiplicity of solutions for singular quasilinear Schrodinger equations
with  critical exponents, J.  Math. Anal. Appl., 458 (2018), 1027-1043.
https://doi.org/10.1016/j.jmaa.2017.10.015

L. Baldelli, R. Filippucci, Singular quasilinear critical Schrodinger equations in RY, Commun.
Pur. Appl. Anal., 21 (2022), 2561-2586. https://doi.org/10.3934/cpaa.2022060

L. Baldelli, Y. Brizi, R. Filippucci, On symmetric solutions for (p, ¢)-Laplacian equations in RY
with critical terms, J. Geom. Anal., 32 (2022), 120. https://doi.org/10.1007/s12220-021-00846-3

L. D’ Ambrosio, E. Jannelli, Nonlinear critical problems for the biharmonic operator with Hardy
potential, Calc. Var. Partial Dif., 54 (2015), 365-396. https://doi.org/10.1007/s00526-014-0789-7

D. S. Kang, P. Xiong, Ground state solutions to biharmonic equations involving critical
nonlinearities and multiple singular potentials, Appl. Math. Lett., 66 (2017), 9-15.
https://doi.org/10.1016/j.am1.2016.10.014

AIMS Mathematics Volume 8, Issue 4, 9054-9073.


http://dx.doi.org/https://doi.org/10.1142/S0219199720500273
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2020.124446
http://dx.doi.org/https://doi.org/10.1016/j.nonrwa.2021.103431
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2017.03.011
http://dx.doi.org/https://doi.org/10.1016/j.aml.2021.107085
http://dx.doi.org/https://doi.org/10.1016/j.aml.2021.107433
http://dx.doi.org/https://doi.org/10.1016/0362-546X(94)E0070-W
http://dx.doi.org/https://doi.org/10.1002/mma.4078
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2017.10.015
http://dx.doi.org/https://doi.org/10.3934/cpaa.2022060
http://dx.doi.org/https://doi.org/10.1007/s12220-021-00846-3
http://dx.doi.org/https://doi.org/10.1007/s00526-014-0789-7
http://dx.doi.org/https://doi.org/10.1016/j.aml.2016.10.014

9073

32. M. Willem, Minimax theorems, Boston: Birkhduser, 1996. https://doi.org/10.1007/978-1-4612-

4146-1

33. A. Ambrosetti, P. H. Rabinowitz, Dual variational methods in critical point theory and
applications, J. Funct. Anal., 14 (1973), 349-381. https://doi.org/10.1016/0022-1236(73)90051-7

34. H. Rabinowitz, Minimax methods in critical point theory with applications to differential
equations, American Mathmatical Society, 1986.

35. H. Brezis, E. Lieb, A relation between pointwise convergence of functions and convergence of
functionals, Proc. Amer. Math. Soc., 88 (1983), 486—490. https://doi.org/10.1090/S0002-9939-

1983-0699419-3

@ AIMS Press

AIMS Mathematics

©2023 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

Volume 8, Issue 4, 9054-9073.


http://dx.doi.org/https://doi.org/10.1007/978-1-4612-4146-1
http://dx.doi.org/https://doi.org/10.1007/978-1-4612-4146-1
http://dx.doi.org/https://doi.org/10.1016/0022-1236(73)90051-7
http://dx.doi.org/https://doi.org/10.1090/S0002-9939-1983-0699419-3
http://dx.doi.org/https://doi.org/10.1090/S0002-9939-1983-0699419-3
http://creativecommons.org/licenses/by/4.0

	Introduction
	Preliminaries and main results
	Existence and multiplicity results for system (P0K)
	Existence result for system (PK"0365K)
	Conclusions

