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#### Abstract

Barycentric rational collocation method (BRCM) for solving spatial fractional reactiondiffusion equation (SFRDE) is presented. New Gauss quadrature with weight function $\left(s_{\theta}-\tau\right)^{\xi-\alpha}$ is constructed to approximate fractional integral. Matrix equation of SFRDF is obtained from discrete SFRDE. With help of the error of barycentrix rational interpolation, convergence rate is obtained.
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## 1. Introduction

Consider the spatial fractional reaction-diffusion equation (SFRDE)

$$
\begin{array}{cl}
\frac{\partial u}{\partial t}-{ }_{0}^{C} D_{s}^{\alpha} u(s, t)=f(s, t), & (s, t) \in(a, b) \times(0, T), \\
u(s, 0)=\phi(s), & s \in(a, b), \tag{1.2}
\end{array}
$$

where $\alpha \in(1,2)$ and

$$
{ }_{0}^{C} D_{s}^{\alpha} u(s, t)= \begin{cases}\frac{1}{\Gamma(\xi-\alpha)} \int_{0}^{s} \frac{\partial^{\xi} u(\tau, t)}{\partial \tau^{\xi}} \frac{d \tau}{(s-\tau)^{\alpha+1-\xi}}, & n-1 \leq \xi \leq n,  \tag{1.3}\\ u^{(n)}\left(s_{0}\right), & n \in N,\end{cases}
$$

where $\Gamma(\alpha)=\int_{0}^{\infty} x^{\alpha-1} e^{-x} d x, x \in(0, \infty)$ is $\Gamma$ function, see [1].
Reaction-diffusion equation (RDE) as

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\frac{\partial^{2} u}{\partial s^{2}}=f(s, t), \quad(s, t) \in(a, b) \times(0, T), \tag{1.4}
\end{equation*}
$$

as a kind of important partial differential equation, originates from a wide range of diffusion phenomena, influent flow theory, biochemistry, engineering,brain activity detection [2] and other fields.

Systems of fractional differential equations are also used in the study of electric circuits. In reference [3], explicit solutions for several families of such systems, both homogeneous and inhomogeneous cases, both commensurate and incommensurate are presented. Multi-dimensional time-dependent spatial fractional convection-diffusion (SFCD) equations [4] based on the Riemann-Liouville (RL) derivative is studied by high-efficient accurate mesh-free scheme. Time fractional diffusion equation [5] with discontinuous coefficients is investigated by immersed finite element (IFE) method, stabilities and error estimates are obtained. In reference [6], the authors have developed novel numerical schemes for the Caputo fractional derivative with order $\alpha \in(1,2)$ by cubic interpolating polynomial and cubic Hermite interpolation. A space-time finite element method for the multi-term time-space fractional diffusion equation is proposed in reference [7], the existence, uniqueness and stability of numerical scheme are also discussed. Weak Galerkin finite element [8] method to solve multi-term time fractional diffusion equation is considered, the stability analysis for both semi-discrete and fully-discrete schemes are presented. Collocation approach [9] is developed and stability of this scheme is investigated.

Barycentrix interpolation collocation [10-15] have been developed rapidly. In the recent paper, heat conduction equation [16], integral-differential equation [17], biharmonic equation [18, 19] and fractional differential equations [20] have been solved by linear barycentrix rational collocation methods (LBRCM). In the paper [21-24], barycentric interpolation collocation method for nonlinear parabolic partial differential equations [25], incompressible plane elastic problems and plane elastic problems [26] and so on are presented.

In this paper, SFRDE is considered by linear barycentrix interpolation collocation methods. The fractional term is calculated by fractional integration which the singular part is changed to Riemman integral under the condition that the density function have one order more regularity. Different from the classical Gauss quadrature, new Gauss quadrature with weight function $\left(s_{\theta}-\tau\right)^{\xi-\alpha}$ is constructed which have high accuracy. Then matrix equation of SFRDF is obtained from discrete SFRDE and convergence rate is proposed.

## 2. Matrix equation of SFRDE

Matrix equation of SFRDE is given in this part. The domain $[a, b] \times[0, T]$ is divided into

$$
\left(s_{i}, t_{j}\right), i=0,1, \cdots, \quad m, j=0,1, \cdots, n,
$$

which can be chosen as equidistant nodes or Chebyshev nodes [27]. For equidistant meshes, we have $h_{s}=\frac{b-a}{m}, h_{t}=\frac{T}{n}$.

The barycentric interpolation function is given by

$$
\begin{equation*}
u(s, t):=\sum_{i=0}^{m} \sum_{j=0}^{n} R_{i}(s) R_{j}(t) u_{i j}, \tag{2.1}
\end{equation*}
$$

where $u_{i j}=u\left(s_{i}, t_{j}\right)$ and

$$
\begin{equation*}
R_{i}(s)=\frac{\frac{w_{i}}{s-s_{i}}}{\sum_{k=0}^{m} \frac{w_{k}}{s-s_{k}}}, R_{j}(t)=\frac{\frac{\lambda_{j}}{t-t_{j}}}{\sum_{k=0}^{n} \frac{\lambda_{k}}{t-t_{k}}} \tag{2.2}
\end{equation*}
$$

is basis function [28]. For different weight function $w_{i}$ and $\lambda_{j}$, there are different kind of barycentric interpolation, such as barycentric Lagrange interpolation (BLI) and barycentric rational interpolation (BRI) [21] and so on.

The $w_{i}$ denoted as weight function of BLI is defined as

$$
\begin{equation*}
w_{i}=\frac{1}{\prod_{j=0, j \neq i}^{m} s_{i}-s_{j}}, \quad \lambda_{k}=\frac{1}{\prod_{j=0, j \neq k}^{l} t_{k}-t_{j}}, \tag{2.3}
\end{equation*}
$$

$\lambda_{j}$ of BRI is defined as

$$
\begin{align*}
& w_{i}=\sum_{r_{1} \in J_{i}}(-1)^{r_{1}} \prod_{k=r_{1}, r_{1} \neq i}^{r_{1}+d_{s}} \frac{1}{s_{i}-s_{k}}, \quad J_{i}=\left\{r_{1}: i-d_{s} \leq r_{1} \leq i\right\},  \tag{2.4}\\
& \lambda_{k}=\sum_{r_{2} \in J_{k}}(-1)^{r_{3}} \prod_{i=r_{2}, r_{2} \neq k}^{r_{2}+d_{t}} \frac{1}{t_{k}-t_{i}}, \quad J_{k}=\left\{r_{2}: k-d_{t} \leq r_{2} \leq k\right\},
\end{align*}
$$

where $r_{1} \in\left\{0,1, \cdots, m-d_{s}\right\}, r_{2} \in\left\{0,1, \cdots, n-d_{t}\right\}$, the parameters $d_{s}, d_{t}$ are integers and $0 \leq d_{s} \leq$ $m, 0 \leq d_{t} \leq n$.

As there are singularity in Eq (1.3), the numerical methods can not get high accuracy, so we change (1.3) by fractional integration to overcome the difficulty singularity. We get

$$
\begin{align*}
{ }_{0}^{C} D_{s}^{\alpha} u(s, t) & =\frac{1}{\Gamma(\xi-\alpha)} \int_{0}^{x} \frac{\partial^{\xi} u(\tau, t)}{\partial \tau^{\xi}} \frac{d \tau}{(s-\tau)^{\alpha+1-\xi}} \\
& =\frac{1}{\Gamma(\xi-\alpha)(\xi-\alpha)}\left[\frac{\partial^{\xi} u(0, t)}{\partial s^{\xi}} s^{\xi-\alpha}+\int_{0}^{s} \frac{\partial^{\xi+1} u(\tau, t)}{\partial \tau^{\xi+1}} \frac{d \tau}{(s-\tau)^{\alpha-\xi}}\right] \\
& =\Gamma_{\alpha}^{\xi}\left[\frac{\partial^{\xi} u(0, t)}{\partial s^{\xi}} s^{\xi-\alpha}+\int_{0}^{s} \frac{\partial^{\xi+1} u(\tau, t)}{\partial \tau^{\xi+1}} \frac{d \tau}{(s-\tau)^{\alpha-\xi}}\right], \tag{2.5}
\end{align*}
$$

where

$$
\Gamma_{\alpha}^{\xi}=\frac{1}{\Gamma(\xi-\alpha)(\xi-\alpha)} .
$$

Combining (2.5) and (1.1), we have

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\Gamma_{\alpha}^{\xi}\left[\frac{\partial^{\xi} u(0, t)}{\partial s^{\xi}} s^{\xi-\alpha}+\int_{0}^{s} \frac{\partial^{\xi+1} u(\tau, t)}{\partial \tau^{\xi+1}} \frac{d \tau}{(s-\tau)^{\alpha-\xi}}\right]=f(s, t) . \tag{2.6}
\end{equation*}
$$

Combining Eqs (2.1) and (2.6), then we get

$$
\begin{aligned}
\sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}^{\prime}(t) R_{i}(s)\right] u_{i j} & -\Gamma_{\alpha}^{\xi} \sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}(t) R_{i}^{(\xi)}(0) s^{\xi-\alpha}\right] u_{i j} \\
& --\Gamma_{\alpha}^{\xi} \sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}(t) \int_{0}^{s} \frac{R_{i}^{(\xi+1)}(\tau)}{(s-\tau)^{\alpha-\xi}} d \tau\right] u_{i j} \\
& =f(s, t),
\end{aligned}
$$

where

$$
R_{k}(\tau)=\frac{\frac{\lambda_{k}}{\tau-\tau_{k}}}{\sum_{k=0}^{n} \frac{\lambda_{k}}{\tau-\tau_{k}}}
$$

and

$$
\left\{\begin{aligned}
& R_{i}^{\prime}(\tau)=R_{i}(\tau)\left[-\frac{1}{\tau-\tau_{k}}+\frac{\sum_{s=0}^{l} \frac{\lambda_{k}}{\left(\tau-\tau_{k}\right)^{2}}}{\sum_{s=0}^{l} \frac{\lambda_{k}}{\tau-\tau_{k}}}\right] \\
& \vdots \\
& R_{i}^{(\xi+1)}(\tau)=\left[R_{i}^{(\xi)}(\tau)\right]^{\prime}, \xi \in \mathbf{N}^{+} .
\end{aligned}\right.
$$

Let $s=s_{\mu}, t=t_{\theta}$, we get

$$
\begin{align*}
\sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}^{\prime}\left(t_{\theta}\right) R_{i}\left(s_{\mu}\right)\right] u_{i j} & -\Gamma_{\alpha}^{\xi} \sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}\left(t_{\theta}\right) R_{i}^{(\xi)}(0) s_{\mu}^{\xi-\alpha}\right] u_{i j} \\
& -\Gamma_{\alpha}^{\xi} \sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}\left(t_{\theta}\right) \int_{0}^{s_{\mu}} \frac{R_{i}^{(\xi+1)}(\tau)}{\left(s_{\mu}-\tau\right)^{\alpha-\xi}} d \tau\right] u_{i j}  \tag{2.8}\\
& =f\left(s_{\mu}, t_{\theta}\right)
\end{align*}
$$

where $\mu=0,1, \cdots, m, \theta=0,1, \cdots, n$.
The integral term of (2.8) can be written as

$$
\begin{equation*}
\int_{0}^{s_{\mu}} R_{i}^{(\xi+1)}(\tau)\left(s_{\mu}-\tau\right)^{\xi-\alpha} d \tau=Q_{i}\left(s_{\mu}\right)=Q_{i \mu} \tag{2.9}
\end{equation*}
$$

then we get

$$
\begin{equation*}
\sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}^{\prime}\left(t_{\theta}\right) R_{i}\left(s_{\mu}\right)\right] u_{i j}-\Gamma_{\alpha}^{\xi} \sum_{i=0}^{m} \sum_{j=0}^{n}\left[R_{j}\left(t_{\theta}\right) R_{i}^{(\xi)}(0) s_{\mu}^{\xi-\alpha}+R_{j}\left(t_{\theta}\right) Q_{i}\left(s_{\mu}\right)\right] u_{i j}=f\left(s_{\mu}, t_{\theta}\right), \tag{2.10}
\end{equation*}
$$

noting the notation,

$$
R_{i}\left(s_{\mu}\right)=\delta_{i \mu}, R_{j}^{\prime}\left(t_{\theta}\right)=M_{j \theta}^{(01)}, \quad R_{j}\left(t_{\theta}\right)=\delta_{j \theta}, \quad R_{i}^{(\xi)}(0)=M_{i \mu}^{(\xi 0)},
$$

where $M_{j \theta}^{(01)}, M_{i \mu}^{(\xi 0)}$ is the first order derivative of barycentrix matrix related with $t$ and $s$ [20].

The integral (2.9) is calculated by

$$
\begin{equation*}
Q_{i \mu}=Q_{i}\left(s_{\mu}\right)=\int_{0}^{s_{\mu}} R_{i}^{(\xi+1)}(\tau)\left(s_{\mu}-\tau\right)^{\xi-\alpha} d \tau:=\sum_{i=1}^{g} R_{i}^{(\xi+1)}\left(\tau_{i}^{\theta, \alpha}\right) G_{i}^{\theta, \alpha}, \tag{2.11}
\end{equation*}
$$

where $G_{i}^{\theta, \alpha}$ is Gauss weight and $\tau_{i}^{\theta, \alpha}$ is Gauss points with weights $\left(s_{\mu}-\tau\right)^{\xi-\alpha}$ [20].
Equation systems (2.10) can be written as

$$
\left[I_{m+1} \otimes M^{(01)}-\Gamma_{\alpha}^{\xi}\left(T^{\xi, \alpha}\left(I_{n+1} \otimes M_{1}^{(\xi 0)}\right)+I_{n+1} \otimes Q\right)\right]\left[\begin{array}{c}
u_{00}  \tag{2.12}\\
\vdots \\
u_{0 n} \\
u_{10} \\
\vdots \\
u_{1 n} \\
u_{m 0} \\
\vdots \\
u_{m n}
\end{array}\right]=\left[\begin{array}{c}
f_{00} \\
\vdots \\
f_{0 n} \\
f_{10} \\
\vdots \\
f_{n n} \\
f_{m 0} \\
\vdots \\
f_{m n}
\end{array}\right],
$$

$I_{m+1}$ and $I_{n+1}$ are identity matrices, $\otimes$ is Kronecker product (see [21]),

$$
M^{(01)}=\left[M_{i j}^{(01)}\right]_{n+1, n+1}, \quad M^{(\xi 0)}=\left[M_{i j}^{(\xi 0)}\right]_{n+1, n+1}, \quad Q=\left[Q_{i j}\right]_{m+1, m+1},
$$

and

$$
T^{\xi, \alpha}=\operatorname{diag}\left(s_{\mu}^{\xi-\alpha}\right)
$$

Then Eq (2.12) can be noted as

$$
\begin{equation*}
\left[I_{m+1} \otimes M^{(01)}-\Gamma_{\alpha}^{\xi}\left(T^{\xi, \alpha}\left(I_{n+1} \otimes M_{1}^{(\xi 0)}\right)+I_{n+1} \otimes Q\right)\right] U=F \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
L U=F, \tag{2.14}
\end{equation*}
$$

with

$$
\begin{gathered}
L=I_{m+1} \otimes M^{(01)}-\Gamma_{\alpha}^{\xi}\left(T^{\xi, \alpha}\left(I_{n+1} \otimes M_{1}^{(\xi 0)}\right)+I_{n+1} \otimes Q\right), \\
U=\left[u_{00} \cdots u_{0 n}, u_{10} \cdots u_{1 n}, u_{m 0} \cdots u_{m n}\right]^{T},
\end{gathered}
$$

and

$$
F=\left[f_{00} \cdots f_{0 n}, f_{10} \cdots f_{1 n}, f_{m 0} \cdots f_{m n}\right]^{T}
$$

The initial and boundary condition can be dealt with the additional methods or replacement methods [21].

## 3. Convergence and error analysis

In this part, we present the proof convergence rate of LBRCM for SFRDE. Firstly, we define the error function

$$
\begin{equation*}
e(s)=u(s)-p_{n}(s)=\left(s-s_{i}\right) \cdots\left(s-s_{i+d}\right) u\left[s_{i}, s_{i+1}, \ldots, s_{i+d}, s\right], \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
e(s)=\frac{\sum_{i=0}^{n-d} \lambda_{i}(s)\left(u(s)-p_{i}(s)\right)}{\sum_{i=0}^{n-d} \lambda_{i}(s)}=\frac{A(s)}{B(s)}=O\left(h^{d+1}\right) \tag{3.2}
\end{equation*}
$$

where $h=(b-a) / m$,

$$
p_{n}(s)=\frac{\sum_{k=0}^{n} \frac{\lambda_{i}}{s-s_{i}} u_{i}}{\sum_{k=0}^{n} \frac{\lambda_{k}}{s-s_{k}}}
$$

and

$$
\begin{gathered}
A(s):=\sum_{i=0}^{n-d}(-1)^{i} u\left[x_{i}, \ldots, s_{i+d}, s\right], \\
B(s):=\sum_{i=0}^{n-d} \lambda_{i}(s), \lambda_{i},
\end{gathered}
$$

is defined as (2.3).
In the following, $C$ denotes positive constant different places maybe its value is different.
Lemma 1. [10] For e(s) defined as (3.1), there holds

$$
\begin{equation*}
\left|e^{(k)}(s)\right| \leq C h^{d+1-k}, \quad u \in C^{d+k+2}[a, b], \quad k=0,1, \cdots . \tag{3.3}
\end{equation*}
$$

For the SFRDE, we can get the error function as rational interpolation function of $u(s, t)$ is defined as $r_{m n}(s, t)$

$$
\begin{equation*}
r_{m n}(s, t)=\frac{\sum_{i=0}^{m+d_{s}} n \sum_{j=0}^{n+d_{i}} \frac{w_{i, j}}{\left(s-s_{i}\right)\left(t-t_{j}\right)} u_{i, j}}{\sum_{i=0}^{m+d_{s}} \sum_{j=0}^{n+d_{1}} \frac{w_{i, j}}{\left(s-s_{i}\right)\left(t-t_{j}\right)}}, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{i, j}=(-1)^{i-d_{s}+j-d_{t}} \sum_{k_{1} \in J_{i}} \prod_{h_{1}=k_{1}, h_{1} \neq j}^{k_{1}+d_{s}} \frac{1}{\left|s_{i}-s_{h_{1}}\right|} \sum_{k_{2} \in J_{i}} \prod_{h_{2}=k_{2}, h_{2} \neq j}^{k_{2}+d_{t}} \frac{1}{\left|t_{j}-t_{h_{2}}\right|} . \tag{3.5}
\end{equation*}
$$

We define $u(s, t)$ to be

$$
\begin{align*}
e(s, t): & =u(s, t)-r_{m n}(s, t)  \tag{3.6}\\
& =\left(s-s_{i}\right) \cdots\left(s-s_{i+d_{s}}\right) u\left[s_{i}, s_{i+1}, \ldots, s_{i+d_{1}}, s\right] \\
& +\left(t-t_{j}\right) \cdots\left(t-t_{j+d_{t}}\right) u\left[t_{j}, t_{j+1}, \ldots, t_{j+d_{2}}, t\right] .
\end{align*}
$$

See [28].
With similar analysis of Lemma 1, we have
Lemma 2. For $e(s, t)$ defined as (3.6) and $\phi(s, t) \in C^{d_{s}+k_{1}+2}[a, b] \times C^{d_{t}+k_{2}+2}[0, T]$, then we have

$$
\begin{equation*}
\left|e^{\left(k_{1}, k_{2}\right)}(s, t)\right| \leq C\left(h_{s}^{d_{s}-k_{1}+1}+h_{t}^{d_{t}-k_{2}+1}\right), \tag{3.7}
\end{equation*}
$$

where $k_{1}, k_{2}=0,1, \cdots$.
Combining (2.8) and (1.1), we have

$$
\begin{equation*}
\mathcal{L} e(s, t):=e_{t}(s, t)-\Gamma(\xi) e_{s}(0, t)-\Gamma(\xi) \int_{0}^{s} \frac{e_{\tau \tau \tau}(\tau, t)}{(s-\tau)^{\alpha-\xi}} d \tau-R_{f}(s, t), \tag{3.8}
\end{equation*}
$$

where

$$
R_{f}(s, t)=f(s, t)-f\left(s_{i}, \quad t_{j}\right), \quad i, j=0,1,2, \cdots, n
$$

Let $u(s, t)$ to be the solution of (1.1) and $u_{m n}(s, t)$ is the numerical solution, then we have

$$
\mathcal{L} u_{m n}\left(s_{i}, t_{j}\right)=f\left(s_{i}, t_{j}\right), \quad i, j=0,1,2, \cdots, m, n
$$

and

$$
\lim _{\substack{m \rightarrow \infty \\ n \rightarrow \infty}} u_{n}\left(s_{i}, t_{j}\right)=u(s, t) .
$$

We get the following theorem.
Theorem 1. Let

$$
u_{m n}(s, t): \mathcal{L} u_{m n}\left(s_{i}, t_{j}\right)=f\left(s_{i}, t_{j}\right), u(s, t) \in C^{3}[a, b] \times[0, T],
$$

and suppose $\mathcal{L}$ be the invertible operator, we have

$$
\left|u_{m n}\left(s_{i}, t_{j}\right)-u(s, t)\right| \leq C\left(h_{s}^{d_{s}-1}+h_{t}^{d_{t}}\right) .
$$

Proof. Combining the Lemma 1 and Eq (3.8), we have

$$
\begin{align*}
|\mathcal{L} e(s, t)| & =\left|e_{t}(s, t)-\Gamma(\xi) e_{s s}(0, t)-\Gamma(\xi) \int_{0}^{s} \frac{e_{\tau \tau \tau}(\tau, t)}{(s-\tau)^{\alpha-\xi}} d \tau-R_{f}(s, t)\right| \\
& \leq\left|e_{t}(s, t)\right|+\left|\Gamma(\xi) e_{s s}(0, t)\right|+\left|\Gamma(\xi) \int_{0}^{s} \frac{e_{\tau \tau \tau}(\tau, t)}{(s-\tau)^{\alpha-\xi}} d \tau\right|+\left|R_{f}(s, t)\right| \\
& \leq C\left(h_{s}^{d_{s}+1}+h_{t}^{d_{t}}\right)+C\left(h_{s}^{d_{s}-1}+h_{t}^{d_{t}+1}\right)+C\left(h_{s}^{d_{s}-1}+h_{t}^{d_{t}+1}\right) \\
& \leq C\left(h_{s}^{d_{s}-1}+h_{t}^{d_{t}}\right) . \tag{3.9}
\end{align*}
$$

As $\mathcal{L}$ is invertible operator. Then we have

$$
\left|u_{m n}\left(s_{i}, t_{j}\right)-u(s, t)\right| \leq C\left(h_{s}^{d_{s}-1}+h_{t}^{d_{t}}\right) .
$$

The proof is completed.

## 4. Numerical examples

Example is presented to valid our theorem.
Example 1. Consider the SFRDE

$$
\begin{array}{cl}
\frac{\partial u}{\partial t}-{ }_{0}^{c} D_{s}^{\alpha} u(s, t)=f(s, t), & (s, t) \in(0,1) \times(0, T), \\
u(s, 0)=s^{3}(1-s)^{2}, & s \in(0,1), \\
u(s, t)=0, & (s, t) \in R \backslash(0,1) \times(0, T), \tag{4.3}
\end{array}
$$

and source term is

$$
f(s, t)=-e^{-t}\left(s^{3}(1-x)^{2}+6 \frac{\Gamma(2)}{\Gamma(4-\alpha)} x^{3-\alpha}-24 \frac{\Gamma(3)}{\Gamma(5-\alpha)} x^{4-\alpha}+20 \frac{\Gamma(4)}{\Gamma(6-\alpha)} x^{5-\alpha}\right) .
$$

Its exact solution

$$
u(s, t)=e^{-t} s^{3}(1-s)^{2}
$$

In Table 1, for different $d_{s}=d_{t}=1,2, \cdots, 8$ with $m=n=12, \alpha=1.5$, errors of BRCM with uniform and non uniform partition are presented, we can take the value $d_{s}=d_{t} \geq \frac{n}{2}$ to get the high accuracy.

Table 1. Errors of the BRCM for $d_{s}=d_{t}$.

| $d_{s}=d_{t}$ | uniform | nonuniform |
| :---: | :---: | :---: |
| 1 | $4.6993 \mathrm{e}-01$ | $7.5345 \mathrm{e}-02$ |
| 2 | $7.2988 \mathrm{e}-02$ | $2.8702 \mathrm{e}-02$ |
| 3 | $7.9305 \mathrm{e}-04$ | $3.4180 \mathrm{e}-05$ |
| 4 | $7.9579 \mathrm{e}-03$ | $5.0769 \mathrm{e}-04$ |
| 5 | $6.8798 \mathrm{e}-08$ | $5.7736 \mathrm{e}-11$ |
| 6 | $3.9454 \mathrm{e}-07$ | $1.3449 \mathrm{e}-12$ |
| 7 | $3.3420 \mathrm{e}-06$ | $1.4611 \mathrm{e}-13$ |
| 8 | $2.0505 \mathrm{e}-05$ | $7.1919 \mathrm{e}-13$ |

In Table 2, Lagrange barycentrix collocation method (LBCM) and RBCM are taken, errors show that accuracy of LBCM is higher than RBCM with $m=n=12$. For RBCM, we take $m=n=12$ and $d_{s}=d_{t}=7$. In Table 3, errors of BRCM with uniform and non uniform partition for $t$ are presented with $m=n=12, \alpha=1.1$. From Table 3, the accuracy of LBCM is higher than RBCM.

Table 2. Errors of LBCM and RBCM $m=n=12$.

| $\alpha$ | 1.1 | 1.3 | 1.5 | 1.7 | 1.9 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LBCM | $9.5138 \mathrm{e}-12$ | $2.4257 \mathrm{e}-12$ | $1.6542 \mathrm{e}-12$ | $6.4369 \mathrm{e}-13$ | $9.5138 \mathrm{e}-12$ |
| RBCM | $7.0692 \mathrm{e}-10$ | $1.4440 \mathrm{e}-10$ | $2.0669 \mathrm{e}-10$ | $1.0278 \mathrm{e}-10$ | $6.9905 \mathrm{e}-12$ |

Table 3. Errors of LBCM and BRCM for $t$.

| uniform partition |  |  | nonuniform partition |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | LBCM | RBCM | RBCM | LBCM |  |
| 0.2 | $8.1691 \mathrm{e}-13$ | $1.79899 \mathrm{e}-10$ | $6.9215 \mathrm{e}-15$ | $6.8522 \mathrm{e}-16$ |  |
| 0.5 | $1.7290 \mathrm{e}-13$ | $1.5966 \mathrm{e}-10$ | $4.3611 \mathrm{e}-15$ | $3.0786 \mathrm{e}-16$ |  |
| 1 | $6.9905 \mathrm{e}-12$ | $1.9534 \mathrm{e}-10$ | $7.4393 \mathrm{e}-13$ | $4.5667 \mathrm{e}-16$ |  |
| 2 | $1.0755 \mathrm{e}-12$ | $9.5327 \mathrm{e}-10$ | $9.7622 \mathrm{e}-11$ | $5.6413 \mathrm{e}-14$ |  |
| 5 | $1.4066 \mathrm{e}-09$ | $7.2354 \mathrm{e}-08$ | $2.5801 \mathrm{e}-08$ | $3.1917 \mathrm{e}-10$ |  |
| 10 | $4.4450 \mathrm{e}-07$ | $3.0357 \mathrm{e}-06$ | $9.6720 \mathrm{e}-07$ | $8.0330 \mathrm{e}-08$ |  |

In Tables 4-7, errors of equidistant nodes for fractional reaction-diffusion equation with $\alpha=1.8, \alpha=1.1$ by LBRCM are presented respectively. As our numerical scheme, there are no influence of fractional differential integral. In Tables 4 and 5, for spatial variable, the convergence rate can reach to $O\left(h_{s}^{d_{s}}\right)$. In Tables 6 and 7, for time variable, the convergence rate also can reach $O\left(h_{t}^{d_{t}}\right)$.

Table 4. Errors of equidistant nodes $\alpha=1.8, d_{t}=6$.

| $m=n$ | $d_{s}=2$ |  | $d_{s}=3$ |  | $d_{s}=4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $1.0675 \mathrm{e}-02$ |  | $3.3277 \mathrm{e}-03$ |  | $2.2951 \mathrm{e}-10$ |  |
| 12 | $4.6326 \mathrm{e}-03$ | 2.0588 | $8.6592 \mathrm{e}-04$ | 3.3202 | $3.9579 \mathrm{e}-11$ | 4.3349 |
| 16 | $2.5221 \mathrm{e}-03$ | 2.1135 | $3.4191 \mathrm{e}-04$ | 3.2301 | $4.1461 \mathrm{e}-09$ | - |
| 20 | $1.5765 \mathrm{e}-03$ | 2.1058 | $1.6294 \mathrm{e}-04$ | 3.3215 | $3.1576 \mathrm{e}-05$ | - |

Table 5. Errors of equidistant nodes $\alpha=1.1, d_{t}=6$.

| $m=n$ | $d_{s}=2$ |  | $d_{s}=3$ |  | $d_{s}=4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $1.0675 \mathrm{e}-02$ |  | $3.3277 \mathrm{e}-03$ |  | $2.2951 \mathrm{e}-10$ |  |
| 12 | $4.6326 \mathrm{e}-03$ | 2.0588 | $8.6592 \mathrm{e}-04$ | 3.3202 | $3.9579 \mathrm{e}-11$ | 4.3349 |
| 16 | $2.5221 \mathrm{e}-03$ | 2.1135 | $3.4191 \mathrm{e}-04$ | 3.2301 | $4.1461 \mathrm{e}-09$ | - |
| 20 | $1.5765 \mathrm{e}-03$ | 2.1058 | $1.6294 \mathrm{e}-04$ | 3.3215 | $3.1576 \mathrm{e}-05$ | - |

Table 6. Errors of equidistant nodes $\alpha=1.8, d_{s}=6$.

| $m=n$ | $d_{t}=2$ |  | $d_{t}=3$ | $d_{t}=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $3.5786 \mathrm{e}-06$ |  | $1.1346 \mathrm{e}-06$ |  | $2.8635 \mathrm{e}-08$ |  |
| 12 | $1.8147 \mathrm{e}-06$ | 1.6747 | $3.6189 \mathrm{e}-07$ | 2.8182 | $7.6203 \mathrm{e}-09$ | 3.2649 |
| 16 | $1.0961 \mathrm{e}-06$ | 1.7526 | $1.6175 \mathrm{e}-07$ | 2.7993 | $9.4889 \mathrm{e}-09$ | - |
| 20 | $1.7494 \mathrm{e}-06$ | - | $2.1987 \mathrm{e}-06$ | - | $3.0205 \mathrm{e}-06$ | - |

Table 7. Errors of equidistant nodes $\alpha=1.1, d_{s}=6$.

| $m=n$ | $d_{t}=2$ |  | $d_{t}=3$ | $d_{t}=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $9.2124 \mathrm{e}-06$ |  | $3.0304 \mathrm{e}-06$ |  | $1.0333 \mathrm{e}-07$ |  |
| 12 | $4.4886 \mathrm{e}-06$ | 1.7733 | $9.9503 \mathrm{e}-07$ | 2.7467 | $2.2176 \mathrm{e}-08$ | 3.7954 |
| 16 | $2.2164 \mathrm{e}-06$ | 2.4528 | $3.4298 \mathrm{e}-07$ | 3.7024 | $2.5502 \mathrm{e}-08$ | - |
| 20 | $2.4477 \mathrm{e}-06$ | - | $3.0062 \mathrm{e}-06$ | - | $4.4543 \mathrm{e}-06$ | - |

In Tables 8-11, errors of Chebychev nodes for SFRDE with $\alpha=1.8, \alpha=1.1$ by LBRCM are presented respectively. The convergence rate of LBRCM is similar as the case of equidistant nodes.

Table 8. Errors of non-equidistant nodes $\alpha=1.8, d_{t}=6$.

| $m=n$ | $d_{t}=2$ |  | $d_{t}=3$ |  | $d_{t}=4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $2.6415 \mathrm{e}-03$ |  | $6.6688 \mathrm{e}-04$ |  | $5.8189 \mathrm{e}-11$ |  |
| 12 | $4.5016 \mathrm{e}-04$ | 4.3641 | $5.2184 \mathrm{e}-05$ | 6.2837 | $3.1597 \mathrm{e}-12$ | 7.1849 |
| 16 | $1.3558 \mathrm{e}-04$ | 4.1714 | $8.5782 \mathrm{e}-06$ | 6.2762 | $6.6963 \mathrm{e}-13$ | 5.3931 |
| 20 | $5.2841 \mathrm{e}-05$ | 4.2227 | $2.1155 \mathrm{e}-06$ | 6.2737 | $9.7490 \mathrm{e}-14$ | 8.6356 |

Table 9. Errors of non-equidistant nodes $\alpha=1.1, d_{t}=6$.

| $m=n$ | $d_{s}=2$ |  | $d_{s}=3$ |  | $d_{s}=4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $3.4071 \mathrm{e}-03$ |  | $9.5228 \mathrm{e}-04$ |  | $1.5986 \mathrm{e}-10$ |  |
| 12 | $7.3160 \mathrm{e}-04$ | 3.7941 | $8.2882 \mathrm{e}-05$ | 6.0213 | $4.4480 \mathrm{e}-12$ | 8.8339 |
| 16 | $2.3489 \mathrm{e}-04$ | 3.9492 | $1.4075 \mathrm{e}-05$ | 6.1631 | $8.3639 \mathrm{e}-13$ | 5.8089 |
| 20 | $1.2705 \mathrm{e}-04$ | 2.7540 | $3.9952 \mathrm{e}-06$ | 5.6435 | $2.0594 \mathrm{e}-12$ | - |

Table 10. Errors of non-equidistant nodes $\alpha=1.8, d_{s}=6$.

| $m=n$ | $d_{t}=2$ |  | $d_{t}=3$ | $d_{t}=4$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $1.7801 \mathrm{e}-06$ |  | $3.4045 \mathrm{e}-07$ |  | $6.8588 \mathrm{e}-09$ |  |
| 12 | $6.0764 \mathrm{e}-07$ | 2.6509 | $9.2108 \mathrm{e}-08$ | 3.2242 | $1.6211 \mathrm{e}-09$ | 3.5575 |
| 16 | $2.5934 \mathrm{e}-07$ | 2.9596 | $2.8259 \mathrm{e}-08$ | 4.1072 | $4.2633 \mathrm{e}-10$ | 4.6428 |
| 20 | $1.3001 \mathrm{e}-07$ | 3.0946 | $1.1082 \mathrm{e}-08$ | 4.1950 | $1.3837 \mathrm{e}-10$ | 5.0427 |

Table 11. Errors of non-equidistant nodes $\alpha=1.1, d_{s}=6$.

| $m=n$ | $d_{t}=2$ |  | $d_{t}=3$ |  | $d_{t}=4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 8 | $3.8320 \mathrm{e}-06$ |  | $7.3600 \mathrm{e}-07$ |  | $1.3248 \mathrm{e}-08$ |  |
| 12 | $9.6554 \mathrm{e}-07$ | 3.3997 | $1.3592 \mathrm{e}-07$ | 4.1660 | $2.4590 \mathrm{e}-09$ | 4.1534 |
| 16 | $3.3325 \mathrm{e}-07$ | 3.6978 | $3.4298 \mathrm{e}-08$ | 4.7864 | $5.0191 \mathrm{e}-10$ | 5.5238 |
| 20 | $1.5073 \mathrm{e}-07$ | 3.5556 | $1.2913 \mathrm{e}-08$ | 4.3777 | $1.6029 \mathrm{e}-10$ | 5.1154 |

From Figures 1-5, errors of LBCM with $m=n=12, \alpha=1.1,1.3,1.5,1.7,1.9$ are proposed.


Figure 1. Errors of LBCM with $m=n=12, \alpha=1.1$.


Figure 2. Errors of LBCM with $m=n=12, \alpha=1.3$.


Figure 3. Errors of LBCM with $m=n=12, \alpha=1.5$.


Figure 4. Errors of LBCM with $m=n=12, \alpha=1.7$.


Figure 5. Errors of LBCM with $m=n=12, \alpha=1.9$.

Figures 6-10, errors of RBCM with $m=n=12, d_{s}=d_{t}=7, \alpha=1.1,1.3,1.5,1.7,1.9$ are proposed. Compared with LBCM and RBCM, the error accuracy can reach $10^{-11}$ by choosing $d_{s}, d_{t}$ approximately.


Figure 6. Errors of RBCM with $m=n=12, d_{s}=d_{t}=7, \alpha=1.1$.


Figure 7. Errors of RBCM with $m=n=12, d_{s}=d_{t}=7, \alpha=1.3$.


Figure 8. Errors of RBCM with $m=n=12, d_{s}=d_{t}=7, \alpha=1.5$.


Figure 9. Errors of RBCM with $m=n=12, d_{s}=d_{t}=7, \alpha=1.7$.


Figure 10. Errors of RBCM with $m=n=12, d_{s}=d_{t}=7, \alpha=1.9$.

## 5. Conclusions

One dimensional SFRDE is studied by RBCM, in order to get the higher accuracy, the fractional term is transformed into Riemman integral by fractional integration. The time variable and spatial variable are solved by RBCM at the same time, matrix equation of SFRDE can be obtained which is same as the SFRDE. While for the two dimensional SFRDE and non-linear SFRDE, the LRBCM can also be used to get the corresponding matrix equation.
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