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Abstract: This research introduces a novel right-truncated distribution, termed the right truncated
Fréchet-inverted Weibull distribution, and elucidates its mathematical properties including density,
cumulative, survival and hazard functions. Various statistical attributes such as moments, quantile,
mode and moment-generating functions are explored. These properties indicate the efficiency
in modeling pain relief time for patients and the number of recoveries of Leukemia patients.
Furthermore, estimation techniques, including maximum likelihood and Bayesian methods, are
applied to progressive type-II right-censored samples to derive parameter estimation of the proposed
distribution. Asymptotic properties are employed to approximate confidence intervals for both
reliability and hazard functions. Bayesian estimates are refined using both symmetric and asymmetric
loss functions. The suitability of the proposed estimation methodologies is validated through
simulation studies. The theoretical framework is applied to two real-world lifetime data sets, thereby
substantiating their practical utility in medical areas.
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1. Introduction

The family of probability distributions based on the Weibull distribution has been extensively used
in numerous research papers. The Weibull distribution (WD) is a continuous probability distribution
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that was first studied by Fréchet [1] to describe the distribution of particle volume. Recently, it
was noticed that the inverse Weibull distribution (IWD) is a very important distribution used in
reliability analysis, such as, the depreciation of mechanical components, e.g., pistons and engines,
see Balakrishnan [2].

Assume X is a random variable that follows the inverse Weibull distribution with two parameters,
then the cumulative distribution function (CDF) and the probability density function (pdf) for x > 0
defined as

O(;a,B)=e ", x>0,a>0,8>0 (1.1)

and
q(x;a,B) = aﬁx_(ﬁ“)e_”_ﬂ, x>20,a>0,6>0, (1.2)

respectively, where @ and S8 are the scale and shape parameters.

Corderio and Lemonte [3] proposed the parameter estimates for the inverse Weibull distribution
using the maximum likelihood and least squares methods.

When we decrease the original distribution’s domain to a smaller one, we get truncated distributions,
which are conditional distributions. When it is impossible to determine what is happening above or
below the phenomenon being examined, truncation is used. So, by setting the appropriate truncated
value to the upper whisker limit, we employ a technique to exceed the outliers in the data. Behdani et
al. [4] acknowledged that the Pareto distribution is a well-known long-tailed distribution and proposed
a truncated variant to circumvent its long tail. Zaninetti [5] proposed a right and left truncated gamma
distribution that serves as the distribution’s upper and lower boundaries. The distribution’s properties
and features were studied. EI-Din et al. [6] derived the probability density function of the mid-
truncated Lindley distribution as a particular case. The failure of the components and units that make
up an operating system’s main structure was researched by statisticians in the fields of industrial and
mechanical engineering. They employed statistical inference techniques to collect the data for their
study, which also included examining the lifetime of the operational units until failure and predicting
the reliability and risk functions for the entire system using data. The number of experimental units
and the length of the lifetime experiment of some units must be limited because they are expensive and
extremely valuable. Due to the time and cost constraints of the experiment, it is frequently necessary
to remove items before they fail. In such cases, it is not possible for an experimenter to collect all
of the sample data in a short amount of time during a lifetime test. This brings us to the subject of
censoring, where some operating units are eliminated from the experiment due to a particular censoring
scheme, see Aggarwala and Balakrishnan [7]. The progressive type-II technique supports the demands
of observing good estimators with no lifetime experimental lack. As the examiner assigns independent
and identical units on the test, the progressive type-II scheme can be observed and summarized as
follows: Assume that n independent items are placed through a test with X, X5, ..., X, failure times
that are continuous and identically distributed. Assume that a censoring scheme (R, R»,...,R,,) is
predetermined so that immediately after the first failure X;, R, surviving items are removed from the
experiment at random, and immediately after the second failure X,, R, surviving items are removed
from the experiment at random. When the mth observed failure occurs, the remaining R,, surviving
items are removed from the test, or X,,. The order statistics of size m that have been gradually type II
right-censored from a sample of size n using a progressive censoring scheme (R, R», ..., R,,) are the
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. . R1.Ry,..., R, R1.Ry,..., R, R1,Ry,..., R, .
m ordered observed failure times represented by Xi;;;,;nz ) X;rjmz )L, X ReRaRi) There is no

doubt that n = m + Ry + R, + ... + R,,. The particular situation of traditional type II right-censored
sampling occurs when R} = R, = ... = R,,.; = 0 and R = n — m. The progressive censoring scheme
has been studied by many researchers, such as [8].

Many studies, like Meeker et al. [9], Mann et al. [10], Lawless [11], and Buzaridah et al. [12]
have explored progressive type-II censoring with varied failure time breakdowns. Balakrishnan [2]
investigated the characteristics of progressively censored samples and reported that a collection of
several advances in the inferential procedures depend on types-I and -II censored samples. A
generalization of the progressive type-II censoring was obtained, and it has more realistic applications,
for example, Montanari et al. [13], as well as by Bairamov and Eryilmaz [14]. Additionally, Mahmoud
et al. [15] presented a lifetime parameter estimation for a new extension of the exponential distribution
with a mechanical application. Ramadan et al. [16] introduced the Bayesian estimation of some
distributions under progressive type-II censoring. Haj Ahmad et al. [17, 18] used different models
under a progressive type-II censoring scheme and modeled water reservoir capacity, and the strength of
aircraft’s windows respectively. Shrahili et al. [19] derived some recurrence relations for the moments.
Luo et al. [20] introduce modeling and estimation of a reliability system with a dynamic functioning
area and some lifetime constraints. More work was achieved by many authors, for example, Buzaridah
et al. [21] among others. This study’s objective is to compare the two methods of inference with a
new right-truncated Fréchet-inverted Weibull (RTFIW) distribution based on the progressive type-1I
censoring scheme with an application.

The basic objective of creating these models is to truncate the original distribution’s domain to
a smaller one. Additionally, based on complete data, the asymptotic confidence intervals for the
maximum likelihood estimator (MLE) of the unknown parameters were examined. In addition, the
Markov chain Monte Carlo (MCMC) technique was derived for the Bayesian estimator. The purpose
of this study is to present both traditional and Bayesian estimating methods for the unknown parameters
of the RTFIW distribution under the progressive type-1I censoring scheme, where Bayesian methods
are based on two different types of loss functions. In addition, a simulation study is conducted to
evaluate the accuracy of the results and the quality of the loss function choice.

The contents of this paper are organized as follows: The structural characteristics of the RTFIW
distribution are introduced in Section 2. In Section 3, we introduce order statistics, extreme values,
the quantile function, the moments, and the moment-generating function. In Section 4, asymptotic
confidence intervals based on the MLE are computed along with the point estimation of the parameters,
the hazard rate, and reliability functions. In Section 5, methods are detailed to estimate the unknown
parameters using Bayes estimation under the square error and the linear exponential (LINEX) loss
function estimators. A simulation study is undertaken in Section 6, to evaluate the effectiveness of the
different estimation methods developed in this study. In Section 7, two real data are examined. Finally,
concluding remarks are summarized in Section 8.

AIMS Mathematics Volume 8, Issue 12, 31217-31245.



31220

2. Right truncated Fréchet-inverted Weibull distribution

The right truncated Fréchet-inverted Weibull (RTFIW) distribution has a CDF F(x) that can be
obtained by

O, ) _
0b:a,B)

If the cumulative distribution function of a random variable X is given by Eq (2.1), it can be given
as

F(x;,B,b) = eI 0 < x<bha>0,8>0. 2.1)

Fx;a,Bb) = e "D 0<x<ba>08>0, (2.2)

where @ and S are the scale and shape parameters respectively. The value of b is a constant that
represents the truncated part.
The probability density function pdf for RTFIW is given by
d B
f(x;a,B8,b) = —F(x) = %e_“(" P 0<x<ba>0,8>0. (2.3)
dx Ral

The survival function § (x) and the hazard rate function A(t) for the RTFIW distribution are given by

Safb)=PX>x)=1-Fxafb)=1-e""0<x<ba>08>0  (24)
and,
. _ f(xa,B,b) alge—a(x‘ﬁ—b-ﬁ)
h(x;a,B,b) = S(x;a.B.b) Bl — e_a(x_ﬁ_b_ﬁ)),o <x<ba>0,>0, 2.5)
respectively.

Figures 1-4 depict the RTFIW distribution’s density function, the cumulative distribution function,
hazard rate, and survival function for various parameter choices. Figure 1 shows the behavior of the
pdf when changing the parameters «, 8 where b = 4. Figure 2 shows how the CDF behaves, affected by
the change in parameters a, § where b = 4. The behavior of CDF is increasing depending on the values
of the parameters. Figure 3 demonstrates the behavior of S (x) when the parameters «, 8 are changed,
where b = 4, and how it decreases based on the parameter values. Figure 4 depicts how changing the
settings affects the behavior of 4(x). The behavior of h(x) may exhibit unimodality. Depending on the
values of the parameters, it is either increasing or decreasing.
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Figure 2. The CDF of the RTFIW with different parameter values.
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Figure 4. The hazard function of the RTFIW for different parameter values.

3. Statistical properties
Now, we will propose several statistical characteristics of the RTFIW distribution.

3.1. Median and the quantile function

The Quantile function has a variety of significant applications, including calculating the median,
skewness, and kurtosis, as well as generating random variables, see Moors [22]. The quantile function
of X is given by
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x=Q@) = F '@ = F ' (e"7), (3.1)
where z ~ uniform(0, 1), it is simple to obtain random numbers using
1
1 B
= (1—] : (3.2)
b* — - log(z)

By inputting z = 0.5, the median of the RTEIW distribution from Eq (3.2) is defined as

1 B
median = [ 1 ) . (3.3)
b — ~1og(0.5)

3.2. Mode
By differentiating the probability density function of the RTEIW distribution at x > 0 and making

it equal to zero. The mode is defined as:

d of —a(xP-bP)
FTASIL )=90

and
o [ P2 10 B2 0 ad

3.3. Moments

The moments of distributions are used to characterize several of the most essential model properties,
such as dispersion, skewness, and kurtosis. As a result, the 7" moment of the RTFIW distribution is
given by

W = E&)
b
=f X' f(x;a,B,b)dx, (3.5
0
" aop b_yB
’r_ r " —a(xP-b7F)
78 _fo X ge dx

b
- Bl —ax P
= afe f x P e gy,
0

Let —ax?=t, we get

b B r—B-1 =L
. 1 1\7 -1
lu; = afﬁeah ? ‘fw (—t) e_t (—) Ft_;"_ldl
0 (04 04
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b B r=g-1-1
_ 1 B rpm1-Lo
= aBe™” fﬂ (—) 0 " ean,
0 a

where y(r — 8 — é — 1, ab™”) is the lower incomplete gamma function. Then,

r_ ab™P -8 r_ﬁ_/l?_l _A_ l _ —ab™B N (ab_ﬁ)k
u, = ape™” (ab™) Hr=p=5-De kzz(; T(r—f-%=1+abF)
(ab™P)t

_ N T B §
af (ab™) T(r-8 3 1);r(r—ﬁ—/§+ab—ﬁ)'

3.4. Moment generating function

The moment generating function (MGF) of the RTFIW distribution is the following:

Mx(t) = foo " f(x;a, B, b)dx.
0

As a result, using Taylor series to extend Mx(¢) produces

b
a —a(xB_pB
Mx (1) = —/fle’xe AT g x
0o X

o (X —B-1_—a(xP-bP)
=af Z X e dx
pry 0 r

t ,

= § M.
|
i r!

Hence the MGF of the RTFIWD is

(o8]

-y r N e RO B v (b
Mx(1) Zr'aﬁ(ab ) I'r-p B Dkzz(;l"(r—ﬁ—};‘Fa/b_ﬁ).

r=0 "’

3.5. Order statistics

(3.6)

(3.7

(3.8)

(3.9)

The fields of reliability and testing provide several applications for order statistics. Numerous areas
of statistical reasoning include the use of order statistics. Let X;,X>, ....X, represent a random sample
of size n from the RTFIW with cumulative distribution function F(x) and probability density function
f(x). Following that, order statistics are represented by the notations X ;) < X < ... X, Xg) =

min(X,, Xz, ....X,), and X,y = max(X,, Xz, ....X,,). The pdf of the RTFIW’s kth-order statistics is

B n! a’ﬁ —a(xP-b7P)
Joen () = (k— D! (n—k)! [xﬂ“e ]

oot 1 = et
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The pdf of f(;.,)(x)-order statistics when k = 1 is

b -B_p-Byn—1
f(l n)(x) [ ﬁlfl €_a(x F=b ﬁ)] X [1 _ e—a(x B_p /3)]"

The pdf of f(,.,)(x)-order statistics when k = n is

F=b" —B_-py1n—1
f('l m(X) = [ ap e v P ﬁ)] X [e—a(x B_b 5)]

£+1

Distribution of maximum, minimum, and median

Assume that X, X», ..., X, are samples selected at random from a continuous distribution with PDF
and CDF. Now we will compute the PDF for X(,), the smallest value of the sample. In order statistics,
it is usually easier to begin by considering the CDF. Then, the pdf for the minimum value from
distribution is given by

- Q
Fro(0) = n[1 = 72O [ [fl et ﬁ>] (3.10)

Then, the pdf for the maximum and median from the RTFIW distribution is given by

—a(xP=b"")n— a —a(xP=b"
frp () = nle™® "] l[xﬁ—ie oP=b™) (3.11)
and
(2m + 1) —a(xP-pP)\" —a(xB-bP) a’ﬁ —a(xP-bP)
Fea(X) = "= (e ) (1-e ) [x/’”e ] (3.12)

4. Maximum-likelihood estimators

According to a progressive type-II censored sample, see [23], with the RTFIW failures times
Xiamns Xoomns oo Xopmns 1 < m < n and the removal units are R, R,,...,R,,, m < n, the likelithood
function is expressed by

L@,B,b 1 %) = C| | Femns @, B [1 = Fimns 0. I ,m < m, @.1)
i=1

where C = n(n — Ry — 1)....(n — Z (R; — 1)), is a constant.

The likelihood function follows as

R;
L(a, B, b|x)= Cl—[ (xﬂﬂ —a(xl,,,,, bﬁ)] (1 e_“(x:mn bﬁ))

mmn
mﬁml—[e tmn ﬁ)

m R;
_c 1_[(1 o, b‘ﬁ>) , (4.2)

xB+1 i1

rmn
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The log-likelihood function is obtained as

¢ occmloga + mlogp — Za(x;ﬁ:n —bP)-(B+1) Z log (Xim:n)
i=1 i=1

+ > Rilog (1 - e-f’(xiflsn-”*"*)). 4.3)

i=1

Notice that b is a constant. By computing the partial derivatives of ¢ with respect to @ and 8 and
equating each one to zero, we get,

ot mo L om0, ) _ B emati, b
=T P+ )R, [x' - - (4.4)
@ (0 o

—a(xP b
i=1 i=1 1 — e (l(xi:m:n b )

and

o m

B B
[ @b e log(b) — @ 108X i)

. Z:‘ i | — =i, =) '

B Zm: log(xi:m:n) - Zmla (b_'B IOg(b) - log(xi:m;n)x;ﬁ:n)
i=1 i=1

4.5)

The estimates for Eqs (4.4) and (4.5) without a closed-form solution are obtained using the Newton-
Raphson iteration method. Additionally, by substituting & and 8 with & and 8 as shown, the MLEs
of S (#) and Ah(¢) can be determined using the invariance property of MLEs. The entries of the Fisher
information matrix /;; = E {— [825 (W) /oy; ov j]}, where i, j = 1,2 and ¥ = (¥, ¥») = (@, B), represent
the asymptotic variances and covariances of the MLEs, & and 3. Consequently, it is challenging to find
the precise closed forms for the aforementioned demands. The observed Fisher information matrix
I; ;= {— [625 (W) /oy; oy j]}‘l’:@, which is produced by eliminating the expectation operator E, which
will be used to generate confidence intervals (Cls) for the parameters. This is represented by

_Pe o
T 32 By
I(a.p) = [_ e _gif)
Boa op? (@p=(ap)

, (4.6)

- - _ B —/3 )
_Rt(_xﬁ + b_ﬁ)ze_a/(xi:m:n_b ﬁ) B Ri(_'xi:ﬁ:n + b_ﬂ)z(e_a(xi:m:n_b 'B))Q

mn

| — =20t (1- e—a(x;im—b-%)z

4.7)

F_ m
B - P

mn

+ mozb_'g 10g(b)2 - Za’x-_ﬁ 1Og(-xi:m:n)2 +
i=1
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m

3 Ria(xP 10g(Xin)? — b log(h)?)e~ i)

i=1 1 — e @b
" 2 -+
Rialz (_xl'lfﬁn log(xzmn) + b_'B log(b)) e_a(xi:m:n_b ﬁ)

1 - e—a(x;i:n—b*ﬁ)

R.o? (—x_ﬂ log(Xjmn) + b7 10g(b))2 (e_“(x;ﬁ;n—b_ﬁ))z

_ iim:n (48)
(1- e—a(x;f,:,,—b-m)z
& b7l “’“Zm: i 108 (Xem) + (4.9)
= m X Xi:m:n .
6a6ﬁ g o im:n g
i R0, 108 i) + bP log(bY)e ™)
i=1 1 - e_a(x;Z:n_b_ﬁ)
Ria (_xi_:i:n log(Xizm:n) + b* 10g(b)) (—x;ﬁm + b—ﬂ) e—a(x;'fm—b—ﬁ)
1 - e—a/(x;ﬁ:n_b*ﬁ)
- s\2
Rie (_xi_lfz:n 1og(Xipmn) + b7 log(b)) (—x;Z i b—ﬂ) (e—a<x,.zfjm—b ﬁ>)
+
(1 - e—a’(x;fl:”_b*ﬁ))z
and
= o)+ 3 5 o (4.102)
- T X iim:n .
(9,88& g P iim:n g
i Ri(_xi_'frn log(xi:m:n) + b_ﬁ lOg(b))e_a(xi_:fr:n_b_ﬁ)
m: .
i=1 1 = e i)
Ria (_xi_:;i:n log(Xi.m:n) + b 10g(b)) (—xl,_:i:n + b—ﬁ) e—a(x;ﬁ:n—b*ﬁ)

1 — e~ Cih, b

im:n

Ria (_'xi_:;i:n log(Ximn) + b7 log(b)) (— P+ b—,b’) ( ea(xtﬁ:nbﬁ))zw

im:n

(1 - ottt mY’

+

The observed information matrix [ («,) is inverted in order to derive the approximate asymptotic
variance-covariance matrix [V] for the MLEs, therefore, it is defined as

A “ " Var (&) cov(a, ,@)
—7-1({A _

[V] =1 (a/,,B) B ( cov(ﬁ, &) Var (B) ' @11
A multivariate normal distribution with a mean (a, 8) and covariance matrix I~! (a, 8) is believed

to be similar to the Normal distribution under certain regularity conditions, see Lawless [11]. The
two-sided 100(1 — y)% confidence interval of @ and 8 and can be obtained by

AIMS Mathematics Volume 8, Issue 12, 31217-31245.
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&£ ZyVar(@) (4.12)

and

,[3 + Z% Var (,3),

where Zy represents the right-tail probability % of the standard normal distribution.

It is also important to determine their variances in order to calculate the asymptotic CI of S (¢) and
h(t), which are functions in the parameters a and S. The approximation of estimation of the variance
of S (¢) and fz(t) are computed using the delta approach, see Greene [24]. The variance of S(r) and fz(t)
can be estimated using this method, respectively, by

A AT [a A AT AT Tn
53 = |VSO] |V |[vS 0] and 67, = [VA®)| V]| VA,
where the gradient of S(r) and fz(t) with respect to @ and 8 are denoted by VS (f) and Viz(t), respectively.
Then, the (1 —y)100% two-sided confidence intervals of S (¢) and A(¢) can be provided by

S@) + Z /&gmand h(r) + Z /&;@. (4.13)

5. Bayes inference

The Bayesian estimation of the RTFIW distribution based on progressive type-II censoring is
obtained. According to Zellner et al., [25], the following gamma prior distributions are applied when
a and B are independent parameters.

5.1
72 (B) = 7! exp (~baf). B>0. G-
where, the hyper-parameters a; and b;, i = 1,2 are non negative and known. Combining the likelihood
function from Eq (4.3) and the priors from Eq (5.1) to get the posterior distribution of the parameters
a and B, which is represented by n* (o, 8 | x)

{ m (@) = a® lexp (=bia), a>0,

(@) m (B) L(a,B | x)
[ [m@) m® LB x) dedp
00

(@, B | x) o (5.2)

The square error loss function (SEL) is a symmetry-identical loss function that is frequently used.
It is defined as the squared difference between the actual parameter ¢ and an estimator ¢.

L(6.8)=(3-9) . (53)

As aresult, under the SEL function the Bayes estimator of any function of @ and 3, say g (a,8), can
be calculated as follows

s (@,B | x) = Eqopx (8 (@, B)) . (5.4

AIMS Mathematics Volume 8, Issue 12, 31217-31245.
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Hence,

e —3

[g(@.p) mi (@) m(B) L(e,B| x)derdp

Eops (8 (@) = == . (5.5)
m (@) m (B) L(a,B | x) dadfp

I

For a parameter ¢, the LINEX loss function (L (A)) is denoted by

L(p)=(e*-ca-1),c#0, A=¢—¢. (5.6)

LINEX loss is used to discuss Bayesian estimation and prediction. As a result, under the LINEX
loss function, the Bayes estimate of a function g (o, 8) is

o @,B1%) =~ log [E (e x)] e 20, 5.7)

where

fe“'g“”ﬁ) my (@) m (B) L(a,B | x)dadp
0

(5.8)

[SelNve]

[[m@ @) L@p|x) dedp
00

E (e—cg(aﬁ) | )_() —

where the calculations in Eqgs (5.5) and (5.8) cannot be evaluated analytically. Thus, in Eq (5.2), the
Markov chain Monte Carlo MCMC technique is employed to produce samples from the joint posterior
density function. The Metropolis-Hasting (M-H) and Gibbs sampling methods are two popular MCMC
approaches in statistics. From Eq (5.2), the joint posterior distribution is

m+a)—1 pm+ay—1 ,—bja—b8 M m R
% e B B v B By
7 (@) x) o« TP [T T](1-em o 69
+1 : :
I—[lngmn i=1 i=1
=
The posterior conditionals for @ and g are
. -1 - —aP b P —alxP B\
(@] B, x) oc @™ e | | em i )1_[ (1 — e~ Can ™" )) (5.10)
i=1 i=1
and
m m i iy m i iy R;
ﬂ'; (ﬁ | a, x) oc m+a2_le_bZB 1_[ xl_n('f:l_l) e_a(xi:m:n_b )1—[ (1 — e_a(xi:m:n_b )) . (5_1 1)
i=1 i=1 i=1

However, the conditional posteriors of @ and 8 in Eqgs (5.10) and (5.11) do not have standard forms.
Consequently, it is difficult to sample directly by standard methods; however, the plots presented in
Figures 5 and 6 display that they have curves that are symmetric and hence, similar to the normal
distribution.
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5 (Bla,x)

Figure 6. The conditional posterior density of MCMC results of the 5 parameter.
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As a result, Gibbs sampling is not an obvious choice, meaning the Metropolis-Hastings sampler is
necessary for the MCMC approach implementations. Within Gibbs sampling, the Metropolis-Hastings

method is as follows:

(1) Begin by including an accurate assumption (a((’), B(O)) .

(2) Letk = 1.

(3) Create o™ and B by using the M-H technique from 7’ (a("‘” | B5), )_() and 7} (ﬁ("‘l) | a®, )_() with

standard proposed distributions N (a(k‘l), var (a/)) and N (,8““”, var (ﬂ)), where var (o) and var (B)
are the variance of parameters a and (8 respectively.

(4) Create a proposed a* from N (a/(k‘l), var (a/)) and 8* from N (,8(’“1), var (a)).
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(1) Compute the possibilities of acceptance.

L ) |

W, =mn|l, _ns{(a(j—])w(k—l)’z()

[ _m(Ee®s)
a)ﬂ = min 1, ﬂ;(ﬁ(kil)lg(k),)_() £l

(i1) Produce a Z; and Z, from a uniform distribution.

(iii) If Z; < w,, accept the suggestion and put ¥ = a*, else put a® = o*=1.

(iv) If Z, < wg, accept the suggestion and put % = g*, else put g0 = g&-D.

(5) Evaluate h®(¢) and S ® (7).

6) k=k+1.

(7) We can get o, 80 SO (f) and ¥ (£),1 = 1,2, ...N by repeating steps 3 to 6, N times.

(8) The 100(1 -)% CRIs of y; are (v y2)» ¥/ jov (172 )- that computes the CRs of @, B, S (#) and h(t)
U0, =1,2.3.4 (1.0 . 0s) = (.8, S (), h() as ' < P <y

The chosen samples are 1//5.” ,k=M+1,...N, for sufficiently large N. The Bayesian estimations of
Y j based on the SEL function are given by

N 1 Al
o E k)
= N /A (5.12)
k=M+1

The Bayesian estimations of ¢, from Eq (5.8) under the LINEX loss function are

N - Mk:M+1

R 1 al ,
;= 71ogl Z e‘“"m},j: 1,2,3,4. (5.13)

6. Simulation study

For each simulation, 1000 progressive type-II censored samples are used to evaluate parameter
estimators, some lifetime parameters, and the RTFIW distribution’s hazard and reliability functions. To
create a sample size of progressive type-II censored from the RTFIW distribution with initial values of
a@, = 0.5 and B, = 0.05. The mean square error (MSE) of the estimators of the results «, 3, S (¢) and A(?),
at ¢ = 0.4, has been estimated based on a comparison of the various methods. The various approaches
are used to estimate the 95% confidence intervals Cls derived from asymptotic distributions of the
MLESs and CRIs. The coverage probability (CP) and the average confidence interval lengths (ACLs)
are developed to assess the performance of estimation methods under study. The percentage of times
the interval contains the interest-generating beginning value is known as a coverage probability (CP).
In this study, the following progressive schemes are introduced:

e SchemeI: Ry =n—-m,R; =0 for j# 1.
e Scheme IIl: R» = Runyy = *5*, R;=0for j# 5 and j# 5 + 1.
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e Scheme IlIl: R,, = n—m,R; = 0 for j # m.

The results of the estimated parameters and their MSE are presented in Tables 1-4. Tables 5 and 6
present the results of the ACL and CP of the 95% ClIs.

Table 1. MSE of ML and Bayesian estimates of @ with a, = 0.5.

LINEX

(n,m) CS MLE SEL c==2 ¢=0.0001 c=2
(30,200 I  0.3853 0.3843  0.3843 0.3842 0.3843
(0.0727) (0.0739) (0.0739) (0.0738)  (0.0737)

II 04046 04036  0.4037 0.4036 0.4036
(0.063) (0.0626) (0.0626) (0.0625)  (0.0624)

I 04238 04237 0.4236 0.4237 0.4236
(0.641) (0.064) (0.064) (0.063)  (0.0639)

(40,150 I 03794 03793 0.3794 0.3793 0.3792
(0.0783) (0.0789) (0.079)  (0.0785) (0.0784)

II 04256 04264  0.4265 0.4264 0.4263
(0.0768) (0.767) (0.0767)  (0.0767)  (0.766)

Ir 0.4564 04567  0.4569 0.4567 0.4565
(0.071)  (0.0719)  (0.72) (0.0716)  (0.714)

(40,200 I 03784 03781 0.3781 0.3780 0.3779
(0.0689) (0.0686) (0.0689)  (0.0685) (0.0684)

I 0.3988  0.3989 0.399 0.43988 0.3987
(0.0636) (0.0639) (0.0639) (0.0631) (0.0630)

I 04364 04363 0.4364 0.4363 0.4362
(0.0608) (0.0613) (0.0613) (0.0611) (0.0610)

(50,15 I 03817 03815 0.3814 0.3810 0.3809
(0.0759) (0.0748) (0.0759) (0.0749) (0.0741)

II 04338 0.4344  0.4346 0.4344 0.4342
(0.081) (0.0813) (0.0814) (0.0810)  (0.0807)

I 04499 0.4496  0.4497 0.4496 0.4495
(0.0683) (0.0682) (0.0683) (0.0680)  (0.0677)

(60,15) 1 0.406 0.4058 0.406 0.4058 0.4057
(0.0883) (0.0889) (0.0889) (0.0884) (0.0880)

II 04198 04197 04197 0.4196 0.4195
(0.0783) (0.0785) (0.0786) (0.0784)  (0.0779)

I 0.4474 0.448 0.4482 0.4481 0.4477
(0.0673) (0.0684) (0.0686) (0.0683)  (0.0680)

(60,20) I 0.407 0.4059 0.407 0.4059 0.4058
(0.0884) (0.0890) (0.0890) (0.0885)  (0.0881)

II 04199 04198 0.4198 0.4197 0.4196
(0.0784) (0.0784) (0.0787)  (0.0785)  (0.0780)

I 0.4475 0.449 0.4483 0.4482 0.4478
(0.0675) (0.0686) (0.0687) (0.0684)  (0.0683)
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Table 2. MSE of MLE and Bayesian estimates of 8 with 5, = 0.05.

LINEX

(n,m) CS MLE SEL c=-2 ¢=0.0001 =2

(30,20) 1 0.0633  0.0632  0.0632 0.0631 0.0630
(0.0008) (0.0006) (0.0008)  (0.0005) (0.0004)

II 0.0614 0.0613 0.0614 0.0612 0.0611
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)

III 0.06 0.06 0.063 0.062 0.060
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)

(40,15) 1 0.0634  0.0633  0.0634 0.0633 0.0631
(0.0007) (0.0006) (0.0006)  (0.0005) (0.0004)

II  0.0608 0.0607 0.0607 0.0606 0.0605
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)

I 0.0582  0.0581  0.0581 0.0580 0.0579
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)

(40,20) 1 0.0632  0.0628  0.0628 0.0627 0.0625
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)

II 0.0617 0.0614 0.0614 0.0613 0.0612
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)

I 0.0586 0.0584 0.0584 0.0583 0.0582
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)

(50,15) 1 0.063 0.062 0.062 0.061 0.060
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)

I 0.0598 0.0597 0.0597 0.40596 0.0595
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)

I 0.0577 0.0577  0.0577 0.0576 0.0574
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)

(60,15) 1 0.0608  0.0607  0.0607 0.0606 0.0675
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)
II  0.0608 0.0607 0.0607 0.0606 0.40605
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)

I 0.0578 0.40579 0.0579 0.0578 0.0577
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)
(60,20) 1 0.0609  0.0608  0.0608 0.0607 0.06076
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)

II  0.0609 0.40608 0.40608 0.0607 0.0606
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)

I 0.0579  0.0580  0.0580 0.0579 0.0578
(0.0006) (0.0005) (0.0005) (0.0004) (0.0003)
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Table 3. MSE of ML and Bayesian estimates of S(t) with r = 0.4.

LINEX

(n,m) CS MLE SEL c=-2 ¢=0.0001 =2
(30,20) 1 0.0457  0.0455  0.0455 0.0454 0.0453
(0.0003) (0.0004) (0.0004) (0.0003) (0.0002)

II  0.0475 0.0474 0.0474 0.0472 0.0471
(0.0004) (0.0003) (0.0003) (0.0002)  (0.0001)

III  0.0489  0.0488  0.0488 0.0487 0.0486
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)

(40,15 1 0.0449  0.0448  0.0448 0.0447 0.0446
(0.005) (0.004) (0.004) (0.003) (0.002)

II  0.0479 0.0478 0.0478 0.0477 0.0476
(0.0005) (0.0004) (0.0004) (0.0003) (0.0001)

I 0.0505 0.0504  0.0504 0.0503 0.0502
(0.0005) (0.0004) (0.0004) (0.0003) (0.0001)

(40,20) 1 0.0455 0.0454  0.0454 0.0453 0.0452
(0.0004) (0.0003) (0.0003) (0.0002)  (0.0001)

II 0.048 0.047 0.047 0.046 0.045
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)

I 0.0495 0.0494  0.0494 0.0493 0.0492
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)

(50,15) 1 0.0446  0.0445  0.0445 0.0444 0.0443
(0.0004) (0.0004) (0.0004) (0.0004) (0.0004)

II 0.048 0.0479  0.0479 0.0478 0.0477
(0.0006) (0.0005) (0.0005) (0.0004) (0.0002)

III  0.0499 0.0498  0.0498 0.0497 0.0495
(0.0006) (0.0004) (0.0004) (0.0002) (0.0001)

(60,15) 1 0.0457  0.0456  0.0456 0.0455 0.0453
(0.0006) (0.0006) (0.0004) (0.0003) (0.0002)

I 0.0473 0.0472  0.0472 0.0471 0.0470
(0.0007) (0.0006) (0.0006)  (0.0004) (0.0003)

I  0.0497 0.0496 0.0496 0.0495 0.0494
(0.0004) (0.0003) (0.0003) (0.0002) (0.0001)

(60,20) 1 0.0458  0.0457  0.0457 0.0456 0.0454
(0.0007) (0.0006) (0.0006) (0.0004) (0.0002)

II 00474 0.0473  0.0473 0.0472 0.0471
(0.0008) (0.0007) (0.0007)  (0.0005) (0.0004)

I 0.0498  0.0497  0.0497 0.0496 0.0495
(0.0005) (0.0004) (0.0004) (0.0003) (0.0002)
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Table 4. MSE of ML and Bayesian estimates of A(t) with ¢ = 0.4.

LINEX

(n,m) CS MLE SEL c=-2 ¢=0.0001 =2
(30,20) 1 1.1289 1.1288 1.1288 1.1287 1.1286
(0.0019) (0.0016) (0.0016) (0.0014) (0.0012)

II 1.1253 1.1252 1.1252 1.1251 1.1250
(0.0015) (0.0013) (0.0013) (0.0012) (0.0011)

I 1.1229 1.1229 1.1229 1.1227 1.1226
(0.0013) (0.0012) (0.0012) (0.0011) (0.0010)

(40,15 1 1.1295 1.1294 1.1294 1.1293 1.1292
(0.0017) (0.0016) (0.0016) (0.0014) (0.0013)

I 1.1242 1.1241 1.1241 1.1240 1.1239
(0.0015) (0.0013) (0.0013) (0.0011) (0.0010)

I 1.1193 1.1192 1.1192 1.1191 1.1190
(0.0011) (0.0009) (0.0009) (0.0008)  (0.0007)

(40,20) I 1.1283 1.1282 1.1282 1.1281 1.1280
(0.0015) (0.0014) (0.0014) (0.0013) (0.0011)

I 1.1256 1.1255 1.1255 1.1254 1.1252
(0.0013) (0.0012) (0.0012) (0.0011) (0.0010)

I 1.1203 1.1202 1.1202 1.1201 1.1200
(0.004) (0.003) (0.003) (0.002) (0.001)

(50,15) 1 1.1279 1.1278 1.1278 1.1277 1.1276
(0.0016) (0.0015) (0.0015) (0.0014) (0.0012)

I 1.1229 1.1228 1.1228 1.1227 1.1226
(0.0019) (0.0017) (0.0017) (0.0016) (0.0014)

I 1.1192 1.1191 1.1191 1.1190 1.1189
(0.0015) (0.0014) (0.0014) (0.0013) (0.0011)

(60,15) 1 1.1256 1.1255 1.1255 1.1254 1.1253
(0.0015) (0.0014) (0.0014) (0.0013) (0.0012)

I 1.1247 1.1246 1.1246 1.1245 1.1244
(0.0016) (0.0015) (0.0015) (0.0014) (0.0012)

I 1.1195 1.1194 1.1194 1.1193 1.1192
(0.0016) (0.0015) (0.0015) (0.0013) (0.0011)

(60,20) I 1.1257 1.1256 1.1256 1.1255 1.1254
(0.0016) (0.0015) (0.0015) (0.0014) (0.0013)

I 1.1248 1.1247 1.1247 1.1246 1.1245
(0.0017) (0.0016) (0.0016) (0.0015) (0.0013)

I 1.1196 1.1195 1.1195 1.1194 1.1193
(0.0017) (0.0016) (0.0016) (0.0015) (0.0012)
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Table 5. ACL and CP of 95% Cls of @ and .

@ B

(m,m) CS MLE MCMC MLE MCMC
(30,20) I 1.1444  0.0234 0.0751 0.0016
(0.9435) (0.9446) (0.9332) (0.9418)

Ir 1.1063 0.0236 0.0714 0.0015

(0.9252) (0.9367) (0.9405) (0.942)

oI 1.1302  0.0243 0.0688 0.0015
(0.9572) (0.9253) (0.9396) (0.9549)

40,15) 1 1.2277  0.0268 0.0781 0.0017
(0.9698) (0.9507) (0.9377) (0.9456)

Ir 13317 0.0283 0.078 0.0016
(0.9625) (0.947)  (0.9608) (0.9655)

mr  1.301 0.0281 0.0716 0.0015
(0.951) (0.9606) (0.9712) (0.9447)

(40,200 1 1.0855  0.0231 0.0707 0.0015
(0.9615) (0.9566) (0.9573) (0.9539)

Ir 1.0899  0.0232 0.0698 0.0015

(0.9256) (0.947)  (0.9408) (0.959)

ar - 1.077 0.0227 0.0632 0.0013

(0.9468) (0.9568) (0.9461) (0.9616)

(50,15) 1 1.2419  0.0262 0.0754 0.0016
(0.9325) (0.9845) (0.9781) (0.9863)

I 13984 0.0293 0.0776 0.0016

(0.9124) (0.9683) (0.9786) (0.9452)

nr 1.2576  0.0274 0.0694 0.0015

(0.9568) (0.9565) (0.9468) (0.9478)

(60,15) I 1.2813  0.0269 0.0719 0.0015
(0.9461) (0.9616) (0.9256)  (0.947)

I 12959 0.0278 0.075 0.0016

(0.9605) (0.9641) (0.9468) (0.9568)

oI 1.2552  0.0275 0.0686 0.0015

(0.9416) (0.9486) (0.9568) (0.9665)

(60,20) 1 1.2832  0.0270 0.0720 0.0016
(0.9462) (0.9617) (0.9257)  (0.948)

Ir 12960 0.0279 0.076 0.0017

(0.9606) (0.9642) (0.94670) (0.9569)

I 1.2553  0.0276 0.0687 0.0016

(0.9417) (0.9487) (0.9569) (0.9666)
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Table 6. ACL and CP of 95% ClIs of S(¢) and A(?).

(n, m)

(6\)

S@®

h(¢)

MLE

MCMC

MLE

MCMC

(30, 20)

I

II

I

0.0755
(0.9511)
0.10705
(0.9626)
0.0687
(0.9576)

0.0029
(0.9489)
0.003
(0.9546)
0.003
(0.9661)

1.2694

(0.952)

1.2627
(0.9539)

1.2572
(0.9361)

0.0022
(0.9472)
0.0021
(0.9278)
0.0021
(0.9429)

(40, 15)

II

III

0.0836
(0.9421)
0.081
(0.9325)
0.0748
(0.958)

0.0033
(0.9507)
0.0034
(0.9458)
0.0033
(0.9603)

1.2711
(0.927)

1.2593
(0.9736)

1.2469
(0.9601)

0.0024
(0.9296)
0.0024
(0.9856)
0.0022
(0.9602)

(40, 20)

II

I

0.0739
(0.9462)
0.07
(0.9256)
0.0645
(0.9544)

0.0029
(0.9467)
0.0029
(0.9592)
0.00327
(0.9581)

1.2693
(0.9502)
1.2633
(0.9704)
1.252
(0.9382)

0.0022
(0.9506)
0.0021
(0.9694)
0.0019
(0.9454)

(50, 15)

II

I

0.0839
(0.9814)
0.0832
(0.9748)
0.0735
(0.9254)

0.0032
(0.9145)
0.0035
(0.9862)
0.0032
(0.9438)

1.2671
(0.9745)
1.2541
(0.9742)
1.2483
(0.9152)

0.0024
(0.9635)
0.0023
(0.9681)
0.0022
(0.9634)

(60, 15)

II

III

0.0835
(0.9637)
0.0803
(0.9617)
0.0735
(0.9672)

0.0032
(0.9504)
0.0033
(0.9325)
0.0032
(0.9488)

1.2625
(0.9667)
1.2605
(0.9486)
1.2489
(0.9457)

0.0023
(0.9567)
0.0024
(0.9479)
0.0021
(0.9639)

(60, 20)

II

III

0.0836
(0.9638)
0.0804
(0.9618)
0.0736
(0.9673)

0.0033
(0.9505)
0.0034
(0.9326)
0.0033
(0.9489)

1.2626
(0.9668)
1.2606
(0.9487)
1.2490
(0.9458)

0.0024
(0.9568)
0.0025
(0.9480)
0.0022
(0.940)

The following conclusions can be made based on the results:

(1) According to Tables 1-4, MSEs decrease as sample size increases, and Bayes estimates get the
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smallest MSEs for a, 5,5 () and h(f). As a result, in every case that has been studied, Bayes
estimates outperform MLE approaches.

(2) With ¢ = 2, the Bayes estimator under LINEX provides superior results in terms of smaller MSEs.

(3) Scheme Il is better than schemes I and III in terms of decreased MSEs for a specified sample n and
m effective size values.

(4) It 1s evident from Tables 5 and 6 that, for various sample sizes, observed failures, and schemes,
CRIs provide more accurate results than ACls.

7. Application of real-life data

In the following subsections, two real data selected from the medical field are examined. The
purpose of this study is to test the suitability of the proposed RTFIW distribution with these data sets.

7.1. Analgesic pain relief times

The first data set of failure numbers for 20 patients’ analgesic relief times (in minutes) is used for
the suggested estimation methods. This lifetime data set was introduced by Gross and Clark [26] and
is associated with relief times (in minutes) of patients taking an analgesic. These data are provided
in Table 7. By comparing the new model RTFIW with the modified Fréchet-exponential distribution
(MFED) and exponentiated exponential (EE) under the data set where the value of b is the maximum
value of the data. Table 8 shows the MLEs for the distributions. To assess the fitted models, the
following measures were used: Bayesian information criterion (BIC), consistent Akaike information
criterion (CAIC), Akaike information criterion (A/C), Hannan-Quinn information criterion (HQIC),
Kolmogorov-Smirnov (K-S) and the negative log-likelihood (-Log), to seek out the model with the
lowest information criterion and good fit parameters. The numerical results in Table 9 show that the
RTFIW model fits the data better than other models. The considered data is fitted as shown in Figure 7.

Table 7. Data lifetimes of patient-relief times.

1.1 14 13 1.7 19 18 16 22 17 2.7
1.8 1.5 12 14 3 17 23 16 2 41

Table 8. The estimates @ and g under progressive type-II.

Model a B 0 A
MFED 32433 - 2.0038 -
EE 36.68 - 2.235

RTFIW 6.7199 3.7354 - -

AIMS Mathematics Volume 8, Issue 12, 31217-31245.



31239

Table 9. The estimates of the goodness-of-fit for relief times of patients.

Model K-S p-Value -logl AIC BIC HQIC

MFED 0.120612 0.899975 159512 35.9024 37.8938 36.2911
EE 0.1343  0.817352 16.2606 36.5212 38.5125 36.91

RTFIW 0.100217 0.955062 14.9239 33.8478 35.8392 35.6581
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04 08
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Figure 7. Fitted cdf, fitted pdf, QQ-plots and PP-plots of RTFIWD for data set.

The empirical failure data distribution’s Kolmogorov-Smirnov (K-S) distance from the RTFIW
distribution’s CDF is 0.100217, with a P-value of 0.955062. As a result, the RTFIW distribution fits the
provided data. From n = 20 failure data, a progressive type-1I censored a sample of size m = 10 with
R = (6,4,0,0,0,0,0,0,0,0) based on the information that these generated. The MLE are computed
to be &,3, S (f) and i (f) such that + = 0.4 depend on the progressive type-II data reported in Table 7
are shown in Table 10. The Bayes estimator in relation to SEL and LINEX functions are calculated
and are also shown in Table 10. From Table 11, the 95% ACIs and CRIs are computed for parameters.
Additionally, the 95% ACIs and CRIs for S(¢) and Ah(?) are derived using the delta approach, with the

results displayed in Table 11.
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Table 10. Estimation value for «, 8, S(¢) and h(t).

Baysian
Parameters MLE SLE LINEX
c=-2 c=0.0001 c=2
a 1.16548 1.15804 1.15869 1.15804 1.15739
B 2.85092 2.78356 2.796 2.78356 2.76981
S 0.999772  0.99954 0.999541  0.99954 0.99954
h 0.0109181 0.0184367 0.0185916 0.0184367 0.0182849
Table 11. 95% Cls of «, 3, S(t) and h(?).
Parameter MLE MCMC
a (0.337871, 1.99309) (1.11849, 1.2089)
B (0.8467, 4.85513) (2.55267, 2.95076)
S0.4) (0.996234, 1.00331) (0.998601, 0.999898)
h(0.4) (—=0.131477, 0.153313) (0.00553594, 0.0472466)

Substituting the MLEs of the unknown parameters « and S for the data set into the inverse of the
observed information matrix, we get an estimation of the variance-covariance matrix as follows:

1.09723 0.607173
The two sided 95% confidence interval ranges are [1.9207,13.7014] and [2.5453,4.92549], for the
parameters « and (8 respectively.

s ( 356204 1.09723 )

7.2. Leukemia patients’ recovery

The second data set given by Abouammoh et al. [27] represents 40 patients suffering from leukemia
in one of the Ministry of Health Hospitals in Saudi Arabia. The survival times of those patients are

recorded as follows:
115 181 255

1063 1165 1191
1408 1369 1408
1549 1578 1578

418

1222
1455
1599

441

1251
1455
1603

461
789
1478
1605

516
807
1222
1852

739
865
1251
1696

743

1277
1277
1735

924

1290
1290
1815

983
1357
1455

1024
1357
1478

1062
1369
1222

We aim to compare the new model RTFIW distribution with exponentiated generalized inverse
Weibull (EGIW ) distribution and generalized inverse Weibull (GIW) distribution under the data set
where the value of b is the maximum value of the data.

Table 12 shows the MLEs for the distributions. To assess the fitted models, the following measures
were used: Bayesian information criterion (BIC), Consistent Akaike information criterion (CAIC),
Akaike information criterion (AIC), Hannan-Quinn information criterion (HQIC), Kolmogorov-
Smirnov (K-S) and the negative log-likelihood (-Log), to seek out the model with the lowest
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information criterion and good fit parameters. The numerical results in Table 13 show that the RTFIW
model fits the data better than other models. The considered data is fitted as shown in Figure 8.

Table 12. The estimates of parameters.

Model a B 0 A
GIW 0.792  0.298 3.261
EGIW 933 1.09 0453 1.102
RTFIWD 1.10716 1.37948

Table 13. The estimates of the goodness-of-fit for the lifetime of 40 patients.

Model K-S P-Value -2logL AIC BIC CAIC
GIW 0.737 0.7584 795.582 801.582  806.648 802.248
EGIW 0.831 .82464 709.471 717.471 724226 718.614
RTFIWD 1.001 0.9744 594.72585 598.7258 602.1036 598.325

Empirical and theoretical dens. Q-Q plot
8
L T T T ]
0 500 1000 1500 2000 500 1000 1500
Data Theaoretical quantiles
Empirical and theoretical CDFs P-P plot
£ - £ s
= T = Kl T T T T T
0 500 1000 1500 2000 00 02 04 06 08 10
Data Theoretical probabilities
Figure 8. Fitted cdf, fitted pdf, QQ-plots and PP-plots of RTFIWD for the dataset.
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From n = 40 failure data, a progressive type-II censored a sample of size m = 20 with R =
(10,5,5,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0) based on the information that these generated. The
MLEs computed for &, ,@,ﬁ (t) and i (¢) such that t = 0.4 and b = 1815 based on the progressive
type-II data are shown in Table 14. The Bayes estimates of SEL. and LINEX functions are calculated
and are also shown in Table 14.

Table 14. Estimation values for a, 5, S (¢) and & (¢) with b = 1815.

Baysian
Parameters MLE SEL LINEX
c=-2 ¢=0.0001 c=2
a 1.10716  1.11602 1.11604 1.11601 1.11602
B 1.37948 1.3736 1.37364 1.37357 1.3736
S
h

0.94189 0.942492 0.942492 0.942491 0.942492
0.490308 0.484726 0.484731  0.48472  0.484726

From Table 15, the 95% ACIs and CRIs are computed for parameters. Furthermore, the delta
method is employed to derive the 95% AClIs and CRIs for S (¢) and /4 (¢), hence, the results are shown
in Table 15.

Table 15. 95% Cls of a, B8, S (¢) and A(?).

Parameter MLE MCMC
a (0.545939, 1.66837) (1.1084,1.12323)
B (0.701971,2.057) (1.36354,1.38614)
S0.4) (0.821262, 1.06252) (0.941573,0.94353)
h(0.4) (—=0.0904752,1.07109) (0.478703,0.489044)

8. Conclusions

This study introduces a new truncated distribution called the RTFIW distribution. The new
distribution’s statistical properties are derived. Using progressive type-II censoring, this study aims
to provide a number of methods for generating confidence intervals for RTFIW distribution parameters
and derivations. The time-relief periods of patients receiving analgesic treatment were studied in
addition to Leukemia patient recovery numbers by using various estimation techniques proposed in
this study. Different confidence intervals are provided when the MLEs of the unknown parameters
are calculated. On the other hand, a simulation study was carried out to assess the accuracy of the
suggested estimations. As a result, it is demonstrated that Bayesian approaches perform well in all
cases. Due to the pattern of RTFIW’s good fit to the applied data, Scheme II also performs better than
Schemes I and III in terms of smaller MSEs. In future works, estimation of the RTFIW distribution’s
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parameters using adaptive progressive type-II censored data can be obtained, and also can be compared
with other types of censored algorithms.
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