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#### Abstract

Research and development (R\&D) of key generic technology (KGT) is conducive to improving the innovation capacity of countries and regions and has a significant impact on economic development and social progress. Compared to other technologies, the factors affecting the R\&D decisions of KGT are more complex and need to be explored in depth. This study constructs a Stackelberg model considering R\&D effort level, R\&D efficiency and product differentiation to investigate the leader's and follower's decisions on R\&D of KGT under three types of R\&D modes. The results reveal that firms' strategic decisions are affected by product differentiation, R\&D efficiency and different R\&D modes. Product differentiation and R\&D efficiency have impacts on equilibrium results and government subsidies for KGT R\&D are optimal for social welfare.
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## 1. Introduction

Globally, key generic technology (KGT) is of great strategic significance and practical value for social progress and sustainable economic development. KGT has attracted increasing attention from academia, government and business in recent decades [1-4]. KGT refers to the dominant and foundational technology that can be widely applied in multiple technological fields and spread and shared among various manufacturing industries, which has a strong spillover effect. KGT is often
considered as a significant innovation that facilitates plentiful incremental innovations, considerably improving social benefits and driving economic growth [5-8]. In particular, in the range of emerging technologies, the breakthrough of KGT is the key to promoting technological advancement from imitative to independent innovation, from single to integrated innovation and from product to industrial competition [9]. Therefore, numerous economies have implemented policies to encourage the research and development (R\&D) of KGT. For instance, in 2021, the Chinese government updated the "Industrial Critical Generic Technology Development Guide," which provides priority and support to the R\&D of $174 \mathrm{KGT}(\mathrm{s})$, including the raw material, equipment manufacturing, electronic information, communication industries and so on. Similarly, the Unites States Congress raised the "American Technology Preeminence Act," which proposes that KGT can promote industrial development and enhance national welfare. The European Union has formulated the "Cooperation of Science and Technology" to unite the technological forces of European countries and enhance the international competitiveness of European firms.

As forward-looking technologies in a fundamental and core position, KGT in the emerging technology fields are pivotal links between basic and applied research. Previous studies demonstrate that KGT plays a crucial supporting role in the technological innovation chain and maintains the core competitiveness of strategic emerging industries [10,11]. However, in the emerging technological fields, the valuable KGT often falls into the R\&D dilemma. Specifically, the R\&D of KGT is generally recognized as high threshold and cost, long cycle, high risk and obvious spillover [12]. Therefore, firms have a strong incentive of free-riding and aim to enjoy the "spillover effect" bonus of KGT, which would trigger the market failure of the R\&D of KGT [13]. Joint R\&D is an effective form of cooperation to promote the R\&D of KGT. Joint R\&D refers to two or more entities working together to conduct R\&D activities [14]. Joint R\&D projects can be divided into three types (invention, innovation and diffusion projects) [15]. Joint R\&D is an important approach to technological innovation by sharing the development costs and risks, which can effectively promote the R\&D of KGT in the context of the contradiction between rapidly growing technological demand and the R\&D dilemma. Furthermore, it plays a predominant role in improving and maintaining the competitiveness of firms and is the most significant element of diffusion processes [16]. Meanwhile, with the accelerating development of technology, a shorter response time is required to capture changing market demands, driving a growing need for interfacing people and disciplines and integrating critical skills, and joint R\&D is the key means. Hagedoorn [17] indicated that the benefits of developing joint R\&D activities for firms in technology include accelerating the development of innovation and improving market transactions. In reality, the government and firms usually take measures such as intellectual property protection mechanisms, risk and responsibility sharing, benefits and intellectual property sharing to promote joint R\&D activities [18].

Furthermore, along with these characteristics of R\&D, governments and their policymakers, also conscious of this reality, are advocating the development of joint R\&D in the technological innovation field by providing government subsidies. Therefore, since the 1980s, several economies, such as Europe, the US and Japan, have launched various favorable science and technology policies to encourage cooperation in R\&D activities among firms, research institutes and universities. Governments should use a flexible policy mix to achieve their goals [19]. Government subsidies help firms reduce R\&D investment and risk, and official policies can strengthen firms' confidence in technological innovation. Because KGT has a strong spillover effect and is beneficial to society as a whole, cooperation between the government, firms, research institutes and universities is reasonable
and necessary. Interactions among these different types of participants through the development of joint R\&D projects allow industry to obtain mutual benefits from the results of government-funded behavior [20]. Joint R\&D is a common market approach, and government subsidies are part of the government solution. How does the R\&D mode (independent R\&D, joint R\&D and government subsidies) affect technological innovation, firm profits, consumer surplus and social welfare? What are the effects of product differentiation and R\&D efficiency on firms and government behavior under different R\&D models? Which R\&D model is more effective? These issues are important for firms' decisions on R\&D of KGT aimed at improving competitiveness. Therefore, we construct a multiple oligopoly model that includes the R\&D effort level, technology spillover, government subsidies and product differentiation. Further, we analyze firms' decision-making regarding the mode selection of KGT R\&D and the government's science and technology subsidy policy.

The abundant literature on the R\&D of KGT is embodied in two aspects: definition/measurement and diffusion/supply, neither of which pay sufficient attention to the R\&D dilemma and market failure of KGT. In the former aspect, theorists have employed diversified methods to recognize and measure KGT, such as system integration, text analysis, co-classification index, process parameter, technology-specific performance indicator and so on [21-26]. In the latter, scholars have analyzed the diffusion and supply of KGT from the perspective of resource recombination (knowledge, capital), government funds, industry-university-research consociation, patent cooperation networks, innovation competition, intellectual property rights and so on [27-31].

Moreover, some studies have analyzed the factors and outcomes of R\&D behavior on firms and industrial peers. Cohen and Levinthal [32] documented that a firm's R\&D contributes to realizing spillovers from other firms' R\&D efforts and improving its innovative ability. Konstantinos et al. [33] and Del Carmen Haro-Domínguez et al. [34] demonstrated that absorptive capacity is directly related to the R\&D process and affects firm innovation. Grunfeld [35] probed the effects of investment and spillover on a firm's R\&D decisions. Caputo et al. [36] highlighted the critical issue of how the transfer of technology from R\&D to manufacturing affects technology-driven firms' innovative strategies. Pourkarimi and Kam [37] quantitatively demonstrated that R\&D activities, such as increasing the R\&D share and number of patents granted in advanced technology, have a significant positive effect on firm performance. Yan and Yang [38] analyzed the optimal licensing schemes for a mixed-ownership firm when facing uncertain R\&D outcomes and technology spillover and established that the probability of R\&D success plays a critical role in the process of determining the licensing strategy for the mixed firm. Blanco et al. [39] highlighted the necessity of revising government R\&D policies toward greater coordination and resources and the implementation of new instruments, considering the impact of R\&D expenditure on economic growth, development and integration. Kučera and Fil'a [40] took European Union countries as samples to identify the possible impact of R\&D expenditure on innovation performance and influence of the innovation performance on economic development, and established a significant interdependence between $\mathrm{R} \& \mathrm{D}$ expenditure, innovation performance and level of economic development.

Other studies have focused on government policies promoting firms' R\&D innovation. For example, Kim and Park [41] revealed that government investment in joint R\&D contributes to the improvement of the short-term business performance of firms engaging in joint R\&D projects supported by the government. Tong et al. [42] empirically documented that government subsidies can realize the purpose of stimulating the innovation of high-tech enterprises and highlighted the subsidy mechanism includes resource and signal transmission effects. Furthermore, Wu and Zhao [43]
examined the impact of government $R \& D$ subsidies on enterprise $R \& D$ activities from both theoretical and empirical perspectives and proposed that R\&D subsidies play a critical positive role in motivating the R\&D projects of firms, and the incentive effect of subsidies will be enhanced with the improvement of R\&D investment and efficiency.

However, concerning the R\&D dilemma and market failure of KGT, the core role of leading firms with certain advantages and government policy remains to be further examined during joint R\&D of KGT, especially the choice of R\&D mode. Currently, the effects of different R\&D modes on a firm's technology strategy and government behavior, and the multiple characteristics of the R\&D mode, such as R\&D effort level, R\&D efficiency, technology spillover and government subsidies remain under consideration. In other words, we do not have a satisfactory answer to the question of "how to promote the R\&D of KGT in building emerging technology knowledge mansions." Moreover, considering the key features of the spillover effect and "quasi-public goods" of KGT, the R\&D of KGT requires a greater range of technological resource gathering and the participation of multiple parties, including government, firms, universities and research institutions. Therefore, technological innovation cooperation is a significant enabler for KGT R\&D. The main contents of the literature review and the innovation points of this study are listed in Table 1.

Table 1. Summary of the literature.

| Research orientation | Research contents | References | Innovation points |
| :---: | :---: | :---: | :---: |
| Definition and measurement of KGT | Using methods such as system integration, text analysis, co-classification index, process parameter, technology-specific performance indicators, etc. | Leydesdorff, 2008; Bekar et al., 2018; Heikkilä et al., 2023; da Ponte et al., 2023; Shafique and Hagedoorn, 2022; Vu et al., 2020 |  |
| Diffusion and supply of KGT | Analyzing from the perspective of resource recombination (knowledge, capital), government funds, industry-university-research consociation, patent cooperation network, innovation competition, intellectual property rights, etc. | Appio et al., 2017; <br> Kokshagina et al., 2017; <br> Zheng et al., 2023; Franzò <br> et al., 2023; Cen et al., 2022 | Construct a Stackelberg model considering more realistic factors using sequential game theory. |
| Factors affecting KGT R\&D | Impacts of other firms' behavior, absorptive capacity, investment and spillover effects on R\&D decisions of KGT. | Cohen and Levinthal, 1989; <br> Konstantinos et al., 2011; <br> del Carmen et al., 2007; <br> Grunfeld, 2003 | Degree of product differentiation, R\&D effort level, R\&D efficiency, technology spillover and government subsidies are incorporated into the model. |
| Government policy | Impacts of government R\&D investment and subsidies on KGT. | Kim and Park, 2021; Tong et al., 2021; Wu and Zhao, 2021 | Analyze the boundaries of joint R\&D and government subsidies. |

This paper contributes to existing research as follows: First, we conduct a comparative analysis of one firm's independent R\&D, two firm's joint R\&D and one firm's independent R\&D with government subsidies. This helps reveal the boundaries of joint R\&D and government subsidies
effectively, which provides the guiding value for understanding the role of joint $R \& D$, and government and market mechanisms in a firm's technological innovation. Second, our duopoly model includes various factors that are more comprehensive and closer to reality. Parameters such as the degree of product differentiation, R\&D effort level, R\&D efficiency, technology spillover and government subsidies are introduced in the model, which enriches and expands existing research.

The remainder of this paper is organized as follows. Section 2 describes our model construction, which includes three models: one firm's independent R\&D (Model IR), a model (Model JR) in which two firms conduct joint R\&D and one (Model SR) in which one firm conducts technology R\&D with government subsidies. Section 3 presents the equilibrium results for the three models and analyzes the effects of product differentiation and R\&D efficiency on each equilibrium outcome. Section 4 compares and analyzes the equilibrium results to reveal the boundaries of different R\&D modes. Finally, our conclusions are presented in Section 5. Related proofs are provided in the Appendix.

## 2. Model

Construct a Stackelberg oligopolistic market model with Firm 1 (leader) and Firm 2 (follower), which produce differentiated products. The linear inverse demand function is $p_{i}=a-q_{i}-r q_{j}$ [44,45], where $q_{i}$ is the output of each firm, and $r \in[0,1]$ is the degree of product differentiation (the higher the value, the weaker the heterogeneity), $i, j=1,2$ and $i \neq j$. Firm 1 is faced with the R\&D of KGT. The R\&D cost is $c_{1}=t \frac{b^{2}}{2}[46,47]$, where $b>0$ is the R\&D effort level and $t>0$ is the R\&D efficiency (the higher the value, the lower the efficiency). For simplicity, no production cost is considered in this analysis. Thus, Firm 1's profit function is $\pi_{1}=\left(p_{1}+b\right) q_{1}-c_{1}$. However, because of the spillover effect of KGT, Firm 2's profit function is defined as $\pi_{2}=\left(p_{2}+\lambda b\right) q_{2}$, where $\lambda \in(0,1)$ is the degree of spillover (the higher the value, the stronger the spillover effect). The consumer surplus function is $c s=\frac{q_{1}{ }^{2}+q_{2}{ }^{2}+2 r q_{1} q_{2}}{2}$, social welfare function is $s w=\sum_{i=1}^{2} \pi_{i}+c s$.

Consider three types of firm R\&D modes: (i) One firm conducts independent R\&D and we define the case as Model IR (independent R\&D), and the equilibrium results are denoted by the superscript $I R$, . (ii) Two firms conduct joint $\mathrm{R} \& \mathrm{D}$ and share the $\mathrm{R} \& \mathrm{D}$ cost, and we define the case as Model JR (joint R\&D). If $0<\beta<1$ is the proportion of $\mathrm{R} \& \mathrm{D}$ cost undertaken by Firm 1, then the cost functions of the two firms are $c_{1}=t \frac{\beta b^{2}}{2}$ and $c_{2}=t \frac{(1-\beta) b^{2}}{2}$ [48]. Regardless of the spillover effect, Firm 2's profit function changes as $\pi_{2}=\left(p_{2}+b\right) q_{2}-c_{2}$, and the equilibrium results are denoted by superscript $J R$. (iii) The government subsidizes Firm 1 and the subsidy rate is $0<s<1$, and we define the case as Model SR (subsidizing R\&D). Then, Firm 1's cost and profit functions are changed into $c_{1 s}=(1-s) t \frac{b^{2}}{2}$ and $\pi_{1}=\left(p_{1}+b\right) q_{1}-c_{1 s}$, and the social welfare function is $s w=\sum_{i=1}^{2} \pi_{i}+c s-s t \frac{b^{2}}{2}$. The equilibrium results are denoted by the superscript $S U$.

In the above game, that under Model IR is divided into two stages. In the first stage, Firm 1 determines the optimal R\&D effort level $b^{*}$ to maximize its profits. In the second stage, Firm 1 and Firm 2 determine the optimal output $q_{i}^{*}$ according to profit maximization sequentially.

When the two firms conduct the joint R\&D project, Model JR has three stages. In the first stage, Firm 1 determines the optimal proportion of R\&D cost $\beta^{*}$. In the second stage, Firm 1 determines the optimal R\&D effort level $b^{*}$ to maximize its profits. In the third stage, the firms choose their optimal outputs $q_{i}^{*}$ under Stackelberg competition.

When the government subsidizes the firm's R\&D activity, the game under Model SR contains three stages. In the first stage, the government determines the optimal subsidy rate $s^{*}$ to maximize social welfare. In the second stage, Firm 1 determines the optimal R\&D effort level $b^{*}$ required to maximize its profits. In the third stage, each firm chooses the optimal output $q_{i}^{*}$ in the Stackelberg competition. The notations used in the models are listed in Table 2.

Table 2. Model notation.

| $i, j$ | Index for firms, $i, j=1,2$ and $i \neq j$ |
| :---: | :--- |
| $q_{i}$ | Deterministic production for Firm $i$ |
| $p_{i}$ | Deterministic price for Firm $i$ |
| $r$ | Degree of product differentiation |
| $c_{i}$ | The R\&D cost function of Firm $i$ |
| $\beta$ | The proportion of R\&D cost undertaken by Firm 1 |
| $b$ | R\&D effort level |
| $t$ | R\&D efficiency |
| $\lambda$ | Degree of spillover |
| $s$ | Government subsidy rate |
| $\pi_{i}$ | Profit function of Firm $i$ |
| $c s$ | Consumer surplus function |
| $s w$ | Social welfare function |
| $I R$ | One firm conducts independent R\&D |
| $J R$ | Two firms conduct joint R\&D |
| $S R$ | One firm conducts R\&D with government subsidies |
| $*$ | Optimal values of different variables |

## 3. Model analysis

### 3.1. Model IR

When the leading firm conducts R\&D of KGT, in the second stage, each firm pursues maximal profits by satisfying $\frac{\partial \pi_{i}}{\partial q_{i}}=0$. The optimal quantity can then be deduced as

$$
\begin{equation*}
q_{1}=\frac{2(a+b)-r(a+\lambda b)}{2\left(2-r^{2}\right)}, q_{2}=\frac{\left(4-r^{2}\right)(a+\lambda b)-2 r(a+b)}{4\left(2-r^{2}\right)} . \tag{1}
\end{equation*}
$$

In the first stage, Firm 1 determines the optimal R\&D effort level according to $\frac{\partial \pi_{1}}{\partial b}=0$. Then, we can obtain

$$
\begin{equation*}
b^{I R}=\frac{a(2-r)(\lambda r-2)}{\left(\lambda^{2}+4 t\right) r^{2}-4(r \lambda+2 t-1)} . \tag{2}
\end{equation*}
$$

Normal production requires $t>t_{0}^{I R}=\frac{2-\lambda r}{2-r^{2}}$; then, equilibrium results can be obtained in the case of Model IR, as presented in Lemma 1.
Lemma 1. The equilibrium results in the case of Model IR are:

$$
q_{1}^{I R}=\frac{2 a t(r-2)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, q_{2}^{I R}=\frac{a\left(r^{2} t+\left(\lambda^{2}-\lambda+2 t\right) r-2(2 t+\lambda-1)\right)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)},
$$

$$
\begin{aligned}
& p_{1}^{I R}=\frac{a(2-r)\left(r^{2} t-\lambda r+2(1-t)\right)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, p_{2}^{I R}=\frac{a\left(\left(\lambda^{2}+t\right) r^{2}-\left(\lambda^{2}+3 \lambda-2 t\right) r-2(2 t-\lambda-1)\right.}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, \\
& \pi_{1}^{I R}=\frac{-a^{2} t(2-r)^{2}}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)}, \pi_{2}^{I R}=\frac{a^{2}\left(r^{2} t+\left(\lambda^{2}-\lambda+2 t\right) r-2(2 t+\lambda-1)\right)^{2}}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}, \\
& c s^{I R}=\frac{a^{2}\left(4(2-r)^{2} t^{2}+4 r t(r-2)\left(\left(r^{2}+2 r-4\right) t+(\lambda-1)(\lambda r-2)\right)\right.}{\left.+\left(\left(r^{2}+2 r-4\right) t+(\lambda-1)(\lambda r-2)\right)^{2}\right)} \begin{aligned}
2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}
\end{aligned} \\
& S w^{I R}=\frac{a^{2}\left(\left(7 r^{4}-20 r^{3}-16\left(r^{2}-4 r+2\right)\right) t^{2}-\left(( 2 - \lambda r ) \left(\lambda r^{3}-2(\lambda+2) r^{2}\right.\right.\right.}{\left.+4(5-2 \lambda)+8(\lambda-2))) t-(\lambda-1)^{2}(\lambda-2)^{2}\right)} \begin{array}{l}
2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}
\end{array} .
\end{aligned}
$$

The equilibrium results are obviously affected by the values of $r$ and $t$. Proposition 1 can be obtained by analyzing these effects.
Proposition 1. Under Model IR, the effects of $r$ and $t$ on the equilibrium results are:
(i) The effects of $r$ :

If $0<\lambda<\frac{4 r-r^{2}-2}{2-r^{2}}, 2-\sqrt{2}<r<1$ and $t_{0}^{I R}<t<t_{1}$, then $\frac{\partial \pi_{1}^{I R}}{\partial r}>0$; if $0<\lambda<\frac{4 r-r^{2}-2}{2-r^{2}}$, $2-\sqrt{2}<r<1$ and $t>t_{1}$, then $\frac{\partial \pi_{1}^{I R}}{\partial r}<0 ; \frac{\partial \pi_{2}^{I R}}{\partial r}<0 ; \frac{\partial c s^{I R}}{\partial r}<0 ; \frac{\partial s w^{I R}}{\partial r}>0$; when $0<r<2-$ $\sqrt{2}$, if $t_{0}^{F R}<t<t_{2}$, then $\frac{\partial b^{I R}}{\partial r}<0$; if $t>t_{2}$, then $\frac{\partial b^{I R}}{\partial r}>0$.
(ii) the effects of $t$ :
$\frac{\partial \pi_{1}^{I R}}{\partial t}<0 ; \frac{\partial \pi_{2}^{I R}}{\partial t}<0$; when $f_{3}(t)<0, \frac{\partial c s^{I R}}{\partial t}>0$; otherwise, $\frac{\partial c s^{I R}}{\partial t}<0$; when $f_{4}(t)<0$, then $\frac{\partial s w^{I R}}{\partial t}>0$; otherwise, $\frac{\partial S w^{I R}}{\partial t}<0 ; \frac{\partial b^{I R}}{\partial t}<0$.

## Proof. See Appendix A

As demonstrated in Proposition 1, if the leading firm conducts an R\&D project that competes with the no R\&D firm in Stackelberg competition with a spillover effect when $t>t_{0}^{I R}$, the product differentiation strategy can boost the quantity of Firm 2 and consumer surplus. But the impact of $r$ on $\pi_{1}$ depends on the value ranges of $\lambda$ and $t$. Specifically, when the degree of spillover is under the critical value and R\&D efficiency is relatively low, increasing product differentiation can improve the R\&D-conducting firm's profit. Furthermore, the positive influences of $t$ on $\pi_{i}$ and $b$ manifest such that increasing R\&D efficiency enhances the two firms' profits and the R\&D effort level of Firm 1. This means that the growth in R\&D efficiency can motivate firms to conduct more R\&D activities of technological innovation, and peer firms can enjoy the increasing spillover effect bonus. However, the relationships between R\&D efficiency and consumer surplus and social welfare display an inverted U-shaped trend. This finding indicates that the influences of R\&D efficiency on consumers and the whole society are complex and nonlinear. On the one hand, a high R\&D efficiency level helps firms enhance the technological innovation adopted in their products and services, which benefits downstream firms and consumers. On the other hand, an R\&D efficiency level that is too high will widen the technological gap between the firm and its stakeholders, leading to disadvantages such as a cooperation dilemma, which has a negative impact on consumers and society as a whole. Therefore, firms should improve their R\&D efficiency within a certain range by integrating the resources and advantages of multiple actors to promote the continuous improvement of scientific and technological innovation abilities and further develop the R\&D of KGT.

### 3.2. Model JR

When two firms conduct joint R\&D of KGT, in the third stage, Firm $i$ pursues maximal profits according to $\frac{\partial \pi_{i}}{\partial q_{i}}=0$. Then, the quantity of each firm is

$$
\begin{equation*}
q_{1}=\frac{(a+b)(2-r)}{2\left(2-r^{2}\right)}, q_{2}=\frac{\left(4-r^{2}-2 r\right)(a+b)}{4\left(2-r^{2}\right)} . \tag{3}
\end{equation*}
$$

In the second stage, the leading Firm 1 determines the optimal R\&D effort level for the maximal profits. Substituting $q_{1}$ into $\pi_{1}\left(q_{1}, b\right)$, the following can be derived when $\frac{\partial \pi_{1}(b)}{\partial b}=0$ :

$$
\begin{equation*}
b(\beta)=\frac{a(2-r)^{2}}{4 \beta t\left(2-r^{2}\right)-(2-r)^{2}} . \tag{4}
\end{equation*}
$$

Substituting Formula (4) into $\pi_{1}(b)$ and Formula (3), we can obtain:

$$
\begin{gather*}
q_{1}(\beta)=\frac{2(r-2) a t \beta}{4 \beta t\left(r^{2}-2\right)+(2-r)^{2}}, q_{1}(\beta)=\frac{2(r-2) a t \beta}{4 \beta t\left(r^{2}-2\right)+(2-r)^{2}},  \tag{5}\\
t a^{2}\left(\left(\beta^{2} t+\frac{1}{2 \beta}-\frac{1}{2}\right) r^{4}+4\left(\beta^{2} t-\beta+1\right) r^{3}-\right. \\
\pi_{1}^{J R}(\beta)=\frac{\beta t(2-r)^{2} a^{2}}{2\left(4 \beta t\left(2-r^{2}\right)-(2-r)^{2}\right)}, \pi_{2}^{J R}(\beta)=\frac{\left.4\left(\beta^{2} t-3 \beta+3\right) r^{2}-16\left(\beta^{2} t+\beta-1\right) r+8\left(\beta^{2} t+\beta-1\right)\right)}{\left(4 \beta t\left(r^{2}-2\right)+(2-r)^{2}\right)^{2}} . \tag{6}
\end{gather*}
$$

In the first stage, Firm 1 (the leader) determines the optimal proportion of R\&D costs. This must be profitable for both Firms 1 and 2, which satisfies

$$
\begin{align*}
& \pi_{1}^{J R}-\pi_{1}^{I R} \geq 0  \tag{7}\\
& \pi_{2}^{J R}-\pi_{2}^{I R} \geq 0 \tag{8}
\end{align*}
$$

After calculation, when $\beta_{0}=\frac{(2-r)^{2}}{4 t\left(2-r^{2}\right)}<\beta \leq \beta_{1}=\frac{(2-r)^{2}}{(2-\lambda r)^{2}}, \pi_{1}^{J R} \geq \pi_{1}^{I R}$ and $\pi_{2}^{J R} \geq \pi_{2}^{I R}$ exists. Therefore, the optimal proportion of $\mathrm{R} \& \mathrm{D}$ cost is $\beta^{J R}=\frac{(2-r)^{2}}{(2-\lambda r)^{2}}$.

Normal production requires $0<r<0.914394$ and $t>t_{0}^{J R}=\frac{(2-\lambda r)^{2}}{(2-r)\left(2-r^{2}\right)}$, then equilibrium results can be obtained in Model JR, as presented in Lemma 2.
Lemma 2. The equilibrium results under Model JR are:

$$
\begin{aligned}
& \beta^{J R}=\frac{(2-r)^{2}}{(2-\lambda r)^{2}}, b^{J R}=-\frac{(2-\lambda r)^{2} a}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, q_{1}^{C J R}=\frac{2 a t(2-r)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, \\
& q_{2}^{J R}=\frac{a t\left(r^{2}+2 r-4\right)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, p_{1}^{J R}=\frac{-a\left(r^{3} t-\left(\lambda^{2}+2 t\right) r^{2}+2(2 \lambda-t) r+4(t-1)\right)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, \\
& p_{2}^{J R}=\frac{a\left(\left(\lambda^{2}+t\right) r^{2}-2(2 \lambda-t) r-4(t-1)\right)}{\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)}, \pi_{1}^{J R}=\frac{-a^{2}(2-r)^{2} t}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)}, \\
& \pi_{2}^{J R}=\frac{-a^{2} t\left(\left(\lambda^{4}-\lambda^{2}-2 t\right) r^{4}-4\left(2 \lambda^{3}-\lambda^{2}-\lambda+2 t\right) r^{3}+4\left(5 \lambda^{2}-4 \lambda+2 t-1\right) r^{2}-16(\lambda-2 t-1)-32 t\right)}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}, \\
& c S^{J R}=\frac{a^{2} t^{2}\left(5 r^{4}+4 r^{3}-32\left(r^{2}-1\right)\right)}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}},
\end{aligned}
$$

$S w^{J R}=\frac{-t a^{2}\left(\left(\lambda^{4}-3 t\right) r^{4}-4\left(2 \lambda^{3}+7 t\right) r^{3}+24\left(\lambda^{2}+2 t\right) r^{2}+32(2 t-\lambda) r-16(6 t-1)\right)}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}$.
Proposition 2. Under Model $J R$, the effects of $r$ and $t$ on the equilibrium results are:
(i) The effects of $r$ :
$\frac{\partial \pi_{1}^{J R}}{\partial r}<0$; $\frac{\partial \pi_{2}^{J R}}{\partial r}<0$; if $\lambda_{1}<\lambda<1$ and $t_{0}^{J R}<t<t_{5}$, then $\frac{\partial c s^{J R}}{\partial r}<0$; if $\lambda_{1}<\lambda<1$ and $t>t_{5}$, then $\frac{\partial c s J R}{\partial r}>0$; $\frac{\partial s w^{J R}}{\partial r}<0$; if $\lambda<r<0.914394$, then $\frac{\partial b^{J R}}{\partial r}>0$; if $0<r<\lambda$, then $\frac{\partial b^{J R}}{\partial r}<0 ; \frac{\partial \beta^{J R}}{\partial r}<0$.
(ii) The effects of $t$ :
$\frac{\partial \pi_{1}^{J R}}{\partial t}<0$; if $t_{0}^{J R}<t<t_{6}$, then $\frac{\partial \pi_{2}^{J R}}{\partial t}>0$; if $t>t_{6}$, then $\frac{\partial \pi_{2}^{J R}}{\partial t}<0 ; \frac{\partial c s}{\partial R}<0 ; \frac{\partial s w^{J R}}{\partial t}<0 ;$ $\frac{\partial b^{J R}}{\partial t}<0 ; \frac{\partial \beta^{J R}}{\partial t}=0$.

## Proof. See Appendix B

As demonstrated in Proposition 2, when the two firms conduct joint R\&D in Stackelberg competition with $0<r<0.914394$ and $t>t_{0}^{J R}$, a high degree of product differentiation can boost the proportion of R\&D costs undertaken by Firm 1, profits of the two firms and social welfare. However, a U-shaped relationship exists between $r$ and $c s$, indicating the nonlinear effects of product differentiation on consumers. At a low level of product differentiation, Firm 1 undertakes higher competitive pressure and is more likely to increase its R\&D effort level when implementing R\&D activities. Furthermore, the growth in R\&D efficiency increases the profit and R\&D effort level of Firm 1, consumer surplus and social welfare, but has no impact on the proportion of R\&D cost of the leading firm. The effect of R\&D efficiency on Firm 2's profit depends on the value range of $t$. Specifically, when $t>t_{6}$, improving R\&D efficiency benefits the follower's profit. This suggests that the two firms conducting joint R\&D should have narrow levels of technological innovation, otherwise, the joint R\&D may be ineffective owing to the unsynchronous development between the collaborators. The firms should maintain coordination and cooperation in the R\&D process, which helps to ensure that both firms can be more effective in the realization of technological innovation and the achievement of goals.

Compared with Proposition 1, the relationship between $r$ and $s w$ changes from a positive to a negative correlation, and significant changes occur in how $r$ and $t$ affect $c s$. That is, $r$ is no longer completely negatively correlated with $c s$, but $t$ has a monotonic impact on $c s$. The inverted U-shaped relationship between $r$ and $\pi_{1}$ becomes negative, which is also reflected in the interaction between $t$ and $s w$. These changes are attributable to the changes in firm's R\&D modes. Furthermore, the effects of $r$ on $\pi_{2}$ are the same as that in Proposition 1.

### 3.3. Model SR

In the third stage, each firm maximizes its profits by satisfying $\frac{\partial \pi_{i}}{\partial q_{i}}=0$, then the equilibrium quantities can be obtained as

$$
\begin{equation*}
q_{1}=\frac{2(a+b)-r(a+\lambda b)}{2\left(2-r^{2}\right)}, q_{2}=\frac{\left(4-r^{2}\right)(a+\lambda b)-2 r(a+b)}{4\left(2-r^{2}\right)} . \tag{9}
\end{equation*}
$$

In the second stage, the optimal R\&D effort level of Firm 1 when $\frac{\partial \pi_{1}}{\partial b}=0$ can be obtained as

$$
\begin{equation*}
b(s)=\frac{a(r-2)(\lambda r-2)}{\left(4 t(s-1)-\lambda^{2}\right) r^{2}+4(\lambda r-1)+8(1-s) t} . \tag{10}
\end{equation*}
$$

In the first stage, the optimal government subsidy for maximal social welfare can be determined as

$$
\begin{gather*}
S^{S R}= \\
\left(\left(7 r^{4}+6 r^{3}-36 r^{2}+16(3-r)\right) \lambda+2 r^{2}(3 r-2)+16(1-r)\right) t+\left(5 r^{2}-12\right) \lambda^{3} r-\left(5 r^{3}+8 r^{2}-12(r+2)\right) \lambda^{2}+4\left(2 r^{2}-r-6\right) \lambda+4 r  \tag{11}\\
\left.\left(3 r^{4}+14 r^{3}-4\left(7 r^{2}+8 r-12\right)\right) \lambda+2 r^{2}(7 r-10)+16(3-2 r)\right) t
\end{gather*}
$$

Normal production of firms requires $t>t_{0}^{S R}=\frac{\left(3 r^{4}-28 r^{2}+48\right) \lambda^{2}+4 r\left(7 r^{2}-16\right) \lambda+4\left(12-5 r^{2}\right)}{16\left(r^{4}-4 r^{2}+4\right)}$, then equilibrium results can be obtained in Model SR, as presented in Lemma 3.
Lemma 3. The equilibrium results under Model SR are:

$$
\begin{aligned}
& b^{S R}=\frac{\left(3 \lambda r^{4}+14 \lambda r^{3}-28 \lambda r^{2}+14 r^{3}-32 r \lambda-20 r^{2}+48(\lambda+1)-32 r\right) a}{\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)} ; \\
& q_{1}^{S R}=\frac{2\left(4 r^{3} t+\left(5 \lambda^{2}-5 \lambda-8 t\right) r^{2}+2(\lambda-4 t-1) r-12 \lambda(\lambda-1)+16 t\right) a}{\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)} ; \\
& q_{2}^{S R}=\frac{2\left(2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}+6(1-\lambda-2 t) r^{2}-2\left(\lambda^{2}-\lambda+4 t\right) r+4(3 \lambda-3+4 t)\right) a}{\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)} ; \\
& p_{1}^{S R}=\frac{-\left(a\left(4 r^{5} t+\left(5 \lambda^{2}-8 t-2 \lambda\right) r^{4}+4(4 \lambda-4 t+3) r^{3}+2\left(-11 \lambda^{2}+18 t-3 \lambda-15\right) r^{2}+4(4 t-9 \lambda-7) r+8\left(3 \lambda^{2}-4 t+3 \lambda+6\right)\right)\right)}{\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)} ; \\
& p_{2}^{S R}=\frac{a\left(\left(4 t-3 \lambda^{2}\right) r^{4}-4\left(3 \lambda^{2}+4 \lambda-2 t\right) r^{3}+4\left(7 \lambda^{2}+2 \lambda-6 t+3\right) r^{2}+\left(7 \lambda^{2}+9 \lambda-4 t\right) r-12 \lambda^{2}+8 t-6(\lambda+1)\right)}{\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)} ; \\
& \pi_{1}^{S R}=\frac{a^{2}\left(4 r^{4} t+\left(5 \lambda^{2}-5 \lambda-16 t\right) r^{3}-2\left(10 \lambda^{2}-6 \lambda-4 t+1\right) r^{2}-4\left(3 \lambda^{2}-2 \lambda-8 t-1\right) r+8\left(3 \lambda^{2}-3 \lambda-4 t\right)\right)}{-2\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)} ; \\
& \pi_{2}^{S R}=\frac{4 a^{2}\left(2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}-6(\lambda-2 t-1) r^{2}+2 r \lambda(1-\lambda)-8 r t+12(\lambda-1)+16 t\right)^{2}}{\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}} ; \\
& \\
& c S^{S R}=\frac{2 a^{2}\left(20 t^{2} r^{8}+16 t\left(2 \lambda^{2}-2 \lambda+t\right) r^{7}+\left(11 \lambda^{4}-22 \lambda^{3}+32 \lambda^{2} t+11 \lambda^{2}-96 \lambda t-208 t^{2}+64 t\right) r^{6}+\left(136 \lambda^{2}-68 \lambda^{3}-192 \lambda^{2} t+\right.\right.}{256 \lambda t-64(t+1)-68 \lambda) r^{5}+\left(46 \lambda^{3}-23 \lambda^{4}-224 \lambda^{2} t-11 \lambda^{2}+576 \lambda t+720 t^{2}-24 \lambda-352 t+12\right) r^{4}+\left(324 \lambda^{3}+(384 t-\right.} \quad \frac{\left.+\left(768 \lambda^{2}-384 \lambda^{3}-256 \lambda^{2} t+512 \lambda t-384 \lambda-256 t\right) r+144\left(\lambda^{4}-2 \lambda\left(\lambda^{2}-\lambda+1\right)\right)-384 t\left(\lambda^{2}+1\right)+768 \lambda t+512 t^{2}\right)}{\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}} ; \\
& S w^{S R}=
\end{aligned}
$$

We can obtain Proposition 3 by analyzing how the values of $r$ and $t$ affect the equilibrium outcomes.
Proposition 3. Under Model SR, the effects of $r$ and $t$ on the equilibrium results are:
(i) The effects of $r$ :
$\frac{\partial \pi_{1}^{S R}}{\partial r}<0$; if $t_{0}^{S R}<t<t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial r}>0$; if $t>t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial r}<0 ; \frac{\partial c s^{S R}}{\partial r}>0 ; \frac{\partial s w^{S R}}{\partial r}<0$;
$\frac{\partial b^{S R}}{\partial r}<0 ; \frac{\partial s^{S R}}{\partial r}>0$.
(ii) The effects of $t$ :
$\frac{\partial \pi_{1}^{S R}}{\partial t}<0$; if $t_{0}^{S R}<t<t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial t}>0$; if $t>t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial t}<0 ; \frac{\partial c s^{S R}}{\partial t}<0 ; \frac{\partial s w^{S R}}{\partial t}<0$;
$\frac{\partial b^{S R}}{\partial t}<0 ; \frac{\partial s^{S R}}{\partial t}>0$.
Proof. See Appendix C
As demonstrated in Proposition 3, when the government subsidizes the firm's R\&D activity in Stackelberg competition with $t>t_{0}^{S R}, r$ and $t$ are negatively correlated with $\pi_{1}$, which reveals that the improvements of product differentiation and R\&D efficiency add to the leading firm's profit. The leading firm can adopt a product differentiation strategy to promote its profit, and social welfare will also be improved. Whether the strategy benefits the follower's profit depends on the value range of the R\&D efficiency. $r$ and $t$ have the same nonlinear impact on the follower's profits. The follower can benefit from the R\&D activities of the leader only when R\&D efficiency is relatively low. Furthermore, the growth of product differentiation and R\&D efficiency will motivate the leading firm to enhance $R \& D$ effort and improve social welfare, but the government thus reduces subsidies for firms' R\&D activity. Consumer surplus can be improved by increasing the R\&D efficiency of Firm 1.

The impacts of $r$ and $t$ on $\pi_{2}, c s$ and $s w$ in Proposition 3 are different from those in Proposition 1. The complete negative correlation between $r$ (or $t$ ) and $\pi_{2}$ becomes a non-monotonic interaction, the uncertain relationship between $t$ and $c s$ (or $s w$ ) is replaced with a negative correlation and the U-shaped trend between $r$ and $b$ changes into a negative correlation. These changes are the result of government subsidies. The effects of $t$ on $\pi_{1}$ and $b$ are identical to those in Propositions 1 and 2. Therefore, the roles of product differentiation and R\&D efficiency are dynamic and should be flexibly grasped in different contexts.

## 4. Comparative analysis

To ensure firms' normal productions, we can obtain $t>t_{0}^{J R}=\frac{(2-\lambda r)^{2}}{(2-r)\left(2-r^{2}\right)}$ under the three types of R\&D modes. The results are presented as follows.

### 4.1. Comparison of Firm 1's (the leader) profits

Corollary 1. $\pi_{1}^{S R}>\pi_{1}^{I R}=\pi_{1}^{J R}$.
Proof. See Appendix D
As shown in Corollary 1, the leading firm's profit is maximized when the government provides subsidies for R\&D activity in the Stackelberg competition. If there are no government subsidies, the profit of the leading firm will decrease regardless of whether it is conducting independent or joint $R \& D$. Note that the profit under independent R\&D mode is the same as that under joint R\&D mode, indicating that the value of $\pi_{1}^{I R}\left(\pi_{1}^{J R}\right)$ is the boundary of whether Firm 1 implements joint R\&D, and Firm 1 has no reason to reject joint R\&D. Additionally, the definite comparative relationship among the three types of profits shows that the government subsidy mode has the absolute advantage
of improving the leading firm's profit, which can help relieve the R\&D cost burden and boost confidence in the $\mathrm{R} \& \mathrm{D}$ process.

### 4.2. Comparison of Firm 2's (the follower) profits

Corollary 2. $\pi_{2}^{S R}>\pi_{2}^{J R}>\pi_{2}^{I R}$.

## Proof. See Appendix E

As presented in Corollary 2, the follower obtains maximal profits when the government provides subsidies to Firm 1's R\&D activity under Stackelberg competition. If the government subsidies are canceled, the follower's profit $\pi_{2}^{J R}$ will rank second among the three models. The follower's profits are minimized when the leading firm conducts R\&D activity independently. The government's fund support has a direct, positive impact on the follower's profit. Therefore, by enjoying the technological and capital advantages of the leading firm, small and medium-sized firms should actively cooperate with industrial leaders in the R\&D of KGT to solve R\&D dilemmas and improve their technological innovation ability.

### 4.3. Comparison of consumer surplus

Corollary 3. If $t_{0}^{J R}<t<t_{8}$, then $c s^{S R}>c s^{I R}>c s^{J R}$; if $t>t_{8}$, then $c s^{S R}>c s^{J R}>c s^{I R}$.

## Proof. See Appendix F

As indicated in Corollary 3, consumer surplus is always maximized when the government subsidizes Firm 1's R\&D activity in Stackelberg competition, regardless of the value range of $t$. However, a comparison of the consumer surplus under independent and joint R\&D modes is uncertain. Specifically, the consumer surplus under joint R\&D mode will be greater if the value of $t$ is above the critical value and smaller than that under Model IR. That is, the government subsidies mode has the absolute advantage of improving consumer surplus. The R\&D cooperation between two firms can improve the utility of consumers only when the R\&D efficiency is relatively low. Too large an R\&D efficiency gap will lead to cooperation difficulties, which are not conducive to the improvement of consumer surplus.

### 4.4. Comparison of social welfare

Corollary 4. $s w^{S R}>s w^{J R}>s w^{I R}$.
Proof. See Appendix G
As presented in Corollary 4, the social welfare ranking is consistent with that of Firm 2's profit, revealing the strong, positive correlation between social welfare and the profit of the follower. From the perspective of social welfare, one firm conducting R\&D with government subsidies is optimal, indicating that the government support promotes the maximization of social welfare. Under such support, the increase in the follower's profit will compensate for the lost consumer surplus when the leading firm conducts $\mathrm{R} \& D$ activity, thus resulting in an overall increase in social welfare. By synthesizing Corollaries $1-4$, we can determine that the function of government behavior in guiding
firm R\&D activities is far greater than that of firms. From the perspectives of firms, consumers and the whole of society, government behaviors always play a dominant role in motivating firm R\&D and technological innovation.

## 5. Conclusions

This study constructs a Stackelberg model considering R\&D effort level, technology spillover, R\&D efficiency and product differentiation to investigate the leader's and follower's decisions on R\&D of KGT under independent, joint and government subsidy R\&D modes. The results reveal the condition for joint R\&D and the factors that affect R\&D activities. The main conclusions are as follows.

First, the firms' strategic decision on the R\&D of KGT is affected by product differentiation, R\&D efficiency, and different R\&D modes. When the leading firm conducts independent R\&D activities, increasing product differentiation can enhance the follower's profit, consumer surplus and social welfare, but may not improve the leading firm's profit, depending on the degree of spillover and R\&D efficiency. In Model JR, the growth in R\&D efficiency boosts the profits of the leading firm, consumer surplus and social welfare. However, improving R\&D efficiency benefits follower's profits only when R\&D efficiency is relatively low. This suggests that the two firms conducting joint R\&D should have narrow levels of technological innovation to ensure effective cooperation. In Model SR, the leading firm can adopt the product differentiation strategy to promote its profit and social welfare will also be improved. However, whether the product differentiation strategy benefits the follower's profit depends on the value range of the R\&D efficiency. Furthermore, when the government funds the firm's R\&D project, the improvement in R\&D efficiency helps increase consumer surplus and social welfare, which is the same as under the joint $R \& D$ mode. In other words, an improvement in R\&D efficiency can produce more profits for the leading firm among the three types of R\&D modes. Therefore, the leading firm should vigorously improve R\&D efficiency by integrating the resources and advantages of multiple actors to promote the continuous improvement of scientific and technological innovation abilities, and further develop the R\&D of KGT.

Second, product differentiation and R\&D efficiency exert varied impacts on the firm's R\&D behaviors and the level of government subsidies under different R\&D modes. In Model IR, when R\&D efficiency is high, product differentiation motivates the leading firm to increase its R\&D efforts and investments. However, the R\&D efforts can be enhanced with the growth of product differentiation only when the products of the two firms are highly heterogeneous. Different from independent and joint R\&D modes, product differentiation can always promote the leading firm's R\&D efforts but reduces government subsidies, which are unaffected by any factors. The main reason is that product differentiation has a positive effect on the leading firm's R\&D efforts, profit and social welfare, which conforms to the government's goal. Thus, the government subsidies are finally decreased. We also found that an increase in R\&D efficiency will motivate the leading firm's R\&D efforts under the three R\&D modes. This means that enhancing R\&D efficiency is a significant way to help technology-driven firms solve R\&D difficulty and promote R\&D innovation of KGT.

Third, the comparative analyses reveal the various characteristics of independent R\&D, joint R\&D and government subsidies. The leading firm's profit is maximized when the government provides subsidies to the R\&D activity in the Stackelberg competition. If the government provides no subsidies, the leading firm's profit will decrease regardless of whether independent or joint R\&D
is conducted. Note that the profit under the independent R\&D mode is the same as that under the joint R\&D mode, which reveals the boundary between the two modes. In terms of the follower, its profits will be maximized under government subsidy policy but minimized when the leading firm conducts R\&D activity independently. Furthermore, consumer surplus is always maximized under government subsidies. The R\&D cooperation between two firms can improve the utility of consumers only when the R\&D efficiency is relatively low. Note that the social welfare ranking is consistent with that of the follower's profit, displaying a positive correlation between social welfare and the follower's profit. From the perspective of social welfare, one firm conducting R\&D with government subsidies is optimal, owing to the government's goal of social welfare maximization. Moreover, the comparative analyses reveal the absolute advantage of the government in improving the profits of the leader and follower, consumer surplus and social welfare, indicating the considerable functions of government behaviors in guiding firms' R\&D activities. Government behaviors play a dominant role in motivating firm R\&D of KGT.

Based on the above conclusions, the government should formulate effective favorable policies such as subsidy support and improve the management system for input into science and technology. Government financial investment in science and technological innovation reflects the regional and industrial levels of science and technology. Providing more funding support can promote the improvement of the innovation efficiency of technology-driven firms. Additionally, firms should start from improving R\&D efficiency, and take measures from aspects of researchers, R\&D funds, knowledge sharing and so on. In return for the spillover effect bonus of KGT, joint R\&D should be actively conducted with the government, universities, scientific research institutions and upstream and downstream firms, giving full play to the advantages of different participants and adjusting the resource allocation structure to overcome the R\&D problems of KGT. These recommendations have positive and practical value for enterprises to conduct KGT R\&D and for the government to optimize technology policies in a complex market environment.
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## Supplementary

## Appendix A

(i) Effects of $r$ :
$\frac{\partial \pi_{1}^{I R}}{\partial r}=\frac{2 a^{2} t(2-r)\left(\left(\lambda^{2}-\lambda+4 t\right) r-2(\lambda+2 t-1)\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}$. Let $f_{1}(t) \stackrel{\text { def }}{=}\left(\lambda^{2}-\lambda+4 t\right) r-2(\lambda+2 t-1)=0$, and
there is $t_{1}=\frac{(2-\lambda r)(1-\lambda)}{4(1-r)}$. Under the condition of $2-\sqrt{2}<r<1$, if $0<\lambda<\frac{4 r-r^{2}-2}{2-r^{2}}$ and $t_{0}^{I R}<$ $t<t_{1}$, then $\frac{\partial \pi_{1}^{I R}}{\partial r}>0$; if $0<\lambda<\frac{4 r-r^{2}-2}{2-r^{2}}$ and $t>t_{1}$, then $\frac{\partial \pi_{1}^{I R}}{\partial r}<0$.

$$
\frac{\partial \pi_{2}^{I R}}{\partial r}=\frac{\begin{array}{c}
a^{2}\left(2\left(\lambda^{4}+6 \lambda^{2} t-\lambda^{3}+t^{2}\right) r^{2}-8\left(\lambda^{3}+(2 t-1) \lambda^{2}+2\left(2 \lambda t+2 t^{2}-t\right)\right) r+\right. \\
\left.8(2 t+1) \lambda^{2}+8(2 t-1) \lambda+16 t(t-1)\right)\left(r^{2} t+\left(\lambda^{2}-\lambda+2 t\right) r-2(2 t+\lambda-1)\right)
\end{array}}{\left(4(\lambda r+2 t-1)-\left(\lambda^{2}+4 t\right) r^{2}\right)^{3}} . \text { When } t>t_{0}^{I R}, \text { there is } 2\left(\lambda^{4}+\right.
$$

$\left.6 \lambda^{2} t-\lambda^{3}+t^{2}\right) r^{2}-8\left(\lambda^{3}+(2 t-1) \lambda^{2}+2\left(2 \lambda t+2 t^{2}-t\right)\right) r+8(2 t+1) \lambda^{2}+8(2 t-1) \lambda+$ $16 t(t-1)>0, \quad r^{2} t+\left(\lambda^{2}-\lambda+2 t\right) r-2(2 t+\lambda-1)<0 \quad, \quad$ and $\quad 4(\lambda r+2 t-1)-\left(\lambda^{2}+\right.$ $4 t) r^{2}>0$. Therefore, if $t>t_{0}^{I R}$, then $\frac{\partial \pi_{2}^{I R}}{\partial r}<0$.

$$
\frac{\partial c s^{I R}}{\partial r}=\frac{\begin{array}{l}
a^{2}\left(\left(40 t^{3}+2 \lambda(7 \lambda-8) t^{2}+\lambda^{3}(\lambda-1) t\right) r^{4}-\left(8 t^{2}\left(6 t-4 \lambda^{2}+7 \lambda-3\right)-4 \lambda^{2}\left(3 \lambda^{2}-7 \lambda+4\right) t-\lambda^{4}(\lambda-1)^{2}\right) r^{3}-\right. \\
\left(144 t^{3}+24\left(5 \lambda^{2}-3 \lambda-5\right) t^{2}+12\left(\lambda^{4}+2 \lambda^{3}-8 \lambda^{2}+5 \lambda\right) t+6 \lambda^{3}(\lambda-1)^{2}\right) r^{2}+\left(64 t^{2}\left(6 t+2 \lambda^{2}+\lambda-6\right)+8\left(\lambda^{4}\right.\right. \\
\left.\left.\left.+4 \lambda^{3}-7 \lambda^{2}-6 \lambda+8\right) t+12 \lambda^{2}(\lambda-1)^{2}\right) r-256 t^{3}-32\left(\lambda^{2}+4 \lambda-9\right) t^{2}-16\left(\lambda^{3}+\lambda^{2}-7 \lambda+5\right) t-8 \lambda(\lambda-1)^{2}\right) \\
\left(4(\lambda r+2 t-1)-\left(\lambda^{2}+4 t\right) r^{2}\right)^{3}
\end{array} \text { When } t>}{}
$$ $t_{0}^{I R}$, there is $\left(40 t^{3}+2 \lambda(7 \lambda-8) t^{2}+\lambda^{3}(\lambda-1) t\right) r^{4}-\left(8 t^{2}\left(6 t-4 \lambda^{2}+7 \lambda-3\right)-4 \lambda^{2}\left(3 \lambda^{2}-\right.\right.$ $\left.7 \lambda+4) t-\lambda^{4}(\lambda-1)^{2}\right) r^{3}-\left(144 t^{3}+24\left(5 \lambda^{2}-3 \lambda-5\right) t^{2}+12\left(\lambda^{4}+2 \lambda^{3}-8 \lambda^{2}+5 \lambda\right) t+\right.$ $\left.6 \lambda^{3}(\lambda-1)^{2}\right) r^{2}+\left(64 t^{2}\left(6 t+2 \lambda^{2}+\lambda-6\right)+8\left(\lambda^{4}+4 \lambda^{3}-7 \lambda^{2}-6 \lambda+8\right) t+12 \lambda^{2}(\lambda-1)^{2}\right) r-$ $256 t^{3}-32\left(\lambda^{2}+4 \lambda-9\right) t^{2}-16\left(\lambda^{3}+\lambda^{2}-7 \lambda+5\right) t-8 \lambda(\lambda-1)^{2}<0$, and $4(\lambda r+2 t-1)-$ $\left(\lambda^{2}+4 t\right) r^{2}>0$. Therefore, if $t>t_{0}^{I R}$, then $\frac{\partial c s^{I R}}{\partial r}<0$.

$$
\frac{\partial s w^{I R}}{\partial r}=
$$

$a^{2}\left(\lambda^{6} r^{3}-2 r^{2}(r+3) \lambda^{5}+\left(r^{2}(r t+12 t+1)+12(1-t) r+4(2 t+3)\right) r \lambda^{4}-\left(r^{4} t+28 r^{3} t+6(4 t+1) r^{2}-8(4 t-3) r+8(2 t\right.\right.$
$+1)) \lambda^{3}+\left(2 r^{3} t(7 r t+8(2 t+1))-24 t(5 t-4) r^{2}+4\left(32 t^{2}-14 t+3\right) r-16\left(2 t^{2}+t-1\right)\right) \lambda^{2}-\left(8 r^{3} t^{2}(2 r-7)-18 t(4 t-\right.$ $\frac{\left.\left.5) r^{2}-16 t(4 t-3) r+8\left(16 t^{2}-14 t+1\right)\right) \lambda+8 t\left(5 r^{4} t^{2}-3 t(2 t-1) r^{3}-3 t(6 t+5) r^{2}+8\left(6 t^{2}-6 t+1\right) r-2(16 t(t-1)+5)\right)\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}}$. When $t>$ $t_{0}^{I R}$, there is $\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)<0$, and $\lambda^{6} r^{3}-2 r^{2}(r+3) \lambda^{5}+\left(r^{2}(r t+12 t+1)+\right.$ $12(1-t) r+4(2 t+3)) r \lambda^{4}-\left(r^{4} t+28 r^{3} t+6(4 t+1) r^{2}-8(4 t-3) r+8(2 t+1)\right) \lambda^{3}+$ $\left(2 r^{3} t(7 r t+8(2 t+1))-24 t(5 t-4) r^{2}+4\left(32 t^{2}-14 t+3\right) r-16\left(2 t^{2}+t-1\right)\right) \lambda^{2}-$ $\left(8 r^{3} t^{2}(2 r-7)-18 t(4 t-5) r^{2}-16 t(4 t-3) r+8\left(16 t^{2}-14 t+1\right)\right) \lambda+8 t\left(5 r^{4} t^{2}-\right.$ $\left.3 t(2 t-1) r^{3}-3 t(6 t+5) r^{2}+8\left(6 t^{2}-6 t+1\right) r-2(16 t(t-1)+5)\right)<0$. Therefore, if $t>$ $t_{0}^{I R}$, then $\frac{\partial s w^{I R}}{\partial r}>0$.

$$
\frac{\partial b^{I R}}{\partial r}=\frac{a\left(\left(2 \lambda^{2}(\lambda-1)+8 t(\lambda+1)\right) r^{2}-8\left(\lambda^{2}-(1-2 t) \lambda+4 t\right) r+8(2 t+1) \lambda+8(2 t-1)\right)}{-\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}} . \text { Let } f_{2}(t) \stackrel{\text { def }}{=}\left(2 \lambda^{2}(\lambda-1)+\right.
$$ $8 t(\lambda+1)) r^{2}-8\left(\lambda^{2}-(1-2 t) \lambda+4 t\right) r+8(2 t+1) \lambda+8(2 t-1)=0 \quad$, there is $t_{2}=$ $\frac{(2-\lambda r)^{2}(1-\lambda)}{4\left(r^{2}+2\right)(\lambda+1)-8 r(\lambda+2)}$. When $0<r<2-\sqrt{2}, t_{2}>0$. Therefore, when $0<r<2-\sqrt{2}$, if $t>t_{2}$,

then $\frac{\partial b^{I R}}{\partial r}>0$; if $t_{0}^{I R}<t<t_{2}$, then $\frac{\partial b^{I R}}{\partial r}<0$.
(ii) Effects of $t$ :

$$
\begin{aligned}
& \frac{\partial \pi_{1}^{I R}}{\partial t}=\frac{-a^{2}(2-r)^{2}(\lambda r-2)^{2}}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}<0 . \\
& \frac{\partial \pi_{2}^{I R}}{\partial t}=\frac{2 a^{2}(r-2)(\lambda r-2)\left(r^{2} \lambda+\left(\lambda^{2}-\lambda+2 t\right) r-2(2 t+\lambda-1)\right)\left(r^{2} \lambda-4 \lambda+2 r\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}} . \text { When } t>t_{0}^{I R}, \text { there is } r^{2} \lambda+
\end{aligned}
$$

$$
\left(\lambda^{2}-\lambda+2 t\right) r-2(2 t+\lambda-1)<0, \text { and } r^{2} \lambda-4 \lambda+2 r<0 . \text { Therefore, } \frac{\partial \pi_{2}^{I R}}{\partial t}<0
$$

$$
\left(3 r^{5}-6 r^{4}-4 r^{3}+8 r^{2}\right) \lambda^{4}+\left(32 r\left(r^{2}-1\right)-3 r^{5}-8 r^{2}\left(r^{2}-1\right)\right) \lambda^{3}-(2-r)\left(\left(r^{3}((5 r+\right.\right.
$$

2) $\left.t r+2(7-10 t))+20 r^{2}+16(r t-r-1)\right) \lambda^{2}-\left(8 r^{3} t(r+2)+4(1-2 t)\left(5 r^{2}+2 r-4\right)\right) \lambda-$ $4\left(t r^{3}-6 r^{2} t-2 r+8 t\right)$. When $t>t_{0}^{I R}, f_{3}(t)$ can be positive or negative. Therefore, if $f_{3}(t)>$ 0 , then $\frac{\partial c s^{I R}}{\partial t}<0$; if $f_{3}(t)<0$, then $\frac{\partial c s^{I R}}{\partial t}>0$.

$$
\frac{\partial s w^{I R}}{\partial t}=\frac{\begin{array}{l}
a^{2}(r-2)(\lambda r-2)\left(\lambda^{3} r\left(r^{3}+8\right)-4\left(2 r^{3}+r^{2}+2 r+4\right) \lambda^{2}+\left(\left(2 r^{3}(5 r-6)\right.\right.\right. \\
\left.\left.-16(r-1)(r-2)) t+4\left(7 r^{2}+4\right)\right) \lambda-12 r(r-1)(r+3) t+16(1-2 r)\right)
\end{array}}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}} . \quad \text { Let } \quad f_{4}(t) \stackrel{\text { def }}{=} \lambda^{3} r\left(r^{3}+8\right)-
$$ $4\left(2 r^{3}+r^{2}+2 r+4\right) \lambda^{2}+\left(\left(2 r^{3}(5 r-6)-16(r-1)(r-2)\right) t+4\left(7 r^{2}+4\right)\right) \lambda-12 r(r-$ 1) $(r+3) t+16(1-2 r)$. When $t>t_{0}^{I R}, f_{4}(t)$ can be positive or negative. Therefore, if $f_{4}(t)>$ 0 , then $\frac{\partial s w^{I R}}{\partial t}<0$; if $f_{4}(t)<0$, then $\frac{\partial s w^{I R}}{\partial t}>0$.

$$
\frac{\partial b^{I R}}{\partial t}=\frac{a(r-2)(\lambda r-2)\left(4 r^{2}-8\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}<0 .
$$

## Appendix B

(i) Effects of $r$ :
$\frac{\partial \pi_{1}^{J R}}{\partial r}=\frac{2 a^{2} t(2-r)\left(\left(\lambda^{2}+4 t-\lambda\right) r-4 t-2 \lambda+2\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}$. When $0<r<0.914394$ and $t>t_{0}^{J R}$, there is $\left(\left(\lambda^{2}+4 t-\lambda\right) r-4 t-2 \lambda+2\right)<0$. Therefore, $\frac{\partial \pi_{1}^{J R}}{\partial r}<0$.

$$
\frac{\partial \pi_{2}^{J R}}{\partial r}=\frac{\begin{array}{c}
2 a^{2} t\left(\left(-\lambda^{4}+(1+8 t) \lambda^{3}-2 \lambda^{2} t+8 t^{2}\right) r^{4}-\left((8 t-2) \lambda^{3}-4 \lambda^{2}+6(6 t+1) \lambda-40 t\right) \lambda r^{3}+12\left((4 t-1) \lambda^{3}\right.\right. \\
-4 t+2 t) \lambda-4 t(2 t+3)) r^{2}+8\left(\left(\left(3(1-2 t) \lambda^{2}+6(2 t-1) \lambda+12 t^{2}+4 t-1\right) r-2(2 t+1) \lambda-8 t^{2}+2\right)\right)
\end{array}}{-\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}} . \text { When } 0<
$$ $r<0.914394$ and $t>t_{0}^{J R}$, there is $\left(-\lambda^{4}+(1+8 t) \lambda^{3}-2 \lambda^{2} t+8 t^{2}\right) r^{4}-\left((8 t-2) \lambda^{3}-\right.$ $\left.4 \lambda^{2}+6(6 t+1) \lambda-40 t\right) \lambda r^{3}+12\left((4 t-1) \lambda^{3}-4 \lambda^{2} t+(1+2 t) \lambda-4 t(2 t+3)\right) r^{2}+8((3(1-$ $\left.\left.\left.2 t) \lambda^{2}+6(2 t-1) \lambda+12 t^{2}+4 t-1\right) r-2(2 t+1) \lambda-8 t^{2}+2\right)\right)<0$. Therefore, $\frac{\partial \pi_{2}^{J R}}{\partial r}<0$.

$$
\begin{aligned}
& a^{2}\left(3 r^{5}-6 r^{4}-4 r^{3}+8 r^{2}\right) \lambda^{4}+\left(32 r\left(r^{2}-1\right)-3 r^{5}-8 r^{2}\left(r^{2}-1\right)\right) \lambda^{3}-(2-r)\left(\left(r^{3}((5 r+2) t r+2(7-\right.\right. \\
& \frac{\partial c s^{I R}}{\partial t}=\frac{\left.\left.10 t))+20 r^{2}+16(r t-r-1)\right) \lambda^{2}-\left(8 r^{3} t(r+2)+4(1-2 t)\left(5 r^{2}+2 r-4\right)\right) \lambda-4\left(t r^{3}-6 r^{2} t-2 r+8 t\right)\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}} . \text { Let } f_{3}(t) \stackrel{\text { def }}{=}
\end{aligned}
$$

$$
\frac{\partial c s^{J R}}{\partial r}=\frac{8 a^{2} t^{2}\left(\left(1 / 4 \lambda^{2}+t+5 / 2 \lambda\right) r^{4}+\left(\lambda-4 \lambda^{2}-6 t-5\right) r^{3}+(6 t-3) r^{2}+8\left(\lambda^{2}+2\right) r-16 \lambda\right)}{-\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}} . \text { Let } f_{5}(t) \stackrel{\text { def }}{=}\left(\left(1 / 4 \lambda^{2}+\right.\right.
$$ $\left.t+5 / 2 \lambda) r^{4}+\left(\lambda-4 \lambda^{2}-6 t-5\right) r^{3}+(6 t-3) r^{2}+8\left(\lambda^{2}+2\right) r-16 \lambda\right)=0 \quad, \quad$ then $\quad t_{5}=$ $\frac{(2-\lambda r)\left((\lambda+10) r^{3}+16(1-\lambda) r^{2}+32(\lambda-r)\right)}{4 r^{2}\left(r^{2}-6 r+6\right)}$. Let $g_{1}(\lambda) \stackrel{\text { def }}{=}(\lambda+10) r^{3}+16(1-\lambda) r^{2}+32(\lambda-r)=0$, there is $\lambda_{1}=\frac{2 r\left(16-5 r^{2}-3 r\right)}{r^{3}-16 r^{2}+32} \in(0,1)$. If $\lambda_{1}<\lambda<1$ and $t_{0}^{J R}<t<t_{5}$, then $\frac{\partial c s^{J R}}{\partial r}<0$; if $\lambda_{1}<\lambda<1$ and $t>t_{5}$, then $\frac{\partial c s^{J R}}{\partial r}>0$. $\left.7 \lambda^{2}+28 t+6 \lambda\right) r^{4}+4\left(\left(\lambda-2 \lambda^{4}-18\left(\lambda^{2}+t\right)-3\right) r^{3}+4\left(12 \lambda^{2}(\lambda-1)-6 t+24 \lambda-3\right) r^{2}+\right.$ $32(6 t+2 \lambda+1) r+4(32 t-32 \lambda+1)<0$. Therefore, we can obtain $\frac{\partial s w^{J R}}{\partial r}<0$.

$\frac{\partial b^{J R}}{\partial r}=\frac{16 a t(2-\lambda r)(r-\lambda)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}$. If $\lambda<r<0.914394$, then $\frac{\partial b^{J R}}{\partial r}>0 ;$ if $0<r<\lambda$, then $\frac{\partial b^{J R}}{\partial r}<$ 0. $\frac{\partial \beta^{J R}}{\partial r}=\frac{4(2-r)(1-\lambda)}{(\lambda r-2)^{3}}<0$.
(ii) Effects of $t$ :

$$
\begin{aligned}
\frac{\partial \pi_{1}^{J R}}{\partial t}= & \frac{-a^{2}(\lambda r-2)^{2}(r-2)^{2}}{2\left((4 t+1) r^{2}+4(r-2 t+1)\right)^{2}}<0 \\
& a^{2}(\lambda r-2)^{2}\left(\left(\lambda^{4}-(4 t+1) \lambda^{2}\right) r^{4}+4\left(\lambda^{2}-2 \lambda^{3}+(4 t+1) \lambda-8 t\right) r^{3}\right. \\
\frac{\partial \pi_{2}^{J R}}{\partial t}= & \frac{\left.+4\left((2 t+5) \lambda^{2}-4 \lambda+2 t-1\right) r^{2}+16(6 t+1-(2 t+1) \lambda) r-64 t\right)}{-2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}} . \text { Let } f_{6}(t) \stackrel{\text { def }}{=}\left(\lambda^{4}-(4 t+1) \lambda^{2}\right) r^{4}+
\end{aligned}
$$ $4\left(\lambda^{2}-2 \lambda^{3}+(4 t+1) \lambda-8 t\right) r^{3}+4\left((2 t+5) \lambda^{2}-4 \lambda+2 t-1\right) r^{2}+16(6 t+1-(2 t+1) \lambda) r-$ $64 t=0$, then $t_{6}=\frac{(\lambda r-2)^{2}(r \lambda+r-4)(\lambda-1) r}{4\left(r^{4} \lambda^{2}+4(2-\lambda) r^{3}-2\left(\lambda^{2}+1\right) r^{2}+8(\lambda-3) r\right)}$. If $t_{0}^{J R}<t<t_{6}$, then $\frac{\partial \pi_{2}^{J R}}{\partial t}>0$; if $t>t_{6}$, then $\frac{\partial \pi_{2}^{J R}}{\partial t}<0$.

$$
\begin{aligned}
& \frac{\partial c s^{J R}}{\partial t}=\frac{a^{2} t(\lambda r-2)^{2}\left(5 r^{4}+4 r^{3}+32\left(1-r^{2}\right)\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}}<0 \\
& \frac{\partial s w^{J R}}{\partial t}=\frac{a^{2}(\lambda r-2)^{2}\left(\left(8(2 \lambda-7) r^{3}-2\left(2 \lambda^{2}+3\right) r^{4}+8\left(\lambda^{2}+10\right) r^{2}+32((4-\lambda) r-5)\right) t+\lambda^{4} r^{4}-8 \lambda^{3} r^{3}+24 \lambda^{2} r^{2}-32 r \lambda+16\right)}{-2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{3}}
\end{aligned}
$$

When $t>t_{0}^{J R}$, there is $\left(8(2 \lambda-7) r^{3}-2\left(2 \lambda^{2}+3\right) r^{4}+8\left(\lambda^{2}+10\right) r^{2}+32((4-\lambda) r-5)\right) t+$ $\lambda^{4} r^{4}-8 \lambda^{3} r^{3}+24 \lambda^{2} r^{2}-32 r \lambda+16<0$. Therefore, $\frac{\partial s w^{J R}}{\partial t}<0$.

$$
\frac{\partial b^{J R}}{\partial t}=\frac{4 a\left(r^{2}-2\right)(\lambda r-2)^{2}}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}<0 . \frac{\partial \beta^{J R}}{\partial t}=0
$$

## Appendix C

(i) Effects of $r$ :

$$
\frac{\partial \pi_{1}^{S R}}{\partial r}=
$$

$-a^{2}\left(\left(15 \lambda^{3}(\lambda-1)-1283 \lambda^{2} t-32 \lambda t+256 t^{2}\right) r^{6}+\left(-60 \lambda^{4}+72 \lambda^{3}+592 \lambda^{2} t-12 \lambda^{2}-384 \lambda t-768 t^{2}+244 t\right) r^{5}+\left(32 \lambda^{4}-348 \lambda^{3}\right.\right.$
$\left.+96 \lambda^{2} t+472 \lambda^{2}+928 \lambda t-512 t^{2}-156 \lambda-512 t\right) r^{4}+\left(288 \lambda^{4}-320 \lambda^{3}-2688 \lambda^{2} t-192 \lambda^{2}++1280 \lambda t+3072 t^{2}+224 \lambda-\right.$
$768 t) r^{3}+\left(1872 \lambda^{3}-384 \lambda^{4}+1600 \lambda^{2} t-1840 \lambda^{2}-2624 \lambda t-1024 t^{2}+432 \lambda+1920 t-80\right) r^{2}+\left(192\left(\lambda^{3}-\lambda^{2}-\lambda+1\right)+2816 \lambda^{2}\right.$
$\left.\left.-384 \lambda^{4}-1536 \lambda t-3072 t^{2}+256 t\right) r+576 \lambda^{4}-1920 \lambda^{3}-2304 \lambda^{2} t+1920 \lambda^{2}+2560 \lambda t+2048 t^{2}-192(2 \lambda+1)-1280 t\right)$
$2\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}$
$t>t_{0}^{S R} \quad, \quad\left(15 \lambda^{3}(\lambda-1)-1283 \lambda^{2} t-32 \lambda t+256 t^{2}\right) r^{6}+\left(-60 \lambda^{4}+72 \lambda^{3}+592 \lambda^{2} t-12 \lambda^{2}-\right.$ $\left.384 \lambda t-768 t^{2}+244 t\right) r^{5}+\left(32 \lambda^{4}-348 \lambda^{3}+96 \lambda^{2} t+472 \lambda^{2}+928 \lambda t-512 t^{2}-156 \lambda-\right.$ $512 t) r^{4}+\left(288 \lambda^{4}-320 \lambda^{3}-2688 \lambda^{2} t-192 \lambda^{2}++1280 \lambda t+3072 t^{2}+224 \lambda-768 t\right) r^{3}+$ $\left(1872 \lambda^{3}-384 \lambda^{4}+1600 \lambda^{2} t-1840 \lambda^{2}-2624 \lambda t-1024 t^{2}+432 \lambda+1920 t-80\right) r^{2}+$ $\left(192\left(\lambda^{3}-\lambda^{2}-\lambda+1\right)+2816 \lambda^{2}-384 \lambda^{4}-1536 \lambda t-3072 t^{2}+256 t\right) r+576 \lambda^{4}-1920 \lambda^{3}-$
$\left.2304 \lambda^{2} t+1920 \lambda^{2}+2560 \lambda t+2048 t^{2}-192(2 \lambda+1)-1280 t\right)>0$ exists. Therefore, $\frac{\partial \pi_{1}^{S R}}{\partial r}<$ 0 .

$$
\frac{\partial \pi_{2}^{S R}}{\partial r}=
$$

> | $\quad 8 a^{2}\left(2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}-6(\lambda+2 t-1) r^{2}+2\left(\lambda-\lambda^{2}-4 t\right) r+12(\lambda-1)+16 t\right)\left(\left(3 \lambda^{3}(\lambda-1)-4 \lambda^{2} t-40 \lambda t-64 t^{2}\right) r^{6}+\right.$ |
| :--- |
| $\left(40 \lambda^{2} t+36 \lambda^{2}(1-\lambda)+192 \lambda t+128 t^{2}-112 t\right) r^{5}+\left(10 \lambda^{3}(\lambda-1)+72 \lambda^{2} t-148 \lambda^{2}+16 \lambda t+128 t^{2}+148 \lambda+80 t\right) r^{4}+$ |
| $\left(160 \lambda^{3}(\lambda-1)-192 \lambda^{2} t-160 \lambda^{2}-704 \lambda t-512 t^{2}+384 t\right) r^{3}+\left(88 \lambda^{3}(1-\lambda)-288 \lambda^{2} t+520 \lambda^{2}+256(2 \lambda+t)-520 \lambda-416 t\right) r^{2}$ |
| $\left.+\left(96 \lambda^{2}(1-\lambda)+256 \lambda^{2}+768 \lambda t+512 t^{2}+96(\lambda-1)-256 t\right) r+96 \lambda^{3}(\lambda-1)+256 \lambda^{2} t-672 \lambda^{2}-896 \lambda t-512 t^{2}+672 \lambda+384 t\right)$ |
| $-\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{3}$ |. When.

$t>t_{0}^{S R} \quad, \quad\left(3 \lambda^{3}(\lambda-1)-4 \lambda^{2} t-40 \lambda t-64 t^{2}\right) r^{6}+\left(40 \lambda^{2} t+36 \lambda^{2}(1-\lambda)+192 \lambda t+128 t^{2}-\right.$ $112 t) r^{5}+\left(10 \lambda^{3}(\lambda-1)+72 \lambda^{2} t-148 \lambda^{2}+16 \lambda t+128 t^{2}+148 \lambda+80 t\right) r^{4}+\left(160 \lambda^{3}(\lambda-1)-\right.$ $\left.192 \lambda^{2} t-160 \lambda^{2}-704 \lambda t-512 t^{2}+384 t\right) r^{3}+\left(88 \lambda^{3}(1-\lambda)-288 \lambda^{2} t+520 \lambda^{2}+256(2 \lambda+\right.$ $t)-520 \lambda-416 t) r^{2}+\left(96 \lambda^{2}(1-\lambda)+256 \lambda^{2}+768 \lambda t+512 t^{2}+96(\lambda-1)-256 t\right) r+$ $96 \lambda^{3}(\lambda-1)+256 \lambda^{2} t-672 \lambda^{2}-896 \lambda t-512 t^{2}+672 \lambda+384 t<0 \quad$ exists. Let $f_{7}(t) \stackrel{\text { def }}{=}$ $2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}-6(\lambda+2 t-1) r^{2}+2\left(\lambda-\lambda^{2}-4 t\right) r+12(\lambda-1)+16 t=0$, then $t_{7}=$ $\frac{(r+6) \lambda-\lambda^{2} r-6}{2\left(r^{2}+2 r-4\right)}$. If $t_{0}^{S R}<t<t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial r}>0$. If $t>t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial r}<0$.

$$
\frac{\partial c S^{S R}}{\partial r}=
$$

$4 a^{2}\left(\left(48 t \lambda^{3}(\lambda-1)-\left(232 \lambda^{2}+304 \lambda\right) t^{2}-128 t^{3}\right) r^{10}+\left(33 \lambda^{6}-66 \lambda^{5}-80 \lambda^{4} t+33 \lambda^{4}-384 \lambda^{3} t-16 \lambda^{2} t^{2}+464 \lambda^{2} t+1312 \lambda t^{2}+768 t^{3}-\right.\right.$ $\left.224 t^{2}\right) r^{9}+\left(480 \lambda^{4}-306 \lambda^{5}+612 \lambda^{4}+1440 \lambda^{3} t+1920 \lambda^{2} t^{2}-306 \lambda^{3}-2592 \lambda^{2} t+768 \lambda t^{2}+672 \lambda t+2016 t^{2}\right) r^{8}+\left(170 \lambda^{6}-340 \lambda^{5}-\right.$ $\left.416 \lambda^{4} t-490 \lambda^{4}+3136 \lambda^{3} t-224 \lambda^{2} t^{2}+1320 \lambda^{3}-1568 \lambda^{2} t-10624 \lambda t^{2}-4608 t^{3}-660 \lambda^{2}-2048 \lambda t-832 t^{2}+896 t\right) r^{7}+\left(2242 \lambda^{5}-\right.$ $\left.5184 \lambda^{4} t-4484 \lambda^{4}-8800 \lambda^{3} t-5152 \lambda^{2} t^{2}+1898 \lambda^{3}+19136 \lambda^{2} t+3776 \lambda t^{2}+3072 t^{3}+688 \lambda^{2}-4512 \lambda t-11520 t^{2}-344 \lambda-640 t\right) r^{6}$ $+\left(4392 \lambda^{5}-2196 \lambda^{6}+\lambda^{4}(5376 t+2472)-\lambda^{3}(9600 t-336)+2304 \lambda^{2} t^{2}-576 \lambda^{2} t+33408 \lambda t^{2}+9216 t^{3}+4668 \lambda^{2}+9600 \lambda t+11520 t^{2}\right.$ $-4800 t) r^{5}+\left(14976 \lambda^{4} t-5688 \lambda^{5}+11376 \lambda^{4}+18944 \lambda^{3} t+2688 \lambda^{2} t^{2}-5152 \lambda^{3}-49024 \lambda^{2} t-19456 \lambda^{2}-8192 t^{3}-1072 \lambda^{2}+9984 \lambda t\right.$ $\left.+19328 t^{2}+536 \lambda+5120 t\right) r^{4}+\left(5840 \lambda^{6}-11680 \lambda^{5}-13952 \lambda^{4} t-3952 \lambda^{4}+13568 \lambda^{3} t-5632 \lambda^{2} t^{2}+19584 \lambda^{3}+7808 \lambda^{2} t-\right.$ $\left.47104 \lambda t^{2}-6144 t^{3}-9104 \lambda^{2}-14848 \lambda t-28160 t^{2}-1376 \lambda+7424 t+688\right) r^{3}+\left(4896 \lambda^{5}-16896 \lambda^{4} t-9792 \lambda^{4}-13440 \lambda^{3} t+7680 \lambda^{2} t^{2}\right.$ $\left.+5184 \lambda^{3}+48384 \lambda^{2} t+30720 \lambda t^{2}+6144 t^{3}-576 \lambda^{2}-7296 \lambda t-4608 t^{2}+288 \lambda-10752 t\right) r^{2}+\left(9600 \lambda^{5}-4800 \lambda^{6}+11008 \lambda^{4} t+1344 \lambda^{4}\right.$ $\left.-7680 \lambda^{3} t 4096 \lambda^{2} t^{2}-12288 \lambda^{3}-8192 \lambda^{2} t+24576 \lambda t^{2}+4800 \lambda^{2}+7680 \lambda t+20480 t^{2}+2688 \lambda-2816 t-134\right) r+6144 \lambda^{4} t$ $\left.-8192 \lambda^{2} t^{2}-12288 \lambda t^{2}-16384 \lambda^{2}-8192 t^{2}+6144 t\right)$
$\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{3}$
When $t>t_{0}^{S R}$, the numerator of $\frac{\partial c s^{S R}}{\partial r}$ is positive. Therefore, $\frac{\partial c s^{S R}}{\partial r}>0$.

$$
\frac{\partial s w^{S R}}{\partial r}=
$$

$2 a^{2}\left(\left(21 \lambda t(\lambda-1)-112 t^{2}\right) r^{6}+\left(24 \lambda^{2}-48 \lambda^{3}+\lambda^{2}(24-158 t)+256 \lambda t+288 t^{2}-98 t\right) r^{5}+\left(112 \lambda\left(\lambda^{2}+1\right)+\lambda^{2}(52 t-224)-192 \lambda t+320 t^{2}+\right.\right.$ $140 t) r^{4}+\left(216 \lambda^{3}-108 \lambda^{4}+\lambda^{2}(720 t-108)-1152 \lambda t-1344 t^{2}+432 t\right) r^{3}-\left(500 \lambda\left(\lambda^{2}+1\right)+\lambda^{2}(560 t-1000)-1248 \lambda t-320 t^{2}+688 t\right) r^{2}$ $\frac{\left.+\left(120 \lambda^{3}(\lambda-2)+\lambda^{2}(96-832 t)+1280 \lambda t+1536 t^{2}+48 \lambda-448 t-24\right) r+576 \lambda^{3}+\lambda^{2}(768 t-1152)-1536 \lambda t-1024 t^{2}+576 \lambda+768 t\right)}{2\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}}$.

When $t>t_{0}^{S R}$, the numerator of $\frac{\partial s w^{S R}}{\partial r}$ is negative. Therefore, $\frac{\partial s w^{S R}}{\partial r}<0$.

$$
\frac{\partial b^{S R}}{\partial r}=
$$

$2 a\left((21 \lambda(\lambda-1)-112 t(\lambda+1)) r^{6}+(60 \lambda(1-\lambda)+256 \lambda t+320 t) r^{5}+\left((\lambda-1)\left(52 \lambda^{2}-140\right)+320 t(\lambda+1)\right) r^{4}+(288 \lambda(\lambda-1)-1152 \lambda t\right.$
$-1536 t) r^{3}+\left((1-\lambda)\left(560 \lambda^{2}++688\right) 320 t(\lambda+1)\right) r^{2}+(384 \lambda(1-\lambda)+1280 \lambda t+1792 t) r+768\left(\lambda^{2}-1\right)(\lambda-1)-1024 t(\lambda+1)$

$$
\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}
$$

When $t>t_{0}^{S R}$, there is $(21 \lambda(\lambda-1)-112 t(\lambda+1)) r^{6}+(60 \lambda(1-\lambda)+256 \lambda t+320 t) r^{5}+$ $\left((\lambda-1)\left(52 \lambda^{2}-140\right)+320 t(\lambda+1)\right) r^{4}+(288 \lambda(\lambda-1)-1152 \lambda t-1536 t) r^{3}+((1-$

ג) $\left.\left(560 \lambda^{2}++688\right) 320 t(\lambda+1)\right) r^{2}+(384 \lambda(1-\lambda)+1280 \lambda t+1792 t) r+768\left(\lambda^{2}-1\right)(\lambda-$ 1) $-1024 t(\lambda+1)<0$. Therefore, $\frac{\partial b^{S R}}{\partial r}<0$.

$$
\frac{\partial s^{S R}}{\partial r}=
$$

$-\left(\left(15 \lambda^{3}(\lambda-1)-80 \lambda t(\lambda+1)\right) r^{6}+\left(48 \lambda^{2}(1-\lambda)+256 \lambda t+176 \lambda^{2} t\right) r^{5}+\left(32 \lambda^{4}-44 \lambda^{3}+\lambda^{2}(192 t-136)+256 \lambda t+148 \lambda+64 t\right) r^{4}\right.$
$+\left(288 \lambda^{3}-16 \lambda^{4}-\lambda^{2}(832 t+384)-1280 \lambda t-64 t+112\right) r^{3}+\left(656 \lambda^{3}-384 \lambda^{4}+\lambda^{2}(448 t+592)+448 \lambda t-784 \lambda-80\right) r^{2}+$ $\left.\left(\lambda^{2}\left(768 \lambda^{2} t+384\right)-576 \lambda^{3}+1024 \lambda t+192 \lambda-256 t\right) r+576 \lambda^{4}-768 \lambda^{2}(\lambda+t)-384 \lambda^{2}-512 \lambda t+768 \lambda+256 t-192\right)$

$$
\left.t\left(3 r^{4}+14 r^{3}-4\left(7 r^{2}+8 r-12\right)\right) \lambda+2 r^{2}(7 r-10)+16(3-2 r)\right)^{2}
$$

When $t>t_{0}^{S R}$, there is $\left(15 \lambda^{3}(\lambda-1)-80 \lambda t(\lambda+1)\right) r^{6}+\left(48 \lambda^{2}(1-\lambda)+256 \lambda t+176 \lambda^{2} t\right) r^{5}+$ $\left(32 \lambda^{4}-44 \lambda^{3}+\lambda^{2}(192 t-136)+256 \lambda t+148 \lambda+64 t\right) r^{4}+\left(288 \lambda^{3}-16 \lambda^{4}-\lambda^{2}(832 t+\right.$ 384) $-1280 \lambda t-64 t+112) r^{3}+\left(656 \lambda^{3}-384 \lambda^{4}+\lambda^{2}(448 t+592)+448 \lambda t-784 \lambda-\right.$ $80) r^{2}+\left(\lambda^{2}\left(768 \lambda^{2} t+384\right)-576 \lambda^{3}+1024 \lambda t+192 \lambda-256 t\right) r+576 \lambda^{4}-768 \lambda^{2}(\lambda+t)-$ $\left.384 \lambda^{2}-512 \lambda t+768 \lambda+256 t-192\right)<0$. Therefore, $\frac{\partial s^{S R}}{\partial r}>0$.
(ii) Effects of $t$ :

$$
\frac{\partial \pi_{1}^{S R}}{\partial t}=\frac{\begin{array}{l}
2 a^{2}\left(3 \lambda^{2} r^{8}+8 \lambda(\lambda+1) r^{7}-\left(62 \lambda^{2}+64 \lambda+28\right) r^{6}+8\left(\lambda^{2}+13 \lambda+12\right) r^{5}+\left(224 \lambda^{2}+192 \lambda+40\right) r^{4}\right. \\
\left.-\left(144 \lambda^{2}+560 \lambda+416\right) r^{3}+\left(224\left(1-\lambda^{2}\right)+64 \lambda\right) r^{2}+\left(192 \lambda^{2}+640 \lambda+448\right) r-384(\lambda+1)\right)
\end{array}}{\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}} . \text { When } t>t_{0}^{S R} \text {, }
$$

there exists $3 \lambda^{2} r^{8}+8 \lambda(\lambda+1) r^{7}-\left(62 \lambda^{2}+64 \lambda+28\right) r^{6}+8\left(\lambda^{2}+13 \lambda+12\right) r^{5}+\left(224 \lambda^{2}+\right.$ $192 \lambda+40) r^{4}-\left(144 \lambda^{2}+560 \lambda+416\right) r^{3}+\left(224\left(1-\lambda^{2}\right)+64 \lambda\right) r^{2}+\left(192 \lambda^{2}+640 \lambda+\right.$ 448) $r-384(\lambda+1)<0$. Therefore, $\frac{\partial \pi_{1}^{S R}}{\partial t}<0$.

$$
\frac{\partial \pi_{2}^{S R}}{\partial t}=\frac{\begin{array}{c}
16 a^{2}\left(2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}-6(\lambda+2 t-1) r^{2}+2\left(\lambda-\lambda^{2}-4 t\right) r+12(\lambda-1)+16 t\right)\left(3 \lambda^{2} r^{8}+\right. \\
2 \lambda(7 \lambda+10)+\left(8 \lambda-46 \lambda^{2}+28\right) r^{6}-\left(116 \lambda^{2}+184 \lambda+40\right) r^{5}+24\left(10 \lambda^{2}+2 \lambda-5\right) r^{4}+\left(304 \lambda^{2}\right. \\
\left.+512 \lambda+176) r^{3}+64\left(2-5 \lambda-8 \lambda^{2}\right) r^{2}-\left(256 \lambda^{2}+448 \lambda+192\right) r+384 \lambda(\lambda+1)\right)
\end{array}}{-\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{3}} . \text { When } t>t_{0}^{S R} \text {, }
$$

$3 \lambda^{2} r^{8}+2 \lambda(7 \lambda+10)+\left(8 \lambda-46 \lambda^{2}+28\right) r^{6}-\left(116 \lambda^{2}+184 \lambda+40\right) r^{5}+24\left(10 \lambda^{2}+2 \lambda-\right.$
5) $r^{4}+\left(304 \lambda^{2}+512 \lambda+176\right) r^{3}+64\left(2-5 \lambda-8 \lambda^{2}\right) r^{2}-\left(256 \lambda^{2}+448 \lambda+192\right) r+384 \lambda(\lambda+$ 1) $>0$ exists. The function $2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}-6(\lambda+2 t-1) r^{2}+2\left(\lambda-\lambda^{2}-4 t\right) r+$ $12(\lambda-1)+16 t$ has been defined as $f_{7}(t)$ presented in the above appendix as part of $\frac{\partial \pi_{2}^{S R}}{\partial r}$. Therefore, if $t_{0}^{S R}<t<t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial t}>0$. If $t>t_{7}$, then $\frac{\partial \pi_{2}^{S R}}{\partial t}<0$.

$$
\frac{\partial c S^{S R}}{\partial t}=
$$

$16 a^{2}\left(15 \lambda^{2} r^{12} t+\left(76 \lambda t(\lambda+1)-12 \lambda^{3}(\lambda+1)\right) r^{11}+\left(56 \lambda^{4}-12 \lambda^{3}-232 \lambda^{2} t-44 \lambda^{2}-80 \lambda t+28 t\right) r^{10}+\left(48 \lambda^{3}-184 \lambda^{4}+\lambda^{2}(104\right.\right.$ $-800)-1008 \lambda t+32 \lambda-208 t) r^{9}+\left(160 \lambda^{3}-464 \lambda^{4}+(1532 t+496) \lambda^{2}+1216 \lambda t-80 \lambda+64 t-112\right) r^{8}+\left(1008 \lambda^{4}+16 \lambda^{3}+(3248 t\right.$ $\left.-992) \lambda^{2}+4784 \lambda t-192 \lambda+1536 t+160\right) r^{7}+\left(1440 \lambda^{4}-688 \lambda^{3}-(5232 t+1968) \lambda^{2}-6208 \lambda t+512 \lambda-1488 t+704\right) r^{6}-\left(2592 \lambda^{4}\right.$
$\left.+256 \lambda^{3}+(6336 t-3488) \lambda^{2}+10496 \lambda t-384 \lambda+4160 t+1024\right) r^{5}+\left(1216 \lambda^{3}-1984 \lambda^{4}+\lambda^{2}(9536 t+3328)+14336 \lambda t-1088 \lambda\right.$ $+5056 t-1472) r^{4}+\left(3200 \lambda^{4}+256 \lambda^{3}+\lambda^{2}(5888 t-5376)+10752 \lambda t-256 \lambda+4864 t+2176\right) r^{3}+\left(1024 \lambda^{4}-768 \lambda^{3}-\lambda^{2}(8704 t+\right.$ 2048) $\left.\left.-15360 \lambda t+768 \lambda-6656 t+1024) r^{2}-\left(1536 \lambda^{4}+\lambda^{2}(2048 t-3072)-4096 \lambda t-2048 t-1536\right) r+3072\right) t+6144 \lambda t+3072 t\right)$

$$
-\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{3}
$$

When $t>t_{0}^{S R}$, the numerator of $\frac{\partial c s^{S R}}{\partial t}$ is positive. Therefore, $\frac{\partial c s^{S R}}{\partial t}<0$.

$$
\frac{\partial s w^{S R}}{\partial t}=\frac{\begin{array}{c}
-a^{2}\left(9 \lambda^{2} r^{8}+84 \lambda(\lambda+1) r^{7}+\left(28 \lambda^{2}+72 \lambda+196\right) r^{6}-\left(976 \lambda^{2}+1536 \lambda+560\right) r^{5}+\left(176 \lambda^{2}-384 \lambda-496\right) r^{4}+\right. \\
\left.\left(3136 \lambda^{2}+5760 \lambda+2624\right) r^{3}-\left(1664 \lambda^{2}+2560 \lambda+896\right) r^{2}-\left(3072 \lambda^{2}+6144 \lambda+3072\right) r+2304\left(\lambda^{2}+1\right)+4608 \lambda\right)
\end{array}}{2\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}}
$$

When $t>t_{0}^{S R}$, there is $\left(9 \lambda^{2} r^{8}+84 \lambda(\lambda+1) r^{7}+\left(28 \lambda^{2}+72 \lambda+196\right) r^{6}-\left(976 \lambda^{2}+1536 \lambda+\right.\right.$ $560) r^{5}+\left(176 \lambda^{2}-384 \lambda-496\right) r^{4}+\left(3136 \lambda^{2}+5760 \lambda+2624\right) r^{3}-\left(1664 \lambda^{2}+2560 \lambda+\right.$ 896) $\left.r^{2}-\left(3072 \lambda^{2}+6144 \lambda+3072\right) r+2304\left(\lambda^{2}+1\right)+4608 \lambda\right)>0$. Therefore, $\frac{\partial s w^{S R}}{\partial t}<0$.

$$
\frac{\partial b^{S R}}{\partial t}=\frac{-16 a\left(r^{4}-4 r^{2}+4\right)\left(3 \lambda r^{4}+14(\lambda+1) r^{3}-4(7 \lambda+5) r^{2}-32(\lambda+1) r+48(\lambda+1)\right)}{\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}} . \text { When } t>t_{0}^{S R} \text {, there is }
$$

$3 \lambda r^{4}+14(\lambda+1) r^{3}-4(7 \lambda+5) r^{2}-32(\lambda+1) r+48(\lambda+1)>0$. Therefore, $\frac{\partial b^{S R}}{\partial t}<0$.
$\frac{\partial s^{S R}}{\partial t}=\frac{(1-\lambda)(\lambda r-2)\left(5 \lambda r^{2}-12 \lambda+2 r\right)}{\left.t^{2}\left(3 r^{4}+14 r^{3}-4\left(7 r^{2}+8 r-12\right)\right) \lambda+2 r^{2}(7 r-10)+16(3-2 r)\right)}$. When $t>t_{0}^{S R}$, there is $\left(3 r^{4}+14 r^{3}-\right.$ $\left.4\left(7 r^{2}+8 r-12\right)\right) \lambda+2 r^{2}(7 r-10)+16(3-2 r)>0$ and $5 \lambda r^{2}-12 \lambda+2 r<0$. Therefore, $\frac{\partial s^{S R}}{\partial t}>0$.

## Appendix D

$$
\pi_{1}^{I R}-\pi_{1}^{J R}=0
$$

$$
a^{2}(r-2)(\lambda r-2)\left(7 t \lambda r^{4}+\left(5 \lambda^{2}(\lambda-1)+6 t(\lambda+1)\right) r^{3}+(8 \lambda(1-\lambda)-4 t(9 \lambda+1)) r^{2}\right.
$$

$$
\pi_{1}^{I R}-\pi_{1}^{S R}=\frac{\left.+\left(12 \lambda^{2}(1-\lambda)-16 t(\lambda+1)+4(1-\lambda)\right) r+24 \lambda(\lambda-1)+16 t(3 \lambda+1)\right)}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)} . \quad \text { When }
$$

$t>t_{0}^{J R}$, we can get $7 t \lambda r^{4}+\left(5 \lambda^{2}(\lambda-1)+6 t(\lambda+1)\right) r^{3}+(8 \lambda(1-\lambda)-4 t(9 \lambda+1)) r^{2}+$ $\left(12 \lambda^{2}(1-\lambda)-16 t(\lambda+1)+4(1-\lambda)\right) r+24 \lambda(\lambda-1)+16 t(3 \lambda+1)>0,\left(\lambda^{2}+4 t\right) r^{2}-$ $4(\lambda r+2 t-1)<0$ and $\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+\right.$ 1) $>0$. Therefore, $\pi_{1}^{I R}<\pi_{1}^{S R}$.

In conclusion, $\pi_{1}^{S R}>\pi_{1}^{I R}=\pi_{1}^{J R}$.

## Appendix E

$$
\pi_{2}^{I R}-\pi_{2}^{J R}=\frac{a^{2}(1-\lambda)(2-\lambda r)\left(t \lambda(\lambda+1) r^{3}+2 t(1-3 \lambda) r^{2}+2\left(\lambda^{2}-\lambda+8 t\right) r-4(4 t-\lambda-1)\right)}{\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}} . \text { When } t>t_{0}^{J R} \text {, the }
$$

numerator of $\left(\pi_{2}^{I R}-\pi_{2}^{J R}\right)$ is negative. Therefore, $\pi_{2}^{I R}<\pi_{2}^{J R}$.

$$
\pi_{2}^{S R}-\pi_{2}^{J R}=\frac{\begin{array}{c}
8 a^{2}\left(2 r^{4} t+\left(\lambda^{2}-\lambda+4 t\right) r^{3}-6(\lambda-2 t-1) r^{2}+2 r \lambda(1-\lambda)-8 r t+12(\lambda-1)+16 t\right)^{2}\left((4 t+1) r^{2}+4(r-2 t+1)\right)^{2} \\
-\left(2\left(\left(a^{2}+6 a+1\right) t-8 t^{2}\right)-a^{2}\right) t r^{4}+4\left(2\left(\left(a^{2}+a-2\right) t+a^{2}+2 a\right)+1\right) t r^{3}+\left(64 t^{3}-8\left(a^{2}+10 a+6\right) t^{2}+\right. \\
\left.4(10 a(a+1)+1) t+2(2 a+1)^{2}\right) r^{2}+\left(32\left(1-a^{2}-a\right) t^{2}-16(3 a+2) t+8(2 a+1)^{2}\right) r+8(2 t-1)\left(2 \left(\left(a^{2}+4 a+2\right) t\right.\right. \\
\left.\left.-2 t^{2}\right)-(2 a+1)^{2}\right)\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}
\end{array}}{2\left((4 t+1) r^{2}+4(r-2 t+1)\right)^{2}\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}} .
$$

When $t>t_{0}^{J R}$, the numerator of $\left(\pi_{2}^{S R}-\pi_{2}^{J R}\right)$ is positive. Therefore, $\pi_{2}^{S R}>\pi_{2}^{J R}$.
In conclusion, $\pi_{2}^{S R}>\pi_{2}^{J R}>\pi_{2}^{I R}$.

## Appendix F

$c s^{I R}-c S^{J R}=\frac{a^{2}(1-\lambda)(2-\lambda r)\left(6 r^{2} t+\left(\lambda^{2}-\lambda-4 t\right) r-2(\lambda+4 t-1)\right)}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}}$. Let $f_{8}(t) \stackrel{\text { def }}{=} 6 r^{2} t+\left(\lambda^{2}-\lambda-4 t\right) r-$ $2(\lambda+4 t-1)=0$, there is $t_{8}=\frac{-(1-\lambda)(2-\lambda r)}{2\left(3 r^{2}-2 r-4\right)}$. If $t_{0}^{J R}<t<t_{8}$, then $c s^{I R}>c s^{J R}$; if $t>t_{8}$, then $c s^{I R}<c S^{I R}$.
$c s^{I R}-c S^{S R}=$
$a^{2}\left(4(2-r)^{2} t^{2}+4 r t(r-2)\left(\left(r^{2}+2 r-4\right) t+(\lambda-1)(\lambda r-2)\right)+\left(\left(r^{2}+2 r-4\right) t+(\lambda-1)(\lambda r-2)\right)^{2}\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+\right.\right.$
$\left.4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}-2\left(\left(20 t^{2} r^{8}+16 t\left(2 \lambda^{2}-2 \lambda+t\right) r^{7}+\left(11 \lambda^{4}-22 \lambda^{3}+32 \lambda^{2} t+11 \lambda^{2}-96 \lambda t\right.\right.\right.$
$\left.-208 t^{2}+64 t\right) r^{6}+\left(136 \lambda^{2}-68 \lambda^{3}-192 \lambda^{2} t+256 \lambda t-64(t+1)-68 \lambda\right) r^{5}+\left(46 \lambda^{3}-23 \lambda^{4}-224 \lambda^{2} t-11 \lambda^{2}+576 \lambda t+720 t^{2}\right.$
$-24 \lambda-352 t+12) r^{4}+\left(324 \lambda^{3}+(384 t-648) \lambda^{2}+64 t(t-10 \lambda t) 324 \lambda+256 t\right) r^{3}+\left(136 \lambda^{3}-68 \lambda^{4}+512 \lambda^{2} t-160 \lambda^{2}-1152 \lambda t\right.$
$\left.-1024 t^{2}+184 \lambda+640 t-92\right) r^{2}+\left(768 \lambda^{2}-384 \lambda^{3}-256 \lambda^{2} t+512 \lambda t-384 \lambda-256 t\right) r+144\left(\lambda^{4}-2 \lambda\left(\lambda^{2}-\lambda+1\right)\right)-384 t\left(\lambda^{2}\right.$
$\frac{\left.\left.\left.+1)+768 \lambda t+512 t^{2}\right)\right)\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}\right)}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)^{2}}$
$t>t_{0}^{J R}$, the numerator of $\left(c s^{I R}-c s^{S R}\right)$ is negative. Therefore, $c s^{I R}<c s^{S R}$.
Considering $c s^{J R}-c s^{S R}$, we can find the numerator of ( $c S^{J R}-c s^{S R}$ ) is negative. Therefore, $c s^{J R}<c s^{S R}$.
In conclusion, if $t_{0}^{J R}<t<t_{8}$, then $c S^{S R}>c s^{I R}>c S^{J R}$; if $t>t_{8}$, then $c s^{S R}>c S^{J R}>c s^{I R}$.

## Appendix G

$$
S W^{I R}-S W^{J R}=\frac{\begin{array}{c}
a^{2}\left(\left(\lambda^{4} t+\lambda^{2} t+4 t^{2}\right) r^{4}-\left(8 \lambda^{3} t+2 \lambda^{2} t+6 \lambda t+48 t^{2}\right) r^{3}+\left(2 \lambda^{3}-\lambda^{4}+16 \lambda^{2} t-\lambda^{2}+24 \lambda t+\right.\right. \\
\left.\left.32 t^{2}+8 t\right) r^{2}+4\left(\lambda^{3}+2 \lambda^{2} t-2 \lambda^{2}-8 \lambda t+32 t^{2}+\lambda-10 t\right) r-4\left(\lambda^{2}+4 \lambda t+32 t^{2}-2 \lambda-12 t+1\right)\right)
\end{array}}{2\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}} . \quad \text { When }
$$

$t>t_{0}^{J R}$, the numerator of $\left(s w^{I R}-s w^{J R}\right)$ is negative. Therefore, $s w^{I R}<s w^{J R}$.
$s w^{J R}-s w^{S R}=$
$-a^{2}\left(t\left(\left(\lambda^{4}-3 t\right) r^{4}-4\left(2 \lambda^{3}+7 t\right) r^{3}+24\left(\lambda^{2}+2 t\right) r^{2}+32(2 t-\lambda) r-16(6 t-1)\right)\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+\right.\right.$
$\frac{\left.\left.16\left(4(r \lambda+t)-3\left(\lambda^{2}+1\right)\right)\right)+a^{2}\left(3 r^{4} t+28 r^{3} t+16\left(\lambda^{2}-2 \lambda-3 t+1\right) r^{2}-8(8 r t-9 \lambda-12 t)-36\left(\lambda^{2}+1\right)\right)\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}\right)}{4\left(\left(\lambda^{2}+4 t\right) r^{2}-4(\lambda r+2 t-1)\right)^{2}\left(\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)\right)}$
When $t>t_{0}^{J R}$, the numerator of $\left(s w^{J R}-s w^{S R}\right)$ is negative and $\left(16 t-3 \lambda^{2}\right) r^{4}-28 \lambda r^{3}+$ $4(7 \lambda-16 t+5) r^{2}+64(r \lambda+t)-48\left(\lambda^{2}+1\right)>0$. Therefore, $s w^{J R}<s w^{S R}$.

In conclusion, $s w^{S R}>s w^{J R}>s w^{I R}$.
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